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Lab 1.0 - Virtual Machine Setup

Objectives

Prep your laptop for the SEC450 lab environment

Get the SEC450 Linux virtual machine up and running

Lab Steps

SEC450 incorporates many hands-on course elements to enhance the learning experience and

show how to apply concepts taught. We employ varied approaches to hands-on components

including Linux-based local labs and a NetWars-based capture-the-flag challenge.

A Linux virtual machine is provided on the SEC450 USB that will need to be configured on your

system. All student labs will be performed locally with minimal or no need for internet access. The

NetWars elements are cloud-hosted and instructions for connecting will be given to you by your

instructor.

The Xubuntu Linux VM (virtual machine) will be used for lab exercises in this course. Appendix A

provides full details on configuring the Linux virtual machine.

Please turn to Appendix A, "Linux VM/Setup Guide," and follow the instructions provided to set up

the SEC450 Linux VM environment.

Note: Although this printed workbook contains hard-copy versions of all the labs in the course, after

virtual machine setup it is highly recommended that you work through the labs using the built-

in wiki provided within the virtual machine. 

• 

• 
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0. Install VMware Player/Workstation Pro/Fusion

It is assumed that you have come to class with a VMware virtualization product pre-installed as

listed in the course requirements (other virtualization products such as Virtualbox Parallels and

Hyper-V are not supported). If you have not yet installed one of the VMware virtualization software

packages for your host, please download and install it now.

Free: VMWare Player (Windows/Linux)

Workstation Pro (Windows/Linux)

Fusion (Mac)

If you have a PC, Player can be used for free, and Workstation Pro can be used on a trial license for

30 days. Either option will work for this course, the main difference is that Workstation Pro allows

taking snapshots of the virtual machine state. Snapshot functionality will not be used for any of the

labs but it may be convenient for you to revert to a known-good state if something becomes broken. 

If you have Workstation Pro, it is recommended that you take a snapshot of the virtual

machine in the booted state the first time you get it up and running.

1. Copy the zip file from the USB drive to your hard drive

You will receive the SEC450 USB by the first day of the course (or through the mail for OnDemand

students). Insert the SEC450 USB into your laptop. Browse to the USB root directory. Copy/drag the

.zip file to a local directory of your choice.

2. Decompress the zip file

Double click the .zip file on your local disk (not on the USB) to start the extraction process in that

directory. The files are large so this step may take a while if you have a slower machine. Wait for the

extraction to complete.
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3. Import the virtual machine into VMWare

Double-click the extracted folder to open it. Then, look for the file that ends with the extension .vmx

and double click it to open it with VMWare. 

The Linux .vmx icon has three overlapping white or blue squares (shown here on the left and

middle, respectively). On OS X, the icon has blue and red overlapping squares (shown on the right):

VMware should start. If VMware does not start, ensure you clicked the .vmx file. Also, ensure that

VMware is properly installed.

Once VMware starts you may receive a prompt to upgrade the virtual machine to support the

newest version of VMware. You can choose to if desired, but it is not necessary. If you get the

popup below, select "I Copied It" to move forward.
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4. Login to the desktop

Depending on your version of VMware, you may need to press "Power on this virtual machine" (or it

may start automatically). After the VM starts, you end up at the login prompt. Log in with a

username of student  and a case-sensitive password of sec450 .

Once you are logged in and see the desktop, you are ready to go!
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Optional: If you have a VMware version capable of taking snapshots, now is a good time to make

one as a convenient restore point.

Note

If you have a high DPI screen and the resolution of the virtual machine is too small, you can adjust the resolution of

Windows to correct for it, or use VMware Fusion settings to disable the "Retina" resolution in the virtual machine for

Macs. 
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Lab 1.1 - TheHive Incident Management System

Objectives

Become familiar with TheHive incident management system (IMS) workflow and concepts

Understand IMS workflow - case and task creation, entering observables, and enrichment

Use Cortex automation engine for indicator enrichment

Exercise Preparation

Log into the Sec-450 VM using the following information:

Username: student

Password: sec450

Before starting this lab, you must start the required services. To do this, open a command terminal

from the start bar.

• 

• 

• 

• 

• 
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Once the window is open, start the services by entering the following command at the command

line: 

You should see output similar to the following, the list order of container startup may vary, but if you

receive an error inform your instructor.

]

Tip

You can mouse over the upper-right portion of the following text box and click the icon to automatically

copy the commands to the clipboard! This method is highly recommended to error-proof your class experience. Be

aware that using this method with multi-line commands like the one below will execute all commands as soon

as you paste it to the command line.



cd /labs/1.1
docker-compose up -d
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Keep the terminal open in the background, we will use it to shut these services down at the end of

the lab.

Exercise Walkthrough Video

Lab Steps

1. Log In to TheHive

Open the Firefox web browser by clicking the icon in the start bar at the top of the screen and use

the bookmark toolbar to navigate to TheHive at http://localhost:9000.

When TheHive's login page is loaded type the following credentials if needed (they should be pre-

populated) and hit the "Sign In" button to login:

login: student
password: sec450
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2. Explore the Main Interface

Once you are logged in, you will see the main interface as shown below. Note the top bar where you

can see the active count of tasks assigned to you, alerts in the queue, and the New Case feature.

Let's take a look at these first and describe what each is telling us. 
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New Case - A case is created for every unique incident being tracked in TheHive. Cases contain

child items called "tasks", which are individual actions the analyst must take before the case can be

closed. Examples of tasks would be blocking an IP address or searching for other infected

machines via the SIEM. 

In your VM there are no case templates for the current configuration so clicking on New Case will

open up a blank case creation window. If, there were "Case Templates" created however, a drop

down arrow would appear as shown in the photo below. Selecting one of these templates would

populate the case with pre-defined tasks appropriate for the scenario. The picture below shows

some of the types of case templates you might see for the average SOC.
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My Tasks - The "My tasks" button shows how many tasks are assigned to your specific analyst

account in TheHive. Using TheHive in a real security operations situation, every analyst in the SOC

would have their own login name for which "tasks" can be tracked individually. If a new case is

started with 3 separate tasks, analysts can assign them individually, allowing the items required to

close the case to be assigned to 3 separate people to be worked on in parallel. The amount of tasks

you have assigned to you is what is represented by this number. 

Waiting tasks - The waiting tasks count is how many outstanding tasks exist in the system that

have not been assigned to anyone. 

Alerts - TheHive can be used as an alert aggregation point, allowing the SIEM and any other

security appliance to submit information via a web API that will show up in the dedicated alert

dashboard. The idea is for whoever is in charge of triaging alerts to watch the alert dashboard for

incoming items and either accept them as valid, turning them into a new case, or reject them as

false positive. While your organization may do this in a different system - in the SIEM, IDS, or in a

dedicated software platform, for this class, this will be our main point of alert triage. 
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3. Create A New Empty Case

Let's create a new blank case and explore TheHive's workflow. Click on "New Case" in the top bar.

You should see the "Create a new case" window appear with no details filled in (since we selected

Empty Case). This is the selection you would choose for manual case creation where you wish to fill

in all the details by hand. This is the least efficient way of making a case in TheHive but makes a

good first step. The better way, which we will do in a moment, is to create cases either through

Alerts in the alert queue, or by viewing a Case Template.

For our new empty case, we're going to fill in the Title, Description, and add some sample Case

tasks as shown in the picture below:

First type the title below in the Title box at #1:
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Then fill in the description box with something similar to the below text at #2.

Finally, we need to enter some Case tasks (we will not modify Severity, Tags, PAP, Date, or TLP for

this case). These are the individual steps that need to be done before whoever takes responsibility

for this case closes it. Let's add two items as an example. Type the following in the task title box at

#3 then press the "Add task" button to add it as the first item.

Then add a second task also at #3 that says:

Then press the "Add task" button again. Your screen should now look like the picture below. If it

does, press the "Create case" button.

My first case

This is my first empty case using TheHive!

Add my first IP and domain observables

Use Cortex to enrich the observables
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After a moment you will be taken to the page for our new case which should look like the picture

below.
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Notice the "Waiting tasks" count has now advanced to 2, but "My tasks" has remained at zero.

Check the "Assignee" field - it says our user "student", why then do we not have anything under

tasks can be assigned. Since we have not accepted the tasks, they remain open for any analyst to

pick up, this is how TheHive works. 

4. Working the First Task - Adding Observables

Now that we've got a new open case, let's take ownership of some of our simple tasks and work

them through. Click the tasks tab (#1) and the screen will change to show the list of tasks we

previously entered. Let's take the first task "Add my first IP address observable" by pressing the

Once the task is started a new tab will appear showing the name of the task as shown below.
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This is the task specific view, you can see it opened in a new tab (#1) that is different from the

previous base-level details view. In this view, notice the task title is listed in the red box, and there is

a place to take notes for any actions taken on the task in the "Task logs" section.

Click the "Observables" tab as shown in #2 to move to the screen where we can start entering our

observable information. Once clicked, you should see the following screen.
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Since no observables have been entered towards this case, the screen is blank. Let's add some

new information by clicking "Add observables(s)". Fill in the "Create New Observables" screen that

pops up with the following information:

Type:

Value:

ip

8.8.8.8
1.1.1.1
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Description:

You do not need to change any other values. The screen should now look like this:

Once the information is entered press the "Create Observables" button and you will be taken back

to the observables tab. You should now see a message confirming the observables were created

and see the two IP addresses listed.

Sample IP addresses
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We're now going to add one more observable, a domain name this time. Since it is a different type

of data it must be added in a separate step. Click on the "Add Observables(s)" button one more

time.
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Enter the following information:

Type:

Value:

Description:

You do not need to change any other values. The screen should now look like this:

domain

example.com

Sample hostname
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Once the information is entered press the "Create Observable" button and you will be taken back

to the observables tab. You should now see a message confirming the observable was created and

see the new domain name observable listed.
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At this point we have completed what we set out to do for our first task so let's close it out. Flip back

to the task tab by clicking on it.

Let's now write a quick task log explaining what we did before we close the task. This is where, if

this were a real ticket, you would put all the investigation details for completing that particular task

including the process and tools you used and any relevant output collected. Click the "Add new

task log" button under the "Task logs" heading.
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Once the editor has opened, paste the following text into the task log.

Once the text is entered, press the "Add log" button. 

You will then see the task log created. 

This is my first task log - I just entered my observables!
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We have now completed the task and wrote a note about what we've done, so the task can be

closed. To close it, press the "Close" button in the upper right of the page.

Congratulations, you have closed your first task with TheHive! You should see the task now listed

with a green check mark next to it as shown below. Notice it is time and date stamped with the time

it took to complete and if you have the "wall" of Activity shown, you (and any other analysts logged

in to TheHive) will see an item listing that the task has been closed.

5. Work the Second Task - Using Cortex

Now it's time to work that second task so we can eventually close the entire case. Select "Start" on

the second task to begin it.
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Once the next task has been started another new task-oriented tab will be opened as shown below.

In this task, we're going to use the tool called Cortex to enrich our information about our indicators.

Select the "Observables" tab to go back to the observables list.

SEC450 - © 2019 John Hubbard Page 22

© SANS Institute 2020

634ea992c4dcba2ae1b930855a8c129f

0mamaloney0@gmail.com

22844595

David Owerbach

ohNrhAfzA3YUEB7zYQeMv7asRrrC6mmK

liveLic
en

se
d T

o: 
Dav

id 
Ower

ba
ch

 <0
mam

alo
ne

y0
@

gm
ail

.co
m> A

pr
il 2

8, 
20

20

Licensed To: David Owerbach <0mamaloney0@gmail.com> April 28, 2020



Cortex is a program that is packaged with but is separate from TheHive. It works in the background

to take the information we've entered as observables and perform a variety of additional automated

lookups on it using what it called "Analyzers". It is the automation engine for TheHive in that it will

perform these tasks with the simple click of a button and present the results to us without us ever

having to leave the page! In our case we picked known entities belonging to Google and Cloudflare

(1.1.1.1), but in a normal scenario, these Cortex "Analyzers" would assist us in quickly determining

useful info about any hashes, IP addresses, domains, or other observable types an Analyzer is

compatible with. 

When a deployment of TheHive has Cortex integration live and enabled there is a green circle

around the brain icon on the main Case list page (no need to verify this now). TheHive also links to
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MISP as a threat intelligence platform, the status of this link is shown next to Cortex in another

adjacent circle.

To use Cortex we first must select the observables we want to submit to it. We want to enrich all 3

of our pieces of information so select the top check box which will select all 3 items below it. Once

this is done, select the action button then hit "Run analyzers"
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A new window will appear with a selection of available analyzers (the options you see may differ

slightly). Cortex knows which types of analyzers can be used with each data type and offers you to

run any Analyzers that are available for the data types selected in the previous step. Each analyzer

can be separately enabled and configured to work with any external or 3rd party services the SOC

subscribes to such as VirusTotal, Shodan, Censys, and more. Since many of these services

require either paid subscriptions or personal API keys they are not enabled in our deployment, but

be aware that there is an enormous list of Analyzers available. For this VM, we will only use some of

the Analyzers that can be used freely without API key restrictions. Your instructor can show you how

to log in to the Cortex web interface to see the other Analyzer options if you are interested in

reviewing them. 

Select the "GoogleDNS Resolve" plugin (note the version number may differ from the screenshot if

the Analyzer is updated) then press the "Run selected Analyzers" button to kick off Cortex. In the

case of a domain name observable, this plugin simply uses the Google DNS servers to perform

lookups for any DNS records for the domain name. For an IP address, a PTR record lookup is

performed (do not worry if you aren't familiar with this yet, we will cover DNS in depth tomorrow.)
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You will be taken back to the Observables screen, after a few moments you should see new tags

pop up attached to each observable as shown in the picture below. Note: Your DNS results or

record count may vary from the screenshot.

Note

Since Cortex is running as a Docker container in your virtual machine, your virtual machine must be able to access the

internet for analyzers to work, if you see a failure and these tags do not show up, verify your VM internet connection. 
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Click on the blue tag in the top example.com observable to bring up the results of the Cortex

GoogleDNS Analyzer enrichment. You should see a popup window with the DNS records for the

site.
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Of course Google has many different DNS records so this output is rather large, but notice how

easy it was to automatically pull this information and make it immediately accessible from TheHive

where it is needed, without having to bounce out of the tab to other websites? This is one of the

best features of TheHive/Cortex. Also, as new cases are made in the future, if any analyst ever

enters google.com into an observable in any other case, this information will already be present,

giving immediate context. Very useful!

Scroll down to the bottom of the DNS record listings and hit the "Close" button to close the window.

Next select the blue tag related to the 8.8.8.8 IP address.
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You should see a different report shown for the Google DNS Analyzer results. The analyzer ran a

"PTR" record lookup that shows 8.8.8.8 resolves to "google-public-dns-a.google.com".

We've now completed what we set out to do for the second task. Click the task tab at the top of the

screen to go back to the task page.
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Once on the task page, click the "Close" button in the upper right hand corner. Since you have

already seen how to write a task log we will skip that for this task. 

6. Close the Case

Once the second and final task for this case is closed you will be brought back to the Tasks tab. You

should see that the second task has been closed, and that both tasks are now closed (shown as

green check marks next to each item). Since all tasks created for this case are now complete, we

can now close the case. Select the "Close" button at the top of the tasks screen as shown in #1 in

the photo below. 
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To close the case TheHive then asks for you to fill out some additional classification information on

what actually occurred in the case. Since this was an example case, select the options as given

below.

Then paste the following information into the Summary box. For a regular case in any ticketing

system, a summary of the each case should be written upon closing that give any future readers a

quick single sentence summary of what occurred as well as maybe a bullet point style list of the

major assets and impact of the case.

Summary:

Status: Other

Just finished the first case I've done with TheHive, I've now used cases, tasks, 
observables, and task logs. 
I even automatically enriched observables of multiple types using Cortex with a 
single button press!
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Your window should now look like the picture below:

Once this information is pasted into the box, hit the "Close Case" button. You should see a

notification stating the case has been closed.

Lab Conclusion

Congratulations, you've cleared the case and task queue and seen how workflow in TheHive

occurs! If not hidden, a record of the Cortex Analyzer and task closing actions we've taken is

displayed in the "wall" panel on the right side.
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In this lab, you have:

Manually created a case in TheHive incident management system

Created custom tasks to perform inside a new empty case

Worked 2 tasks to completion

Entered IP address and domain name observables into TheHive

Used Cortex to automatically enrich the entered observables with the Google DNS Analyzer

Closed the case with a classification and summary

To shut down the services used for this lab go back to your terminal window (or open a new one)

and enter the commands below:

You should see the following response, if you do not, please alert your instructor:

• 

• 

• 

• 

• 

• 

cd /labs/1.1
docker-compose down
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Lab 1.1 is now complete!
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Lab 1.2 - MISP Threat Intelligence Platform

Objectives

Understand the role of the Threat Intelligence Platform in a SOC

Use the MISP Threat Intelligence Platform to ingest threat data

Create a MISP event with information from an open-source report

Push information from a MISP event to the TheHive for Triage

Exercise Preparation

Before starting this lab, you must start the required services. To do this, open a command terminal

from the start bar.

Once the window is open, start the services by entering the following commands at the command

line.

This command will take a minute to spin up MISP threat intelligence platform, TheHive, Cortex, and

Elasticsearch. To check if the services are ready, open a Firefox browser window by clicking on the

icon in the top bar of the VM. 

• 

• 

• 

• 

cd /labs/1.2
docker-compose up -d
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Once open, click on the bookmark bar icon for MISP.

You should receive the login screen as shown below.
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Open a new tab in Firefox by pressing "Ctrl + t" or clicking the + icon next to the tab for TheHive. 

In the new tab, click the bookmark bar item for TheHive. 

You should see the login screen for TheHive appear. 
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Once TheHive's login page is up, login with the following credentials:

After logging in you should see the list of cases page. Look in the bottom right corner and ensure

the circle around the MISP logo is highlighted in green. 

This means the MISP/TheHive integration is working properly (which is a requirement for this lab). If

the MISP logo is not circled in green after a minute or so, let your instructor know. You may need to

just restart the MISP webserver, which can be done by using the following command:

Exercise Walkthrough Video

Login: student
Password: sec450

docker-compose restart misp
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Lab Steps

1. Log in to MISP and explore events

At this point Firefox should be open with a tab for TheHive and a tab for MISP open. Navigate to the

MISP login page if you are not already there.

When MISP's login page is loaded type the following credentials and hit the "Login" button to

login:

login: student@sec450.localhost 
password: sec450Admin!
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After logging in, you will be taken to the main "Events" list in MISP - the catalog of all information

that has been entered. Each row of this display is an "Event" in MISP - a separate piece of

information about a specific happening or incident. 

Note

There is a condition in MISP that sometimes causes you to be a forwarded to a page that says "your request has been

black holed". This often happens if you pause too long on the same screen without any activity occuring. If you see this

message at any point, just reload the page or re-attempt the step you are on and it should work the second time.
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This MISP instance contains real threat data pre-populated by having MISP subscribe to the CIRCL

OSINT feed. All of this information was categorized by the CIRCL group and distributed out to

anyone who subscribes to it via MISP (MISP is designed for sharing threat intelligence in this

manner).

Notice each event is heavily tagged for categorization and context, things like the source of the

data, stages of an attack, and attribution are all used as tags in MISP. Each event also has its own

unique ID number in the id column, a number of individual "attributes" (atomic indicators or notes)

associated with it which shows in under the "#Attr" column, and the "date" and an "Info" summary of

the event is also included in this view. There are 1200+ MISP events already entered from this feed

to give you an idea of what a full threat intelligence platform can look like!

For this lab, we're going to do a demonstration of the workflow for searching past events, and

entering a new event of our own. The point is to get an idea of what a threat intelligence team will

be doing, and how their workflow intersects with your own. 
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In this lab we will:

Use our threat intelligence platform (MISP) to search for indicators from past events and OSINT

sources that were downloaded from a partner organization (the CIRCL threat feed)

Enter information from an OSINT attack report into a new MISP event

Push our new event to the IMS (TheHive) so that it can be triaged by SOC analysts

Create a new case in the IMS (TheHive), and push it back to MISP so that threat intelligence

analysts will know what has actually been seen in the environment

2. Use the Threat Intelligence Platform to find previously categorized indicators

Let's set the scene: Suppose at work one day you receive an alert from your IDS that says a user

on your network connected to a known-malicious IP address:

Unfortunately the IP was on a list of IP addresses from a vendor tool that did not explain why it was

bad or what type of attack it was connected to. Good thing we have a well-categorized set of threat

intelligence, let's check in MISP to see if anything is known about this IP address. 

To search for this IP in MISP, make sure the MISP tab is active in your browser window, enter the IP

address into the filter box on the upper-right side of the event list and press Enter or select the

"Filter" button.

• 

• 

• 

• 

Info

We will focus on sending information in both directions from TIP to IMS, and IMS back to the TIP, because a closed

loop of threat intelligence feeding investigation, and investigation feeding information back to the threat intelligence

team is ESSENTIAL for successful security operations! We will come back to this concept again in later books.



141.105.71.116
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Since the IP appears in only one event, MISP will automatically take you to the relevant event page.

SEC450 - © 2019 John Hubbard Page 9

© SANS Institute 2020

634ea992c4dcba2ae1b930855a8c129f

0mamaloney0@gmail.com

22844595

David Owerbach

ohNrhAfzA3YUEB7zYQeMv7asRrrC6mmK

liveLic
en

se
d T

o: 
Dav

id 
Ower

ba
ch

 <0
mam

alo
ne

y0
@

gm
ail

.co
m> A

pr
il 2

8, 
20

20

Licensed To: David Owerbach <0mamaloney0@gmail.com> April 28, 2020



Uh oh! It appears this IP address may be associated with the ShadowHammer APT campaign!

Reading on, it appears this campaign, discovered in March 2019, involved a supply-chain from

computer manufacturer ASUS. Attackers had compromised ASUS servers and pushed out a

backdoor system update to ASUS customers in an attempt to target specific unknown individuals.

Scroll down in MISP to see additional detail on this event.
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From looking at this event, it appears the C2 channel for the backdoor was asushotfix[.]com  and 

141.105.71.116  was the IP address the domain resolved to at the time. Going to VirusTotal and

searching the IP address can confirm this and also gives a potential way to time-scope the potential

problem:

This means a device in your network may have been compromised and of interest to the

ShadowHammer perpetrators! The information from VirusTotal also tells us that we should probably

search for all IP traffic back to at least 2018-09-06 when the domain was known to point to that

address.

Note

Notice having this information (which was automatically imported from a threat intelligence feed) allowed us to pivot

directly from an IP address to a well-established attack, complete with domains, filenames, motivation and attribution of

the attack! This is kind of quick information that external threat intelligence from outside the organization should

facilitate on a regular basis.
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While taking in information from automated sources is a great way to automatically gather threat

data, sometimes we must create the entries ourselves or enter them from our own data. That is

what we will do in the next step.

3. Publish an alert to the threat intelligence platform

What if we hadn't automatically received the ShadowHammer information through an automated

feed and wanted to create the event in MISP for ourselves? Let's walk through the steps it would

take to import the data into a new event. 

To start creating a new event, click the Add Event button on the left side of the screen.

This will bring you to a new window where you can enter the initial details about the new event.

SEC450 - © 2019 John Hubbard Page 13

© SANS Institute 2020

634ea992c4dcba2ae1b930855a8c129f

0mamaloney0@gmail.com

22844595

David Owerbach

ohNrhAfzA3YUEB7zYQeMv7asRrrC6mmK

liveLic
en

se
d T

o: 
Dav

id 
Ower

ba
ch

 <0
mam

alo
ne

y0
@

gm
ail

.co
m> A

pr
il 2

8, 
20

20

Licensed To: David Owerbach <0mamaloney0@gmail.com> April 28, 2020



On this new screen the Date and Distribution can stay the same, but fill in the following details:

Then hit the Add button to create the event. This will bring you to the blank new event.

Threat Level: High
Analysis: Ongoing
Event Info: [SEC450] ShadowHammer Campaign
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On the new event screen, scroll down to the bottom of the page. 
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There are no details for the event yet, so now we must add the "attributes" (IOCs as MISP calls

them) from the attack. There are multiple ways to accomplish this in MISP, but the easiest for use

will be to use the "Freetext Import Tool". Click on the button as shown in the picture above and a

new empty box will appear.

Using the Kaspersky article that the attack announcement originally came from (located here) we

can extract the following attributes of interest from the bottom of the page. 

asushotfix[.]com
141.105.71[.]116
http://liveupdate01.asus[.]com/pub/ASUS/nb/Apps_for_Win8/LiveUpdate/
Liveupdate_Test_VER365.zip
https://liveupdate01s.asus[.]com/pub/ASUS/nb/Apps_for_Win8/LiveUpdate/
Liveupdate_Test_VER362.zip
https://liveupdate01s.asus[.]com/pub/ASUS/nb/Apps_for_Win8/LiveUpdate/
Liveupdate_Test_VER360.zip
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These are the minimum details we would want to take from the article. Since threat intelligence

platforms often feed SIEM blacklists for threat data matching, putting these IOCs in MISP would

ideally cause any sighting of them in the environment to raise an alert from that moment on. Take

the indicator list and paste it into the Freetext Import Tool box and hit "Submit".

Freetext import is usually the easiest way to import indicators in any tool that supports it since it

requires the minimum amount of work on the part of the analysts. There's nothing worse than

having a tool that requires one at a time IOC entry when you have a large list of indicators.

Fortunately MISP takes care of this for us and also automatically detects each attribute's data type!

The next screen shows what MISP has detected. 

https://liveupdate01s.asus[.]com/pub/ASUS/nb/Apps_for_Win8/LiveUpdate/
Liveupdate_Test_VER359.zip
aa15eb28292321b586c27d8401703494
bebb16193e4b80f4bc053e4fa818aa4e2832885392469cd5b8ace5cec7e4ca19
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Notice that MISP has successfully determined a category and data type for each line of our freetext

import, wonderful, no manual entry! Not only that, but it has also already started to correlate these

indicators with previous events. Notice the "Similar Attributes" column shows that MISP Event ID

110 has these same indicators - it is telling us we've already seen these indicators before! In this

case, this is because of the ShadowHammer event we already have present in the system. In day to

day data entry however, it's a great feature to know that at the time of import, you already have that

attribute in a different event, giving you the extra context.

Since everything is correct, press the "Submit attributes" button to create the new items in the

event. You will be taken back to the event page where it will tell you your freetext import submission

is being processed in the background, and will be available in the event shortly.

After 10 seconds or so, press the refresh page button in Firefox and then scroll down to the bottom

of the event window. You should now see all your entered attributes faithfully recorded into the
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event! Notice still points out that event 110 is relevant to each data item, and even took care to

properly format the attributes even though they were entered in "de-fanged" format - another nice

touch!

To see the correlated events in a visual graph, scroll to the top of the page and select the View

Correlation Graph option.

This brings up a graph that will look something like this (note that these icons were rearranged for

clarity, your graph may look different):
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Notice the two numbered events on the top and bottom, each of which are connected in the middle

by an attribute. Since these two events are actually identical, every single attribute matches in this

case. On large events with many attributes that are in common with multiple other events, this view

can get hard to interpret, which is why it is sometimes easier to read this directly off each line in the

attribute list.

Return to the previous window by scrolling to the top of the screen and selecting "View Event".
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4. Push your MISP event into TheHive

Now that you've created your first event in MISP, let's show how it connects to the incident

management platform. 

TheHive and MISP specifically work quite well together and the integration between them is rather

simple. It can work in two ways, first, events in MISP can be pushed into TheHive and will become

new alerts to be triaged in the alert tab. Second, cases can be pushed from TheHive back into MISP

to become new events. In this step, we'll get a look at how this works.

In the virtual machine, the link between MISP and TheHive functions as follows: Once per minute,

TheHive will poll MISP and look for any new events that have had the tag "thehive" applied to them 

and in the "published" state. When such an event is found, all the details will be pulled into MISP

into the event tab.

Let's add the tag "thehive" to our newly created event and see this process in action. Keep in mind

that this is something that depending on your organization, much of what we've done so far may be

a task your threat intelligence team is doing. Once the event is sent to TheHive as an alert, this is

when SOC analysts would typically take over. 

Scroll to the top of your new event in MISP and locate the Tags section and press the "+" button. 
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This will cause the "Add a tag" window to appear. Select the "All Tags" button then type "thehive"

into the box, which should auto-populate the yellow tag. Select it then press the submit button. You

should now see the tag appear in the event.

Next we must "publish" the event before it will be picked up by TheHive. "Publishing" is a

designation MISP uses to show that a given event is finalized and ready to be seen by others and

the wider the community you share with. 

Select the "Publish Event" option in the sidebar on the left and select "Yes" to publish the event.

Afterwards the publishing event is queued up for MISP. After a few moments hit the refresh button in

the browser and the red bar will disappear because the event is now "published". Congratulations,

you've created your first published event in MISP and sent it to TheHive for triage! 
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The next step may take a minute or so to complete since TheHive only polls once every 60 seconds

for new events. While you wait, switch tabs in your browser back to TheHive and log in again with 

student/sec450  if needed.

Once back in TheHive you should see the alert count increment in the top bar.

Click on the Alert tab to bring up the new alert sent from MISP.

This is the alerts pane for TheHive, something we haven't seen yet, and there is the alert we sent

from MISP. Notice the reference number on the left corresponds to the event ID in MISP, the title is

the same as the event we made, the source system is noted, and the tags on the event traveled

with the event. 

To get more detail, select the icon that looks like a piece of paper at the end of the line. This brings

up the Alert Preview screen - the screen you can use to see the detail on an alert and decide if it

should be dropped as a false positive or accepted as a new case.
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Notice that TheHive automatically imports all the attributes entered in MISP as attributes, a very

useful feature for reducing manual effort. To accept this alert as a case, scroll to the bottom of the

Alert Preview page and select "Yes, Import".
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This will bring in the alert as a new case and leaves us where our last lab started - with a new case

ready to be worked with observables already imported!

SEC450 - © 2019 John Hubbard Page 25

© SANS Institute 2020

634ea992c4dcba2ae1b930855a8c129f

0mamaloney0@gmail.com

22844595

David Owerbach

ohNrhAfzA3YUEB7zYQeMv7asRrrC6mmK

liveLic
en

se
d T

o: 
Dav

id 
Ower

ba
ch

 <0
mam

alo
ne

y0
@

gm
ail

.co
m> A

pr
il 2

8, 
20

20

Licensed To: David Owerbach <0mamaloney0@gmail.com> April 28, 2020



If we had applied a "case template" at this point with the previous drop down box, the new case

would be filled with tasks to complete and we would be ready to pick it up and run with it!
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Lab Conclusion

In this lab we saw the workflow for a threat intelligence program, created a new event inside it from

OSINT data, and moved a threat intelligence event into an alert into our incident management

system's alert queue. We also pointed out some of the everyday conveniences that should be

present to make using these tools easy. Features like freetext import, auto-categorization of

attribute types, and preservation of those items as the data moves from tool to tool seem small, but

in a workflow you will use multiple times a day for years, the absence of these small items can be a

big downer. 

In this lab, you have:

Seen how threat intel platforms store and correlate data

Created a new entry in a threat intelligence platform

Pushed the new event into an incident management system alert queue

Accepted the alert into a new incident (a case in TheHive) for investigation

To shut down the services used for this lab go back to your terminal window (or open a new one)

and enter the commands below:

• 

• 

• 

• 

Info

The data for the lab will persist in MISP after you close down the services. This is important because if you want to redo

this lab at a later data the item in MISP will still exist. If you plan to do this lab again, delete the item in MISP using the

trash can icon as shown below before shutting down the services:



cd /labs/1.2
docker-compose down
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Lab 1.2 is now complete!
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Lab 1.3 - SIEM with the Elastic Stack

Objectives

Learn to navigate in the Kibana interface

Understand how data is stored in Elasticsearch when using it as a SIEM

Investigate honeypot server traffic logs

Create visualizations and dashboards to find data trends

Exercise Preparation

Before starting this lab, you must start the required services. To do this, open a command terminal

from the start bar.

Once the window is open, start the services by entering the following commands at the command

line.

This command will take a minute to spin up Elasticsearch and Kibana which will act as our SIEM for

this lab. To check if the services are ready, open a Firefox browser window by clicking on the icon in

the top bar of the VM. 

• 

• 

• 

• 

cd /labs/1.3
docker-compose up -d
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Once open, click the Kibana icon:

If you receive a message that says Kibana is not yet ready, give it a few more moments. You should

now see the following screen:

If Kibana is loaded, you are ready to start the lab.

SEC450 - © 2019 John Hubbard Page 2

© SANS Institute 2020

634ea992c4dcba2ae1b930855a8c129f

0mamaloney0@gmail.com

22844595

David Owerbach

ohNrhAfzA3YUEB7zYQeMv7asRrrC6mmK

liveLic
en

se
d T

o: 
Dav

id 
Ower

ba
ch

 <0
mam

alo
ne

y0
@

gm
ail

.co
m> A

pr
il 2

8, 
20

20

Licensed To: David Owerbach <0mamaloney0@gmail.com> April 28, 2020



Exercise Walkthrough Video

Lab Steps

1. Learning the Kibana interface

Within Kibana, there are 3 main areas you will want to be familiar with, Discover, Visualize, and

Dashboards.

Discover is the main interface you will use for searching the text of all logs ingested within

Kibana

Visualize is the area to turn logs into various types of charts and graphs

Dashboard takes the saved searches from the Discover tab and saved visualizations from the

Visualize tab, and lets you simultaneously display them all at once in an interactive manner.

This view can be great for getting a multi-angle view of your data.

Click on the Discover tab to go to the main interface for log searching:

Bug

if at any time you see the following popup while using Kibana, it can be safely ignored (it is a bug that happens when

you click things quickly, and will not affect the lab).



• 

• 

• 
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Before we are able to see logs, we need to do a crash course in the interface. 

Date Picker - The Date Picker is one of the most important items in the interface because it

tells Kibana which time frame you'd like to search. The first screen you see will not show any

logs because by default Kibana will show you logs from the last 15 minutes. Since there is no

data streaming in, there's nothing to find. 

Index Picker - The Index Picker is the second most important item in the interface, because it

tells Kibana which set of logs you want to search through. Elasticsearch stores all logs in

various "indexes", think of them as separate databases. By convention, things like firewall logs

would go into one index, http logs in another, and flow logs into yet another, etc. In the

screenshot the "suricata-flow" index is selected, meaning the default search will show the

NetFlow-style logs captured by Suricata.

Field List - The field list tells an analyst the fields that are available in the logs displayed on the

screen.

Search Bar - The location to enter your search queries.

For this lab we will use actual attack data from a research honeypot sitting on the public internet.

The setup involved starting a number of fake services on the server and logging all interaction with

them using Suricata. Suricata is a tool similar to Snort in that it can use Snort-style IDS signatures

to identify suspicious traffic, but it also records metadata like network flow logs, and specifics for

transactions in various application layer protocols like HTTP, DNS, TLS, and more. In this Kibana

setup, each of these data sources has it's own index that can be selected with the index picker.

Clicking on it will reveal the other options. 

• 

• 

• 

• 
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Keep "suricata-flow" selected (this is layer 3 and 4 NetFlow style data). Next, let's pick a time

frame where there is valid data. This honeypot was recording data from 2019-02-19 to 2019-03-29.

To select new dates, copy the date below to the clipboard then follow these instructions:

2019-02-19 00:00:00.000
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First click on the date picker where it says "Last 15 Minutes"

Then click again where it says "~15 minutes ago" option at the top:

A new popup will appear:
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In this window, select the "Absolute tab" then paste the time from above into the bottom area, this

sets the starting bounds of the search.
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Once this is done click on the box on the right side of date picker to select ending time for the

search:
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Use the following time to paste into the box at the bottom. 

Your search should now look like this:

2019-03-29 12:00:00.000
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If it does, press the "Update" button to run a search with the new start and end time. You should

now see the page populated with results:
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You now see a populated field list, a histogram of the time of where logs are present in that index's

data set, and the time and field details for the logs.

To expand the detail for a log, click the arrow to the left side of the time:
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This view shows each individual field from the Suricata flow log parsed out into key-value pairs. Fold

the log back up for now.

On the top we can see there is a large list of all the key-value pairs of the log. 

It's a bit hard to read and some of it we probably aren't interested in. To filter down logs and only

show specific fields, we can mouse over the field list on the left side of the screen. When hovering

over any specific item an "add" button will appear that will cause that field to become a dedicated

column to display in the main interface. You can also click on the name of any field to expand a

drop-down that will show a small statistical analysis of the values in that field (this is not for all logs

in that index, just the top 500). 

This photo shows what happens when you click on the field called "geoip.city_name". It indicates

that most of the flows of the currently displayed logs were sourced from an IP in Macroom a city in

Ireland.
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Let's add a few columns of interest for flow logs. On the field list, select the "add" button for the

following fields in this order. Note that you may have to find some fields at the top of the field list

under the "Popular fields" area - Kibana sometimes tries to helpfully move them to the top for you,

but it can cause confusion if you don't know they're there and are looking for them to be in

alphabetical order instead.

source_ip

source_port

destination_ip

destination_port

application_protocol

geoip.country_name

geoip.as_org

You screen should now look like this - much more readable! These fields give us an idea of what

type of traffic was seen by the sensor by showing its layer 3/4 information and the application layer

protocol that was used. It also has some value-added enrichments added by the SIEM - geoIP

information about where on earth the traffic came from, and what organization owns that public IP.

These fields were not present in the original logs from Suricata and were added after the fact upon

log ingestion!

If you've clicked the columns in the wrong order, mousing over their name will expose a small left

and right arrow that will let you rearrange them. 

• 

• 

• 

• 

• 

• 

• 
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If you accidentally click the wrong field, scroll to the top of the field list, all fields currently added as a

column move up to the top area under the "Selected Fields" section. You can also hover over the

column name in the log list and click the small "x".

Now that we have a good set of columns selected, lets save this view. At the top of the screen

select the "Save" link:
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Type the name "Flow Logs" and press "Confirm Save"

This set of columns is now saved and will be available to jump back to any time you use the "Open"

link next to the Save button. 

Before going on the next step, feel free to click around and explore the data in the Discover tab.
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2. Create a pie chart visualizations of honeypot data

Now that we've seen the data that we're working with, let's start to look at some trends in the

honeypot data. Since this is honeypot data from a server sitting quietly on the internet, every

interaction with it can be considered a scan or attack attempt (minus the honeypot management

traffic, which happened over port 2222).

One basic question you might want to answer is "What port did attackers most commonly attempt to

connect to on this server?" Let's use the visualization features to make a pie chart of the data to find

the answer. 

Click on the visualize tab in Kibana:

This page shows some visualizations that were previously constructed for you, you can come back

to these and check them out later if you'd like. We are going to make a new visualization, so click

the "+" button to start creating a new visualization:
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Kibana will now ask you what type of visualization you'd like to make, select the pie bar chart.
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Kibana will then ask which set of data you'd like to use for the chart, select "suricata-flow" as a

source.
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This will then bring you to a basic pie chart that we can use to start the visualization:
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In the default pie chart Kibana will simply count the number of logs in the set of data you have

selected, within the time window shown in the date picker in the upper right field. Highlighted in this

photo is the Metrics and Buckets section on the left side of the screen. Buckets are how the data

is grouped, and Metrics are what is calculated on those groups, this is a VERY important

concept for creating visualizations in any SIEM even if your vendor doesn't use these terms, so

make sure you understand it. By default, all logs go into one "bucket", and what is calculated is the

"Count", which is why we see the chart that we have right now.

This picture shows that within the date's we've selected, there were 774,140 logs total. We want to

ask a different question though, we're curious which destination port showed up in the most logs. To

answer this question we can leave the Metric on "count", but we need to group (bucket) logs by the

"destination_port" field so that we get a count of how many logs exist for each port number. To do

this, in the buckets section select "Split Slices":

SEC450 - © 2019 John Hubbard Page 21

© SANS Institute 2020

634ea992c4dcba2ae1b930855a8c129f

0mamaloney0@gmail.com

22844595

David Owerbach

ohNrhAfzA3YUEB7zYQeMv7asRrrC6mmK

liveLic
en

se
d T

o: 
Dav

id 
Ower

ba
ch

 <0
mam

alo
ne

y0
@

gm
ail

.co
m> A

pr
il 2

8, 
20

20

Licensed To: David Owerbach <0mamaloney0@gmail.com> April 28, 2020



There are multiple ways to bucket, but we want to bucket our logs based on a log field, or "term" as

Kibana calls it. In the Aggregation dropdown select "Terms" (you will have to scroll down to see it, or

you can type the word Terms and it will search).
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Once selected, new options will appear for selecting the field, ordering, counts, and labeling the

output. The first thing we need to do is select the "destination_port" field in the "Field" drop down.

Again, typing part of the name is the fastest way to find it in the list of field options. 

After selecting "destination_port", change the "Size" to 10 so that we will see the top 10 hits, and

add a Custom Label of "Destination Port" as shown below. Once these items are selected, hit the

play button at the top of the visualization setup pane. 
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If your configuration was set correctly, you should now see a new pie chart that gives our answer!

SEC450 - © 2019 John Hubbard Page 24

© SANS Institute 2020

634ea992c4dcba2ae1b930855a8c129f

0mamaloney0@gmail.com

22844595

David Owerbach

ohNrhAfzA3YUEB7zYQeMv7asRrrC6mmK

liveLic
en

se
d T

o: 
Dav

id 
Ower

ba
ch

 <0
mam

alo
ne

y0
@

gm
ail

.co
m> A

pr
il 2

8, 
20

20

Licensed To: David Owerbach <0mamaloney0@gmail.com> April 28, 2020



The bucket with the highest number of items in it is at the top of the list on the right of the pie chart,

which means port 445 was the most commonly talked to port on the honeypot, followed by port 22

and port 53. Mouse over the slices of the chart and you will see the count for each individual item.
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Here we can see port 445 had 295,614 hits in the flow logs. This output is also labeled with the

"Destination Port" custom label we defined in the setup (without that setup it would say the field

name "destination_port").

Now that we have this information, let's save the setup in Kibana. Select the "Save" button in the

upper right corner, name the visualization "Count of Destination Port - Flow". 
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This type of naming convention gives us an idea of the metric (count) and bucket (destination port)

used for the visualization as well as the data source (flows). Congratulations, you've made your first

visualization in our SIEM! Let's make one more...
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3. Create an area chart of attacks by source country

In this section we're going to make an area chart of attacks grouped by the country the traffic came

from according to the resolved geoIP information.

While this is not necessarily actionable data or attribution of attacks, it makes for a good

demonstration of how to build an area chart visualization and can be used in the final step of the

lab.

Click the Visualize breadcrumb at the top of the screen to begin creating a new visualization from

scratch.

Select the "+" sign for a new visualization, and this time pick an Area chart.
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Select the suricata-flow index as a source of data again as well
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You will be taken to a blank bar chart. Again, we must set up how we want to group the data. This

setup is a bit more complex than the pie chart because we want to include both a time element, and

break the data out by country. 

Step 1 will be showing the data over time. It's slightly less intuitive, but what is an area chart/

histogram really? Just grouping (bucketing) logs into evenly spaced time-slots over the range of

time selected. To do this in Kibana, under the Buckets section, select "X-Axis" then pick "Date

Histogram" in the drown down, once selected, hit the play button to see what happens.
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We've successfully made a area chart of the total volume of data:

Looking at the x-axis, we can see Kibana has auto-decided to break the data into 12-hour timeslots.

You can mouse over the chart and see for each data point how many specific logs fell into that time

slice. We want to go more specific though and break this into countries, which means we need to

make a "sub-bucket", which is a second level of data grouping secondary to the time slots. To do

this, go back to the Bucketing section on the left. 

Underneath the settings we just entered is a button that says "Add sub-buckets". Click that button

and then select "Split Series". 
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Again we now want to split the data by a field, so pick "Terms", then in the field selection box start

typing "country" and select the field "geoip.country_name.keyword" once you see it show up. 
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Your visualization setup should now look like this - with an X-Axis Date histogram as the top level

grouping (bucket) followed by a Split Series bucket using the geoip.country_name.keyword term. If

everything is correct, hit the play button to render the new chart.
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You should now see the fully rendered area chart split out by countries, with the most common

country identified on the top of the list, and at the base of the area chart.

Let's save this chart as well. Select "Save" then name the visualization "Count of Countries Over

Time - Flow".

SEC450 - © 2019 John Hubbard Page 36

© SANS Institute 2020

634ea992c4dcba2ae1b930855a8c129f

0mamaloney0@gmail.com

22844595

David Owerbach

ohNrhAfzA3YUEB7zYQeMv7asRrrC6mmK

liveLic
en

se
d T

o: 
Dav

id 
Ower

ba
ch

 <0
mam

alo
ne

y0
@

gm
ail

.co
m> A

pr
il 2

8, 
20

20

Licensed To: David Owerbach <0mamaloney0@gmail.com> April 28, 2020



We now have two saved charts, and one saved search. Let's now perform the final step - making an

interactive dashboard out of all of them!

4. Make an interactive dashboard

Click on the dashboard icon on the left side of Kibana.
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If you are not taken to the screen to create a new dashboard, click the "Dashboard" breadcrumb in

the upper left of the screen.

From here, select "Create new dashboard"
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Click the "Add" button in the upper left of the screen to begin adding items to the dashboard

In the "Add Panels" view you will by default see all the visualizations that have been saved in

Kibana. We want to add the two we've just made, so find them in the list and click once each on the

two visualizations we've previously saved.
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Once you've clicked on them, switch to the "Saved Search" tab and click on the "Flow Logs" saved

search we created earlier as well.
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You now have added all 3 items to the dashboard - 2 visualizations, and 1 saved search. Click the

"x" in the Add Panels window to close it and see your dashboard.

Here it is, all 3 of your saved items now displayed at once. 
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Feel free to drag the panels around and re-size them as you wish. For example, you may want to

expand the search panel so it is the full width of the dashabord.
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Once you have the panels how you like, press the "Save" button in the upper left corner. Name the

dashboard "My first flow log dashboard", select the "Store time with dashboard" switch so that it

locks it to the correct timeframe and press "Confirm Save".
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You've now created your first interactive dashboard in our SIEM that both groups data on multiple

fields and displays the search results simultaneously!
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5. Explore Data Using the Dashboard

Let's now do a simple example of how this dashboard can be used to explore your data. On the

dashboard, each panel is interactive and can be used to filter the data not just for that panel, but for

all other panels at the same time. This is great for threat hunting and data analysis.

For example, let's say we want to investigate all the activity sourced from German IP addresses, we

can select Germany in our area chart and apply a filter that will adjust both the pie chart and the

search box as well to show only flow logs that match a country name of Germany! 

Click on Germany in the list on the area chart, then select the magnifying glass with the "+" symbol

to apply the filter.

You will now see a new filter item appear under the search bar, and all the graphs will be re-

rendered to show data that had a country name of Germany only!
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Notice the distribution of the most common destination port are now different. In the overall dataset

it was port 445, but we can see that isolating our data to Germany only, the most popular

destination port of traffic to the honeypot from Germany was actually port 22 (SSH) followed by port

2222 (an alternative SSH port).

Click on the Germany filter term under the search bar and expand it.
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Here we can see the ways we can modify the filter to suit our needs such as inverting it (Exclude

results), temporarily disabling it, editing it, or deleting it, which will bring us back to the normal

dashboard. 

Click "Delete" to go back to the previous view.
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You now have a fully-functional, filterable dashboard you can use to explore your data. Feel free to

click around before ending the lab.

As an additional example of a dashboard that has more detail, click on the Dashboard icon on the

left side of Kibana, then select the pre-saved "lab3.1 - Honeypot Dashboard" item as shown below:

This dashboard shows details from the IDS alert log, flows by port over time, and information about

the HTTP transactions that were attempted, feel free to click around and explore.

Lab Conclusion

In this lab you used the Elastic Stack as a SIEM to explore NetFlow style log data sourced from a

research honeypot. Through selecting interesting columns and visualizations, you were able to

create a useful dashboard for exploring the data trends and seeing the underlying patterns within it.
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No matter which SIEM product you have, this is the type of setup that's very useful for spotting

anomalies and other attack trends within your network. All it takes is a bit of data understanding,

and the instructions to set it up in your specific SIEM. 

All SIEMs are capable of grouping and visualizing data ways similar to what we did here. Therefore

the focus of this lab was not "how to do this in Elastic" but rather seeing the process of how to

translate questions you have about your data into queries that are grouped by some

parameter, and choosing what you would like to calculate on each of those groups. This is an

extremely common workflow when it comes to SIEM analysis and one that is crucial to understand. 

Throughout this lab, we grouped based on destination IP address, as well as made a histogram

(grouping by time slots) followed by sub-grouping based on a source country, to answer our

questions about where the traffic to the honeypot was coming from, and what ports it was using. We

could have created more complicated charts like grouping based on the source IP, and instead of

counting, we could have summed the number of bytes transferred from that IP address, answering

the question "Who used the most bandwidth talking to the honeypot?" We also could have used

many other types of visualizations to answer further questions including information outside of the

flow logs. The trick to effectively using a SIEM is knowing how to translate questions into the search

parameters and visualization types that will bring you the answer.

In this lab, you have:

Used the Elastic stack to search and view logs recorded from Suricata IDS

Create a saved search with a useful set of columns

Created visualizations to answer questions about the data using Buckets and Metrics to get

used to grouping logs based on various characteristics

Created a dashboard that lets you explore the NetFlow data in an interactive way

To shut down the services used for this lab go back to your terminal window (or open a new one)

and enter the commands below:

Lab 1.3 is now complete!

• 

• 

• 

• 

cd /labs/1.3
docker-compose down
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Lab 2.1 - Exploring DNS

Objectives

Run a DNS Server (Pi-Hole) to see how it accepts, records, and forwards requests

Manually generate DNS requests from the command line to our Pi-Hole DNS server using "dig"

Log in to the DNS server and see the information it records from client lookups

Look at the packets of the DNS traffic in Wireshark

Use Suricata IDS signatures to detect suspicious DNS requests

Use DNS event logs recorded by Suricata to identify DNS tunneling in a SIEM

Exercise Preparation

If you are not connected to the internet open a terminal in your VM desktop. 

• 

• 

• 

• 

• 

• 

Warning

For this lab an internet connection is required. Open Firefox and attempt to load Google to check that the connection

is operating correctly.
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Once it is open, run the following command to tell your virtual machine to request a new DHCP

lease. (If you need to type the password, it is sec450 . 

The output should end with a message that says bound to [your new IP address] . If this does

not occur, inform your instructor.

Before starting this lab, you must start the required services. To do this, open a command terminal

from the start bar.

Once the window is open, start the services by entering the following commands at the command

line, you may have to enter the password "sec450" for the sudo commands. First start filebeat:

You should not see any output from the filebeat command. Next, start the Suricata IDS, which will

be used to capture our traffic:

sudo dhclient -i ens33 -v

cd /labs/2.1
sudo service filebeat start
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After a moment (it may take a while for Suricata to start up depending on your CPU) you should see

the following response, if you do not, please alert your instructor:

Next we must stop the built-in DNS resolver, use the following command to stop the systemd-

resolved service. Remember, the password for sudo commands is sec450 .

Next start up Elasticsearch and Kibana using the following command:

To test whether Kibana is ready, open Firefox by clicking on the icon in the top bar of the VM. Note

there is an intermittent bug in this version that occasionally causes Kibana to fail to load. If Kibana

never becomes available type docker-compose restart kibana  on the same command line used

to enter the commands above (in the /labs/2.1 folder) and it give it a moment to restart, it should

become available soon after.

sudo suricata -c /labs/2.1/data/suricata.yaml -S /labs/2.1/data/emerging-dns.rules 
-i ens33 -D

Tip

Remember to use the copy to clipboard button - it will be very helpful for this lab!



sudo service systemd-resolved stop

cd /labs/2.1
docker-compose up -d

Note

At this point you will need to wait for a few moments for Elasticsearch, Kibana, and the Pi-hole DNS server to start up.

Once Kibana successfully loads in your browser you are ready to go. 
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Then click on the Kibana icon in the bookmarks toolbar:
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If you see the Kibana page load, your services are ready and you can proceed. If you receive an

error saying Kibana is not ready, try refreshing the page every few moments, if it doesn't resolve

after roughly 1 minute, inform your instructor. 

Exercise Walkthrough Video

Lab Steps

1. Manually generate DNS requests via dig

In the setup for this lab, we have started multiple services. To give you the full perspective of why

we did that, here's what they are and why we started each:

Pi-Hole - A forwarding DNS server which can service DNS requests, cache answers, and

perform recursive lookups. It also comes with a very nice web GUI for setup and monitoring

which we will use to see the requests from the DNS server perspective.

Suricata IDS - Suricata will record a PCAP of all traffic, apply Snort-style IDS signatures to the

traffic, and produce metadata events on all traffic it observes (regardless of signature matches).

Elasticsearch & Kibana - Acting as our SIEM, Elasticsearch is the data store and Kibana is the

front end for running searches and visualizing our data. It will store the event and alert logs we

produce with Suricata.

Filebeat - The Elastic stack file-logging agent that will read the log produced by Suricata (a

JSON based log stored at /var/log/suricata/eve.json), parse it, and send it to Elasticsearch in

real-time. 

In the following steps we're going to manually generate DNS traffic by sending requests to the Pi-

Hole server. The goal of this lab is to see DNS requests from multiple viewpoints. To achieve this,

Suricata is recording metadata event logs and a PCAP. That means we will see how the traffic looks

in 3 ways:

"On the wire" from the PCAP 

• 

• 

• 

• 

• 
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Logs produced by Suricata observing the network traffic

As logged by the DNS server itself

Now that we've started our DNS server and the IDS is recording traffic, go back to your terminal. We

will use "dig", the DNS lookup utility to produce DNS requests. We will provide different command

line arguments to dig to perform different types of DNS queries from the command line. 

In your terminal, use the following command to send an A record request for SEC450.com to the Pi-

Hole:

The format of this command is dig [DNS server name] [lookup] [request type] . Since the Pi-

Hole is not the standard DNS server used by our virtual machine we must specify which server to

ask (the @127.0.0.1 argument), the second argument is the name we wish to resolve (sec450.com)

and the third argument is the record type, "A" since we are doing an A record lookup. 

You should see the following output showing the A record for sec450.com. 

• 

• 

dig @127.0.0.1 sec450.com A

Note

The IP address returned may slightly differ from this picture and the output may or may not include the Authority/

Additional section, but the domain should successfully resolve to an IP address in the highlighted answer section and

not give an error. If you see an error, ensure your virtual machine has internet connectivity.
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The items of interest in the dig output are highlighted 

The QUESTION section showing that we made an "A" record request about the hostname

sec450.com

The ANSWER section shows the returned answer given by the Pi-Hole server

The SERVER line shows which server was used for the resolution.

Next, use the following command to send an TXT record request for SEC450.com:

• 

• 

• 

dig @127.0.0.1 sec450.com TXT
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You should see output similar to the following: 

Next, take the IP address found from the previous "A" record request and use it to perform a "PTR"

record lookup for the IP address of sec450.com. Using the results of the request above

(104.248.50.195), we would make the following command for this step. (If the IP of sec450.com has

changed, use the current IP instead.)

Note

Output may not include the Authority/Additional section, and TXT record values may change over time.



dig @127.0.0.1 -x 104.248.50.195
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You should see the following output:

At the moment, the sec450.com domain is registered through Namecheap.com and the IP address

(104.248.50.195) it is hosted on is a VPS at DigitalOcean. While all other DNS records types must

be setup through the DNS settings at the registrar (Namecheap), the PTR record is not, it is

controlled by the company that owns the IP address. That means that while all other record

types (A, CNAME, TXT, ...) are configured through logging in to Namecheap, the PTR record is

actually controlled at DigitalOcean. In the management console at DigitalOcean, the name of the

VPS can be changed to anything, and whatever is entered in this box becomes the PTR record.
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The box above is in the VPS settings in the DigitalOcean console. If I were to fill this out with some

other hostname, the PTR lookup would reflect that, regardless of if it were "true" or not. This means

I could fill this box in with "google.com" and anyone making a PTR record request for this IP would

see "google.com" returned instead. 

This disconnect is how and why A record lookups and PTR records do not always resolve a name

faithfully, it is two different settings in two different locations! Imagine if I attacked your organization

from the IP address 104.248.50.195 and, not having any other info, you performed a PTR record

lookup and found it resolved to google.com, that might be confusing if you don't understand how this

system works! The idea is to not place full trust in PTR records, they rely on the owner of the IP

address to fill them out and a malicious actor may fill in a false answer, or leave the information

blank.

Finally, let's check where the official name servers of sec450.com are with an NS request. Run the

following command:

You should see the following response:

dig @127.0.0.1 sec450.com NS

Note

Output may not include the Additional section, and NS record values may change over time.
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This tells us the official sec450.com DNS service is handled by chan.ns.cloudflare.com  and 

graham.ns.cloudflare.com . Therefore, if we want a definitive answer on anything in the

sec450.com zone, these are the authoritative name servers we can ask. They are the single "source

of truth" for the sec450.com  zone.

These servers are the free DNS service provided by Cloudflare. Since most people who own a

domain do not want to run their own DNS servers, this is a common setup when purchasing your

own domain name and wanting to protect it behind the Cloudflare service. Another option is using

your registrar's free service (NameCheap in the case of sec450.com). Since DNS record creation

can be managed through the free service offered by Namecheap, all DNS records are managed

through logging into the domain management console on Namecheap and entering the desired

entries. Here's how this currently looks (and what was subsequently cloned to Cloudflare DNS) to

produce the results we've seen in this lab.
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2. Log in to Pi-Hole to see the DNS server view of your requests

In this step we'll log in to the Pi-Hole server which resolved our requests in the previous step. 

Open Firefox and click on the bookmark bar link to Pi-Hole. Once the page has loaded, click the

Login tab on the left sidebar.

The enter the password "sec450" in the password prompt and press "Log in".
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This brings you to the main Pi-Hole dashboard which will show statistics on all the DNS requests

that have been recorded (note your numbers will be different than the screenshot). 

Select the Query Log tab on the left side to see the individual logs that were created.
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The next page will show a list of all queries that were made in the recent past. As long as you have

moved directly to this step from the previous page, you should now be able to find your sec450.com

DNS lookups recorded. 

To filter it down, type "sec450" into the search box into the upper right of the page. You should now

see a screen similar to the following.
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Here we can see the "DNS server view" of what DNS requests look like. Pi-Hole acts very similar to

most DNS servers, whether Windows DNS, ISC Bind, or others. They all record the source of the

incoming request, which we can see in the "client" column in this view, as well the lookup type and

domain that was searched. In the "Status" column we can also see whether the request was

forwarded or served from the DNS servers cache. If we were to look at the text-based log files

produced by the pi-hole, we would see the same information. Pi-Hole also gives us the ability to

easily block domains from this view if desired! 

Now that we've seen what the DNS server records, lets take a deeper look at the traffic by diving

into the actual packets. You can either close the browser or leave it open to watch new requests

stream by until the end of the lab (although you will need to clear the filter out to see them all.)

3. View PCAPs for DNS traffic in Wireshark

Next, switch back to the terminal and run the following command to enumerate the files in the

Suricata logging folder. 

You will need to find the file called lab2.1.pcap.[x] where the x is a number depending

on the time of the capture. There should be only one result, but if you run the lab more than once

there may be others present.

Here's an example output you may see if you had more than one entry, pick the filename at the

bottom of the list.

Look for the highest numbered suffix on the filename, which should also be the newest file. Use this

filename with the full path for the next command. This command will open Wireshark.

For example, from the screenshot above, the correct entry would be:

ls -l /var/log/suricata/lab2.1*

wireshark [filename_and_path_previous_command_here]
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Press Enter to open Wireshark, if you see an error saying the file was cut short in the middle of

a packet that is ok. 

Once Wireshark is open, find your A record request for sec450.com take the following text and place

it in the filter box in Wireshark. 

You should see now see two lines in Wireshark with the A record request for sec450.com as shown

below (depending on how the query was made by Pi-Hole there could be more than 2 lines).

How can we tell which entry is the response for a specific query? By looking at the hex number

preceding the lookup type. In the case of the capture shown here the lookup was numbered 0x83f8

and the corresponding response has the same label as shown below. (Your number will be

different.)

What about the other details? To dive into the packet details first click on the request packet in

the Wireshark packet list. go down to the middle panel in Wireshark and find the line at the bottom

that says "Domain Name System (query)" and expand it. Once expanded, find the line that says

"Queries" and expand that as well. Then, expand the line that says "sec450.com: type A, class IN" 

wireshark /var/log/suricata/lab2.1.pcap.1553632679

dns.qry.name == "sec450.com" && (dns.qry.type == 1)
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You should now see the additional detail on each field in the DNS request. Notice how each item in

the Info line in the packet overview above is represented in the detail below, as well as additional

details. In Wireshark, any time you need to find specific details on one of the layers of the network

transaction you can use this panel to recursively expand fields until you drill down to the information

you're looking for. 
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Next let's take a look at the TXT record request. Enter the following filter in Wireshark (the only

difference is changing the "1" to a "16").

You should see now see at least two lines in Wireshark with the TXT record request for sec450.com

as shown below (depending on how the query was made by Pi-Hole there could be more). 

Remember when this request was made we saw the TXT record contents printed to the screen in

the dig output. Notice that while the response to an "A" record was shown in the info line in

Wireshark, TXT record responses are not, so in this case we must go into the details to see the

response in Wireshark. 

Click on the packet that says "query response" in the info column in Wireshark this time. Unfold the

layers of the packet in the middle pane in Wireshark so that both the "Answers" section as well as

the "sec450.com: TXT, class IN" item beneath it are unfolded, as shown below:

dns.qry.name == "sec450.com" && (dns.qry.type == 16)
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From this view we can see the TXT record response Hello SEC450 lab 2.1! ;)

This is how we can investigate DNS traffic in a PCAP in Wireshark.

Now let's look at all DNS activity. Delete the current filter in the Wireshark search bar and replace it

simply with the filter dns  and press enter.
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Notice there is much more activity than just the packets we generated. This is because your system

is constantly running background processes that make DNS requests, and open web pages and

other tools can create traffic as well. 

We are now done looking at the PCAP, close Wireshark using the X in the upper right corner and

return to your terminal.
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4. Detect malicious DNS requests via IDS

In this section, we'll see the Suricata Intrusion Detection System in action by picking out a

suspicious DNS request with a signature. To do this we'll look at the /var/log/suricata/fast.log

file, which gives a one-line summary of any IDS alerts being generated by what Suricata has

observed in live traffic.

Open a second terminal by clicking on the icon in the top bar in the virtual machine.

Once it's open, run the following command to show the fast.log from Suricata.

There will be no output yet. Your screen should now look something like this.

tail -f /var/log/suricata/fast.log
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Switch back to your first terminal window, but keep this new window open as you perform the next

steps, it will print anything the IDS engine detects in real-time. 

To trigger an alert from Suricata, enter the following command into the first terminal. Note that you

may need to send it several times before the alert appears:

You should see the 2nd terminal running "tail" print an alert to the screen as shown below. If it does

not work on the first try, press the up arrow on the keyboard to reload the command and try it again. 

This is an alert from the Suricata alert engine that tells us a suspicious DNS request was made!

You can now click on the terminal running the tail command and press Ctrl + c  to stop it. You can

now close this terminal by clicking the "x" in the upper right.

Why did this specific traffic trigger an alert when nothing else so far has? If we look into the alert

rule list we started Suricata with, we can find the answer. To look up a rule, you can use it's unique

identifier. In the case of the alert we just set off, it's 2023883  as seen in the alert output.

Tip

Although the full detail for every alert is stored in Suricata's eve.json log, the eve.json's JSON format is better ingested

and viewed with the SIEM, the fast.log file is better used for easily readable quick checks. 



dig @8.8.8.8 sec450.top A
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In the terminal, enter the following command to see the rule in the rules list. 

You should see the following output. 

This rule effectively says "If Suricata sees traffic from any internal IP address and any source port to

any destination IP and port that contains .top, alert". Since we looked up sec450.top, this matches

the rule and it fired the alert! This is a simple demonstration of how a DNS based Intrusion

Detection System works! In a production setup scenario, this alert would then be sent to analysts to

triage and investigate. 

5. Detect malicious DNS requests via SIEM Analysis

While Suricata may pick up many types of malicious traffic with one of it's signatures, signatures are

ultimately still a blacklisting technique that relies on enumerating "known bad", an impossible task to

cover all situations with. While blacklisting can catch a large portion of problems, there will always

be additional attacks for which you don't have signatures. For attacks that use new atomic indicators

(domains, hashes), or methods that are unknown, we must rely on other methods to pick up

malicious activity, and that is where SIEM analysis comes in.

Let's say you have malware utilizing DNS tunneling within your environment. If you do not know the

domain is malicious and the TLD is not something that Suricata will alert on (such as the .top

grep 2023883 /labs/2.1/data/emerging-dns.rules
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domain in the previous step), how can you pick it up? Given what we know about DNS tunneling

and how it has to use high-frequency, long, encoded looking subdomains, if we have the log of all

DNS requests made, we should still be able to find it!

For this next step, click the following link to open Kibana to a set of pre-ingested DNS data:

Kibana DNS Logs

You should now see the following window that shows DNS request details:

This page shows selected fields information as recorded by Suricata while observing DNS traffic.

Note that this is event metadata such as the source and destination IP, request type, and hostname.

Feel free to click around and experiment with the interface for Kibana, you can use the same link

above to go back to the previous view.

Within this set of recorded data is an active DNS tunneling command and control channel. While

scrolling through the records may eventually highlight the domain that was used, it's much easier to

find it view visual analysis. To jump to a pre-configured DNS dashboard, click on the following link:

Kibana DNS Dashboard

You should now see a dashboard with multiple different visualizations created by the data we saw

on the previous tab.
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Each one of these visualizations highlights the domain that was used for an attack, showing that

there are multiple easy ways to identify DNS tunneling, assuming you have the data and it is parsed

correctly. 

DNS Heatmap - Fist look at the box labeled "DNS Heatmap", this is a visualization showing

DNS requests over time, split up by the parent domain they were going to. Although it is least

obvious in this chart, we can see the domain contentdelivery.info  is at the top with the most

traffic. Could this be the domain we're looking for?

• 
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DNS Table - Next look at the item to the right of the heatmap labeled "DNS Table" this is

breakdown of the total count of domain queries per parent domain, again 

contentdelivery.info  dominates this list by a large margin. Since we know DNS tunneling

requires lots of requests over time, this also lines up with what we saw in the heatmap.

• 
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DNS Types - Look at the bottom left item labeled "DNS Types" This is a chart per domain,

showing the breakdown what types of DNS queries were made for them. Notice that while

almost all entries consist of "A" and "AAAA" records, contentdelivery.info  is mostly

CNAME, MX, and TXT record requests, an incredibly odd breakdown compared to normal DNS

activity (which should be mostly A record requests).

• 
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DNS Subdomains - The final item on the list is the "DNS Subdomains" visualization. This

breakdown shows how many unique subdomains were used from each top level domain - a

characteristic that would highlight the encoded data used for DNS tunneling. In this graph, we

can clearly see that contentdelivery.info  has way more subdomains than any other item in

the list. 

• 
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Given all of this information, it would be quite safe to assume that something highly suspicious is

going on here and that it's very likely DNS tunneling is being used with this domain. 

Although we have no signature for DNS tunneling active in Suricata, this dashboard shows that

attacks like this are still incredibly easy to catch...if you know where to look.

Lab Conclusion

In this lab, you have:

Used your own DNS server, IDS, and SIEM to analyze DNS traffic

Manually created DNS requests of several types using the dig tool

Seen the information a DNS server records about the requests it handles

Analyzed DNS traffic PCAPs with multiple request types

Used Suricata to detect suspicious DNS traffic with signature matching

• 

• 

• 

• 

• 
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Seen how the corresponding fields of DNS traffic are logged using Suricata and can be sent to

a SIEM

Used a SIEM dashboard set to visualize DNS fields to easily identify DNS tunneling

To shut down the services used for this lab go back to your terminal window (or open a new one)

and enter the commands below:

This will ensure the services are stopped and the logs are cleaned up. 

Next, run the following commands, you will not receive any output from these commands.

This command will stop filebeat:

This command will stop Suricata:

This command will restart the systemd-resolved (DNS resolver) service:

Lab 2.1 is now complete!

• 

• 

cd /labs/2.1
docker-compose down
sudo rm /var/log/suricata/*

sudo service filebeat stop

sudo killall Suricata-Main

sudo service systemd-resolved start
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Lab 2.2 - HTTP and HTTPS Analysis

Objectives

Understand multiple ways HTTP logs are generated

See the difference in content between network extracted and server written HTTP logs

Analyze the full content of HTTP transactions in Wireshark

Extract certificate information from HTTPS traffic

Analyze HTTPS connection details in Wireshark

Exercise Preparation

Before starting this lab, you must start the required services. To do this, open a command terminal

from the start bar.

Once the window is open, start the services by entering the following commands at the command

line, you may have to enter the password "sec450" for the sudo commands.

• 

• 

• 

• 

• 

cd /labs/2.2
sudo suricata -c /labs/2.2/suricata.yaml -S /dev/null -i docker0 -D
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This command starts Suricata IDS recording a PCAP and HTTP transaction data into the /labs/2.2/

suricata folder. You should see the following response:

You are now ready to start the lab.

Exercise Walkthrough Video

Lab Steps

1. Start a web server and observe how it logs transactions

In this step we'll start up a docker container running the Apache web server and interact with it in the

browser. As we type different URLs into the Firefox bar we'll simultaneously be watching the logs

being produced by the server. This will give you a sense for the format and fields that are present in

HTTP logs collected from the average web server. 

Run the following command on the command line to start the Apache web server:

This should return a long string that looks like a hash and give you back a command line. This is the

sign the Apache docker container has started. 

Tip

Remember to use the copy to clipboard button - it will be very helpful for this lab!



docker run --rm -d -p 800:80 --name httpd httpd:lab2.2
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Next we'll run a second command that will attach to the container and print any logs generated by

the web server. Place the following command on the command line and hit enter. 

This command will wait for incoming interaction to the web server and print out the contents that

would normally be written to the access.log file. In many production web server deployments, this is

the file that you would be collecting and ingesting into your SIEM. 

Let's generate some traffic to the web server and see how it is recorded on the command line. Click

on the link below to open Firefox and load the default Apache webpage. Note that we are running

the web server on a non-traditional port (800) instead of 80 to avoid colliding with other services. 

http://localhost:800/

Switch back to your terminal, you should now see a log (maybe two) has appeared! (You may need

to hit refresh in the browser a couple times if you do not see a log at first.)

This screenshot shows the fields present in an Apache log by default, not that some fields were not

present and are therefore represented as a "-". There's one record for loading the page, and a

docker exec -it httpd tail -f /usr/local/apache2/logs/access_log
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potential second log line for loading the favicon for the page (which does not exist, and therefore a

404 is returned). Here's an explanation of each field.

Client IP - The IP address that made the request to the server. As a server admin or security

analyst reading the logs, this is how you know where the request came from. 

Date/Time - The timestamp for the event, with the timezone included (although it is not set in

this case due to the way we started the server). Not all web server logs come with timezones in

the timestamps, which can make incident response painful.

Request - This is one of the most important pieces of the log. First is the HTTP method that

was used, followed by the path that was requested (/ in this case, since we went to the root of

the site, this is represented by the / after the :800 in http://localhost:800/). The final component

is the version of HTTP that is being used by the user's browser - HTTP/1.1 in this case. 

Response Code - What was the response from the server returned to the user? In this case it

was a 304 since the page was cached from a previous load. On the first load this number would

typically be a "200". You may see either. 

User-Agent - This field tells us what the client the user is connecting with claims to be. Note

that this isn't necessarily the truth, but unless it is a malicious program making the request, it

generally will be truthful. 

Next let's manipulate some of the parameters in this log. Open a new terminal so that we can make

some manual web requests using curl. 

Curl is a tool to make arbitrary web requests from the Linux command line. It will help us easily

manipulate the fields and parameters we are sending in our web request.

Enter the following command into the command line on the new terminal:

• 

• 

• 

• 

• 
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You should now be able to see the correlation between the request we made on the way the server

recorded it. Here's a picture of how our command line request translates into the log that is written

by the server.

You can see how the URL requested is now reflected in the server log, as well as the "404"

response code. You can also see that the curl command line tool uses "curl/7.58.0" as the User-

Agent.

What if we want to send a POST request instead of a GET request? A GET request was sent from

curl because that is the default but, you can specify to use the POST method instead.

Type the following command on the command line to produce a POST request to the web server. 

You should now see the following server log written. Here's how it corresponds to our entry.

curl http://localhost:800/folder1/file.htm

curl -X POST http://localhost:800/login.php --referer http://localhost:800/
index.htm
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The POST method is now recorded in the method field, our new URL (login.php) is in the path, and

we now have a referer - a field we didn't have before. The referer is the page that the user's web

browser will send the server so it has the context of which page the user was on previously. In this

case we manually set it to say it was from http://localhost:800/index.htm. This is the type of log you

might see if the main page was called index.htm and contained a login box that would POST

credentials to a script file on the server called login.php. Of course none of these URLs exist and

are returning 404 error's but that won't matter since we are just trying to see the logs.

We are now done with the Apache web server, you can close the second terminal where curl was

being used. Afterward, go to the original terminal that was printing logs and press "Ctrl + c" to break

out of the command. This will return you to a normal terminal prompt.

To stop the web server, type the following command. 

2. View the HTTP logs produced by Suricata

Although the server gives us a great idea of what's going on, observation of the network traffic by

out-of-band sensors running tools like Suricata or Zeek (formerly known as Bro) can give us even

more information.

On the command line, run the following command to print to the screen the full JSON objects

recorded from the requests that we made earlier.

docker stop httpd
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This command prints the full-detail data from eve.json produced by Suricata, uses grep to isolate

just the requests to our Apache server, then pipes them to "jq" which makes the JSON output easier

to read. You should see output that looks like the following:

cat /labs/2.2/suricata/eve.json | grep localhost:800 | jq
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From this, it is clear that network extraction of data can be much more descriptive than the default

fields collected from server logs. The differentiating factor however is that if the transactions are

encrypted, network extraction will fail, leaving the server as the only place that can actually see the

details.

The takeaway from this step is that although you can collect logs from an endpoint web server, in

the case of unencrypted or decrypted traffic it may be better, and infinitely more manageable to do it

centrally via the network. In the typical situation of a DMZ or other server subnet with multiple hosts

running, Suricata or Zeek would generate these logs for all incoming and outgoing traffic it could

see, regardless of the server software and version, all from one out-of-band central point! This is a

much better alternative than trying to maintain logging agents on each separate system, each of

which need unique parsing rules.

3. View the actual HTTP requests in the PCAP recorded by Suricata

While Suricata is creating the eve.json event log, it is also recording a true PCAP of the transactions

we created. Since some details will neither be logged by the server or in Suricata, there are some

questions you may have that only a PCAP can answer. In this step, we'll look at the actual, full-text

requests that we produced when visiting our web server. 

In this lab, Suricata is set to record all output to the /labs/2.2/suricata folder, and the PCAP file will

have a prefix of lab2.2.pcap.[x], where x is some number depending on when the capture started.

Find the name of your PCAP file with the command below:

This will list any files that match this name pattern, there should be only one option unless you have

performed the lab more than once. 

Open the lab2.2.pcap.[x] file with the highest number suffix. To easily do this, use the "tab-

completion" features of the terminal by typing:

ls -l /labs/2.2/suricata/lab2.2*
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Before hitting "enter" hit the "tab" key to auto-fill the numbers at the end of the filename. If

there is more than one option you'll have to hit tab twice to list the options. Once the filename is

filled out then hit enter to open the PCAP in Wireshark (you can ignore errors about the capture

being cut short in the middle of a packet.)

You should now see a list of all the packets that have been recorded:

We only want to examine http, so type http  into the display filter bar and press enter. Afterwards

you should see the following:

wireshark /labs/2.2/suricata/lab2.2.pcap
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Now that you're only seeing HTTP traffic, let's focus in on the GET request for the root folder, the

first request we made in the previous step. 

Right click the line that says GET / HTTP/1.1  in the info column, then mouse over the "Follow"

option, then select "TCP Stream".

This should bring up the Wireshark Follow TCP Stream window as shown below.
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This view shows the exact data that was passed back and forth between your browser and the web

server when we visited the default page (note you may have a '200' response code or additional

headers/data compared to the screenshot, this will depend on if you have closed your browser and

what services you have logged into in the past). The red text is the data sent from the browser to

the server, and the blue text is the data sent back from the server to the browser. The red boxes

show the data that was present in the logs, everything else is something you may only see by

looking at the PCAP.

Clearly there is far more data here than is portrayed in either the server logs, or the Suricata

metadata. Since malware knows this will be the case, it may be operate carefully to avoid showing

up in commonly logged fields, and may be difficult to identify unless you are able to look at its

packets as we've done here. Looking at lots of HTTP traffic and following the stream to read the

contents like this will help teach you what is normal looking at what is odd. 

Close the TCP stream window by clicking the x in the upper corner.
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Go ahead and look at the other transactions if you'd like. In order to get back to the view we had

before of http transactions only, you'll have to re-enter the "http" filter in the display filter bar.

Once you're done exploring the packets, close Wireshark by clicking the x in the upper right

corner and go back to your terminal window.

4. Explore HTTPS traffic

For this step, we will need to stop the current Suricata capture and re-start it with different

parameters to capture traffic going to the external internet. Enter the following two commands on

the command line.

After Suricata is killed, use this command (the extra sleep ensures Suricata is fully shut down).

Again, you should see the following response:

After the 2nd command, enter the following command to tail the Suricata tls.log file, which will show

in real-time the details of certificates for all HTTPS connections it observes.

sudo killall Suricata-Main

sleep 10
sudo suricata -c /labs/2.2/suricata.yaml -S /dev/null -i ens33 -D

tail -f /labs/2.2/suricata/tls.log
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This command won't print anything until a TLS (HTTPS) connection is made to an external site. To

generate a certificate transaction that suricata will print to the screen in this log, click some of the

following links and optionally browse around to some of your favorite websites.

https://eff.org

https://reddit.com

https://isc.sans.edu/

After hitting a few pages, you'll start to see a large number of new logs generated with details like

what is shown below.

What's happening here is Suricata is parsing the fields for the certificates that are passed over the

wire in clear-text, giving us the ability to see what site a user is visiting, even though the connection

is encrypted. 

This works in many cases, but not all. Recall the slides on the new TLS1.3 standard. In this newest

version certificate details are no longer necessarily available in clear text (sometimes they still are),

leaving analysts and tools like Suricata in the dark. If you see a tls.log line with no information, it's

likely that the site was contacted using TLS1.3. This means in the near future knowing what sites a

user is connecting to will become even more difficult. Once TLS1.3 becomes the norm, it is likely

analysts will be left with only the destination IP in many cases. 
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Can we tell what site this was purely from the IP address? In the case of shared hosting and content

delivery network IP addresses, no. Here's what happens if we try to do a reverse lookup for the IP

from this log in VirusTotal:
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Because of this, the ability to decrypt traffic (and standards that allow it, which TLS1.3 makes very

difficult or impossible) will only become more important for network security monitoring in an

enterprise environment.

Hit "Ctrl + c" to stop scrolling the tls.log and enter the following command at the command line to

stop Suricata from recording.

5. BONUS: Read SSL Certificate details in Wireshark

As a bonus activity, if you want to see the PCAPs associated with the SSL traffic you have

generated, navigate to the /labs/2.2/suricata  folder and open the lab2.2.pcap.[x]  file with the

highest number suffix using the command:

You can apply the "ssl" filter in Wireshark and look for evidence of TLS1.3 connections in the

Protocol column in Wireshark. In addition, find and explore a TLS1.2 connection as shown below.

Unfold the layers in the middle column on an SSL "Certificate" exchange item to see the additional

details visible in the packet. You will have to get several layers deep before you can see the

"subject" (the site the user is connecting to) and the "issuer" field (the Certificate Authority that

signed the certificate.)

sudo killall Suricata-Main

wireshark /labs/2.2/suricata/[filename_here]
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The lab is now complete, once you are done exploring you can close Wireshark by clicking the "x" in

the upper right corner.

Lab Conclusion

In this lab, you have seen:

HTTP(S) traffic from several different angles

Requests as recorded by an Apache a web server on the server side

Metadata event logs created by Suricata

PCAP capture of the requests using Wireshark

SSL traffic certificates extracted by Suricata

SSL certificate 

• 

• 

• 

• 

• 

• 
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Enter the following command at the command line to clean up the files made during this lab:

Lab 2.2 is now complete!

sudo rm -rf /labs/2.2/suricata/*
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Lab 2.3 - SMTP and Email Analysis

Objectives

See SMTP mail relay in action on your virtual machine

Follow a normal email through two MTA servers

Manually send a spoofed message via telnet and see how it appears in a mail client

Examine known malicious email and identify spoofing and threats within the message content

Exercise Preparation

Before starting this lab, you must start the required services. To do this, open a command terminal

from the start bar.

Once the window is open, start the services by entering the following commands at the command

line, you may have to enter the password "sec450" for the sudo commands. 

• 

• 

• 

• 

cd /labs/2.3
docker-compose up -d

Tip

Remember to use the copy to clipboard button - it will be very helpful for this lab!
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This command will start two mail servers, one is an instance of Postfix, a very common production

MTA. The second server is software called mailhog, which is meant for email testing and comes

with its own webmail interface that we can use to read the mail we send. For the purposes of this

lab, imagine the postfix mail server is the outgoing mail server for a legitimate company - "ABC

Company". The mailhog server will act as the receiving mail server for our own organization.

Exercise Walkthrough Video
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Lab Steps

1. Send email using Thunderbird

In this first step, we will send an email "the normal way" using an email client in the virtual machine.

This email will be relayed through the postfix MTA of ABC company and sent to the receiving

organization running MailHog. 

Start up Thunderbird email client by clicking the icon in the upper bar of your virtual machine.

You can ignore the error message about Thunderbird being unable to locate the mail spool file, click

Ok to continue.

Thunderbird has been pre-configured to send email through ABC Company's postfix server as "Sam

A." from ABC company. Let's send an email as Sam. Click the "Write" button in Thunderbird to start

crafting a new email.
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Fill in student@sec450.com as the "To:" address, and add a quick subject of "Hello" and some

email text.

Once finished, hit the Send button.

Let's see how the headers look and how the details of the mail client's interaction with the postfix

server of ABC Company show up in the email source. 

Click the following link (or go to http://localhost:8025 in your browser) to open up the MailHog

webmail interface where we can read the email we just sent as the receiving organization.
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Mailhog

There it is! Click on it to open it up.

Here we can see the details of the mail sent, as expected. Click on the show headers button so see

the details.

There's a lot of interesting data in the header that can help us understand how an email is

constructed. First lets look at the path the email took.
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Highlighted in the screenshot, #1 is the first step the email took from the Thunderbird client to ABC

Company's postfix server. Note that the actual IP address the email was received from (172.22.0.1

in this case, your container may be different) was recorded in headers, as well as what the mail

client identified itself as (127.0.0.1), you can also see the mail server's hostname (smtp.abc-

company.com) and software (Postfix). The line also include a unique ID for the email transaction, as

well as a timestamp.

In #2 in the screenshot, there is the second step the email took from the sending organizations MTA

to the receiving MailHog MTA. Many of the same details are present in this header, but it is

formatted a little bit differently. Each email server writes received lines with slight formatting

differences, and this email is a good example of that. 

Looking at the rest of the detail in the header gives us a lot of other information we can use to track

how the email was sent. The User-Agent header is present, which can tell us that the sender

(unless faked) used Thunderbird for sending the mail. There are other bits of metadata as well like

the Return-Path, MIME types, and encoding that is used. Where does all of this information come

from?

Note

Since this header is rendered in the MailHog's interface which does things differently, the order

of fields isn't the same as you would normally see when looking at the raw data.
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If we want to deeply understand where email headers come from, inspecting the PCAP of this email

being sent can give us that insight. The following screenshot was made by sending the same email

and capturing it in Wireshark as it went from Thunderbird to Postfix (this pcap is stored at /labs/

2.3/email.pcap  if you'd like to inspect it for yourself).
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In this picture we can see the actual transaction that Thunderbird made with the mail server

(Thunderbird is in red, Postfix responses are in blue), starting with identifying itself as 127.0.0.1 in

the beginning with the "EHLO" command, and ending with the "QUIT" command at the end. One of

the items to notice is that the To and From address is entered twice, this shows (highlighted with

arrows). When spammers want to send email and change how it appears, this is the point at which

they can enter two different values, DMARC is the standard that looks for these two items to be

aligned. If we want to try this, it's possible to use telnet to manually craft a message, typing out

every field yourself. 

How will this email look in MailHog? Here's what happens:
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And what about the details of the email? Looking at the headers, this is where we can see that

something is wrong. The email claims to be from tesla.com, but the headers all seem to point to it

coming from abc-company.com's infrastructure, the return path also goes back to the email used in

the envelope headers as well. This is one way you can potentially identify attempts to confused

spam recipients.

This is how spammers can easily relabel their emails, taking advantage of how the receiving email

client renders the two different To:  fields.

This is not just a side-effect of using MailHog, if you download the email from MailHog and open it in

Thunderbird, the same thing is displayed - no mention of the true sender, sam@abc-company.com,

is here at all unless you view the source.
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Let's dig deeper into the transaction and headers of the original email. If we do a side-by-side

comparison of the PCAP and the actual received email, we can see where many of the other fields

are sourced. In the following picture, items from the emails "envelope" are pointed out in green,

while items from the data section are pointed out in red.
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While the MAIL FROM:  and RCPT TO:  command values make an appearance in the headers in the 

Return-Path  field and in the Received  trace header respectively. As we saw with the Elon Musk

email example, it is the To:  and From:  lines in the DATA  section of the email that are used by the

mail client to display to the recipient. 

Looking through the rest of the transaction from Thunderbird, it turns out many of the fields in the

email envelope and data section are sourced directly from the information the sending email client

(Thunderbird) enters as it talks to the Postfix server. It is hard to set all of this straight when looking

at email samples, but when done this way, the relationship becomes much more clear. Hopefully

now that you've seen the relationship pointed out this way, understanding and interpreting email will

be easier for you in the future.

Now that we've seen how these transactions work when done in the "normal" way let's send a

completely spoofed email on our own using telnet!

2. Spoof an email from the command line

While most email sent legitimately will be sourced from another organizations email server,

spammers can talk directly to your inbound mail server as well. Though attackers could spam you

using "legitimate" yet hacked email accounts, talking directly to your servers allows them to send

spam email without involving a stolen account. It also unbounds them from the safeguards that

would otherwise put up a roadblock to sending spoofed messages through a real outbound mail

server. 

In this step we'll send a fake email by directly communicating with the inbound MailHog server in the

way that an attacker trying to spoof email to our organization might attempt.

Start by opening a terminal by clicking the icon in the top bar of the virtual machine. 
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Use the following commands to connect to the local email server and send an email from the

command line

Once this command connects you should receive the response below indicating you're talking to the

MailHog server:

Type the following into the terminal one line at a time, pressing Enter after each line.

These lines must then be entered, but this time you can copy them all to the clipboard and paste

them all at once (do not miss the blank lines and the "." at the end):

telnet localhost 25

Warning

Do NOT use copy and paste for the next set of commands, the server must receive each one individually and respond

to it.



EHLO microsoft.com
MAIL FROM:<bill.gates@microsoft.com>
RCPT TO:<student@sec450.localhost>
DATA
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After the "." on the last line, which is crucial to not miss because it is how you tell the server you've

done entering the message, hit Enter. You should see 250 Ok: queued as ...  returned from the

server. Finally, type the following to disconnect from the server:

As you type, the server should be responding with messages like the ones highlighted in the photo

below. If you accidentally make a typo, you can try the single erroneous command again, or type

"QUIT" to exit and retry the whole transaction.

The entire interaction should have looked like the picture below.

To: student@sec450.com
From: Bill Gates <bill.gates@microsoft.com>
Subject: Hello

Good afternoon, this is a message from Bill himself!

.

QUIT
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Once you've typed "QUIT" and disconnected, go back to MailHog inbox and press the refresh

button, you should now see your spoofed email!

Click on the email and once inside, click the "Show headers button again". Look what we have now!
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Congratulations, you have just manually sent a spoofed email from the command line! Easy huh?

As we saw in the previous step, when sending an email in the normal way using a mail client, the

mail client itself is just taking the information you've entered into the program and performing this

transaction for you. Although it may seem otherwise, email is actually very basic! If you're interested

in a PCAP of this transaction, there is one recorded at /labs/2.3/spoofed.pcap  for you to look at.

This simple demonstration highlights what was stated in the slides - that email verification is purely

the job of your email server, because you can't trust anything upstream to handle that for you. In this

case, MailHog is not doing any verification to ensure that the email actually came from Microsoft's

servers. It doesn't do SPF checks, DKIM, or DMARC, just dutifully passes email on without

questioning it. Your infrastructure will do this too if you don't take any measures to stop it! This

means without SPF, DKIM, or any other checks, attackers from outside the network could do exactly

what we did here and spoof email to your employees, even pretending to come from your own

domain! You've now seen how easy it is!

3. Analyze headers from a real spam email

Now it's time to look at the real thing. Let's pretend a user has forwarded you an email as a reported

phishing attempt. A copy of the email is placed into your lab folder at /labs/2.3/spam.eml . An .eml
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file is simply the plain text version of an email, headers, content, and all, and can be opened with

any text editor or rendered in Thunderbird.

For this email we will attempt to determine the answers to a few questions:

What was the intent of the email? 

Where did the email originate - a hacked account, an account made for spamming, or was it

spoofed?

What is the apparent IP address of the sender and what was the last known verifiable IP of

where the email came from before it was submitted to GMail's servers?

Let's first look at the email with Thunderbird and try to answer question #1. We'll use Thunderbird

because this is an HTML based email and trying to read the content with a text editor will be too

complex. Use the following command to open up the email.

You should see the following window:

1. 

2. 

3. 

thunderbird /labs/2.3/spam.eml

Warning

THIS IS A REAL SPAM EMAIL WITH LIVE LINKS, DO NOT CLICK ANY OF THE LINKS!
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If you mouse over the links, you will find they are shortened with Bit.ly so that you cannot see the

true final destination. Thunderbird also warns us the email tries to load remote pictures (likely an

attempt at tracking open rates). We will cover later in the class how to find where shortened links

go, but to analyze this email we'll need to do one now. The answer is, for bit.ly at least, adding a "+"

to the end of the URL will allow you to see a special preview page for any link.

Using the above method with link from the email shows the following Bit.ly preview page and the

domain the spam attempts to take you to, regardless of which of the 3 links the user clicked: 

Warning

If you want to test this yourself be sure to use the URL "https://bitly.com/2uEOaBn+"! Do

NOT just copy the link out of the email or you will go directly to the page!
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Interestingly, through this method, you can also see how many people did click the link looking to

buy health supplements from strangers on the internet. We can do this because the preview page

includes an activity count for the shortened URL. :)

Bit.ly also tells us the link has been flagged as either malicious or spam content. If you were to

follow the link, the page it loads looks like this (typical spam):
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Since we have seen this email seems to redirect you to diet supplements, and not to a malicious

document or other file download, we can answer question 1. This is probably regular, not

particularly malicious spam.

Back to the email details to answer the other questions, let's open up the .eml file with a text editor

to take a look at the headers. Type the following command at a terminal to open up Microsoft Visual

Studio Code to read the .eml file.

Lines 1-49 of the .eml file contain the trace headers as expected (of which there are many).

Remember that chronologically the first received headers that were generated are at the bottom

starting with line 49.

code /labs/2.3/spam.eml
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From the trace headers we can learn a few things about where the email came from. On line 49 we

have the very first header that was added:

On line 29-32, we have a received topmost trace header where the email left the sending

infrastructure and was received by mx.google.com. We're interested in this because it contains the

last known true IP, anything on higher numbered lines could be faked. In this case, we can

confidently say the email came to GMail's servers from the host at IP 52.42.193.106 . 

There's an interesting twist here though, look at lines 39-43, there seems to be a second line saying

the email was received by mx.google.com. Which one is correct?
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To figure this out, look at the highlighted information in the line 39-43 entry. Not only is the received

line absent of any IP addresses, it also mentions the unresolvable hostname 01.377yelp . The

higher up header has the correct formatting, a real hostname, and an IP address. Not only that, the

lower received header claims the email was receive on 13 Feb! This spam email was actually

received 29 March, as shown in the higher header. 

Although it's hard to say with absolute certainty, it very much seems that this is a spoofed email

header meant to throw spam filtering off the trail. We know mx.google.com can't receive the email

twice, so one of them must be wrong. Given that headers are written from the bottom up and the

fact that the header is so odd, the lower one is highly likely to be faked (as well as all other

information below the correct received header). 

What that means is the best we can say is that the email came from IP 52.42.193.106 , which

claimed to (on the "EHLO" line in the SMTP connection) be the domain adlexhi.press . When

Google resolved the IP with a PTR record request it pointed to ec2-52-42-193-106.us-

west-2.compute.amazonaws.com  - likely an Amazon AWS instance used transiently for sending

spam.
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We can verify this by checking this domain on the Spamhaus domain blacklist - indeed, at the time

of this writing the domain is listed:

What about the SPF check, why did it say "pass" if the email was spoofed?

First, although it was an spf "pass", the verbiage says it was a "best guess record" which means the

specific subdomain the email claimed to be from did not have an SPF record, so it fell back to using

the top level domain. What domain did the email claim to be from though? Remember previously

when we typed the MAIL FROM:  line upon the initial SMTP connection (the "envelope from"

address)? How SMTP works is whatever address was entered there gets filled into the Return-

Path  header, and the Return-Path  header is the domain SPF uses for verification. Therefore in

this email we can see the return path (and MAIL FROM: ) entered was 

FDNJWdHw@fdnjwdhw----------------------.us-west-2.compute.amazonaws.com . Since this

domain doesn't exist, it can't have its own SPF record, so google fell back to checking
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amazonaws.com's SPF record. Here's the response it would've received and used to judge the

email:

Since there is a ~all  in this record, the spf check technically passed, just in the most minimal way

possible, and using a domain that wasn't real.

Moving on to the message headers on lines 50-65, is there anything else that stands out? 

There are a lot of optional "X-" headers that seem to contain useful information here, but the "From:"

and "Date:" lines do stick out. For one, the date header is listed here as Feb 13th again. Second,

the From: address is set to claim the email is from the domain cclyelp.com . If we check the details

on this domain with the whois  command, we'll find that domain doesn't actually exist!
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As you can see, email header analysis is not always straightfoward and you never know what you're

going to find. Although it's not always 100% possible to know what happened in an emails

past, looking for the basic fields we have discussed can give us a clue to the origins, and whether it

is likely to be malicious or not.

Lab Conclusion

The goal in of this lab is to get you deep down into the details of how email is sent. Without a full

understanding of where the fields in the headers come from, how email is transacted from client to

server, and sending server to receiving server, it's hard to make sense of what is real email and

what is spoofed. 

Strong monitoring of email with a tool like Suricata can help you track down and eliminate spam

waves as they come in. When applied to the email in this lab, Suricata produces the following log:
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Notice it includes both from addresses, as well as an MD5 hash of the subject, which makes it easy

to search. With the ability to group and search incoming email fields in your SIEM, once an email is

identified as potentially malicious, finding and scoping the problem becomes much easier. Hopefully

this lab helped you understand how email is crafted and sent, and will assist you in email alert triage

going forward!

In this lab, you have:

Sent an email through a simulated two-server email system

Analyzed email headers to see where each field comes from

Analyzed a PCAP of an email being sent from a client to server

Manually crafted and sent a spoofed email

• 

• 

• 

• 
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Analyzed a real spam email to understand where it came from and find the goal of the attack

You can now close the Thunderbird and Microsoft Visual Studio Code windows. To shut down the

services used for this lab go back to your terminal window (or open a new one) and enter the

commands below:

Lab 2.3 is now complete!

• 

cd /labs/2.3
docker-compose down
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Lab 3.1 - Interpreting Windows Logs

Objectives

Learn to find and interpret key Windows logs

Learn how Windows logs are commonly stored in a SIEM

Explore different log files and channels to find data of interest

Exercise Preparation

Before starting this lab, you must start the required services. To do this, open a command terminal

from the start bar.

Once the window is open, start the services by entering the following commands at the command

line. 

This command will take a minute to spin up Elasticsearch and Kibana which will act as our SIEM for

this lab. To check if the services are ready, open a Firefox browser window by clicking on the icon in

the top bar of the VM. 

• 

• 

• 

cd /labs/3.1
docker-compose up -d
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Once open, click the Kibana icon:

If you receive a message that says Kibana is not yet ready, give it a few more moments. You should

now see the following screen:

Once Kibana is loaded click the Discover tab, you are then ready to start the lab.
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This lab will use the logs from a single laptop where a number of events of interest occurred. We will

use Kibana to locate and explore these events, and show how to identify what action was taken on

the host and solve a number of questions relevant to most investigations.

Exercise Walkthrough Video

Lab Steps

1. Identify an attack using Windows login events

Some of the most important events to be able to find and understand for Windows hosts are login

attempts. Both successful and failed attempts need to be well-understood in order to find

adversaries attempting to, and successfully moving through a targeted environment. In this step,

we'll look at some Windows logs to see the fields and event IDs that are relevant to logins.

Remember from the slides the event IDs associated with login events from Windows are all located

in the Security channel and can be interpreted as follows:

4624 - Successful login

4625 - Failed Login

In this step, we'll look at the profile of logins over time on a Windows machine. In the Discover tab in

Kibana we first need to bring up the times for which data is recorded. In this lab, all data we'll look at

is between the two dates of April 9, 2019, 03:00:00 and April 9, 2019, 10:00:00.

• 

• 

Note

This data was recorded in US Eastern Daylight Savings time, you may need to adjust the bounds when these labs are

done in other time zones. As long as you can see where the data starts and ends on the histogram, everything will work

properly, there is no data outside that period.
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To bring up the data, you must enter this into the date picker in the upper right corner. Follow the

pictures below, click where the arrows indicate to set the date:
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Once you've selected both dates, press "Update". You should now see a list of all logs produced on

the machine:
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We want to only view the login events, so the most efficient way to do that is to search for only the

successful and failed login event IDs. In Kibana, the event ID field is named winlog.event_id . To

find all login events only, place the following search into the search bar then press "Update" again.

You should now see only login events in the log list below. Expand the first entry in the list by

clicking on the the drop down arrow:

winlog.event_id:4624 or winlog.event_id:4625
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You should now see many different field names listed with their values next to them. One of the

most important is the "message" field, which shows the exact same view of the rendered log you

would see in the Windows Event Viewer
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Like we mentioned, this is important to have because it is the most human-readable version of the

data. It's a poor choice for trying to filter however. For picking specific fields to filter on we have all

the individual fields listed within the event:
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These are the fields that come from the structured XML view in Windows Event Viewer. 

For inspecting the logs for odd logins we would want to choose which of these columns are the

most relevant for finding anomalies. To do this manually in Kibana, you can click the "Toggle column

in table" button that appears when you mouse over a field.

SEC450 - © 2019 John Hubbard Page 10

© SANS Institute 2020

634ea992c4dcba2ae1b930855a8c129f

0mamaloney0@gmail.com

22844595

David Owerbach

ohNrhAfzA3YUEB7zYQeMv7asRrrC6mmK

liveLic
en

se
d T

o: 
Dav

id 
Ower

ba
ch

 <0
mam

alo
ne

y0
@

gm
ail

.co
m> A

pr
il 2

8, 
20

20

Licensed To: David Owerbach <0mamaloney0@gmail.com> April 28, 2020



Instead of searching for them manually, a pre-made login-relevant set of columns has been made

for you that you load. Scroll to the top of the page in Kibana and select "Open" in the upper left of

the page.

Then select the "Logins - Search" option.

In this view you can much more easily see the relevant detail for each individual log. You can now

see that the 2nd log in the list is a 4625 - a failed login. Expand it and look at the details in the

"message".
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In the details we can see that this was a login type 3 (a "network" login). It was initiated by a client at

IP address 192.168.42.223  using the NTLM protocol, but failed because it had the wrong

password for student , the user they tried to login to.

Scrolling further down, each of these fields are broken out into individual log items:
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Is this part of an attack? Maybe a brute force attempt? An intruder on the internal network? How

would we know? This is where the visualization power of your SIEM comes in. If you can take fields

like the IP address, success/failure codes, usernames, and IP addresses, and plot them on relevant

charts, anomalies will immediately stick out. 
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A dashboard has been made for you that does exactly this. To view it, click on the "Dashboard" tab

on the left side of the screen:

Then select the "Logins - Dashboard" item:

You should now see all of the columns we were viewing in the saved search view laid out into useful

charts that can help us see the their content in aggregate.

Was there an attack that occurred? Look at the graphs to see if you can tell. First we have the pie

chart showing 4624's and 4625's:
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From this chart we can read that the 4625's (failed logins) represent almost 50% of the login events,

and the nested pie chart shows that almost every single failed event is for the "student" account.

That's highly curious. 

Moving to the right we can see a total count, source IP count, and login successes and failures over

time in a stacked area chart:
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At the end of the chart we see a large spike in failed logins. You can also see the failed login count

is 223, which is the same as the count of logins attempted from 192.168.42.223. This means we

likely have a brute force attack coming from this IP address. Many times looking at your logs from

multiple angles at once helps you immediately spot trends like this. While the area chart by itself

would be useful, combining it with counts, IP addresses, and the pie chart gives you much more

information right off the bat.

To confirm the attack, click on the IP address to filter the dashboard to only that IP:
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You should now see a dashboard that makes things very clear:

We can now see that all the failed login attempts came from a single IP, what time they happened,

and that the student account was used for almost all attempts except what appears to be a single hit

for the "administrator" account.

We've now seen how 4624 and 4625 events can easily be used to identify attacks given the ability

to parse, graph and group them in a useful ways. Let's now look at some other Windows events.

2. Identify an attack using Windows Firewall Logs

Now that we've seen how identifying interesting fields in logins works, can we do the same with

firewall logs? Of course we can! In Windows, if you record firewall events to the Windows Security

Log Channel (they can also be recorded as a text file remember), then there are a few key events to

look for:

5156 - Connection accepted

5154 - Program listening

5152 - Packet Blocked

To identify all programs listening on a machine (assuming the audit policy is turned on to enable

recording this), you must only look at the programs mentioned inside 5154 events! This is one of the

• 

• 

• 
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many benefits of recording host firewall log data, being able to tie a network connection to a specific

program. 

How might we identify a port scan attack with firewall logs? In Windows, this would show up in the 

5152  packet blocked events. Since the attacker will be scanning many closed ports, the packet will

be blocked and a log will be written. Flip back to the "Discover" tab in Kibana, and let's look through

the firewall logs. 

Click the "Discover" breadcrumb in the upper left corner to start a new search:

Since we now want to find firewall events, we can filter the logs down again. Use the following filter

to highlight only the firewall block logs and press Update:

winlog.event_id:5152
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You should now see where 5152 event ID messages spiked at roughly 8:40 US EST time. 

Expand the first firewall record and lets pick some columns to show for these logs:

First look at the message view and decide which data you want to see:
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It looks like selecting the fields that hold the source and destination IP and port should be good.

Find these columns in the individual field entries and click the "Toggle column in table" entry for

them all. In the list, here is what each is called, click on each in this order to add them as

columns:

winlog.event_data.SourceAddress

winlog.event_data.SourcePort

winlog.event_data.DestAddress

winlog.event_data.DestPort

• 

• 

• 

• 
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Scroll back up to the top of the log and fold the entry back in. You now should have the 4 columns

across the top you just selected. If you missed one, go back and click it.

Scroll down through the logs, it seems the same machine that attempted the brute force attack also

was performing a port scan! 

Note

You may receive an "Unable to write index pattern..." popup error message, you can ignore it or refresh the browser

page to get rid of them.
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You could filter the traffic down to this IP only to further prove this. 
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We have now shown that the attacker's IP address 192.168.42.223  was port scanning the victim

system at 192.168.42.195 !

3. Identify USB devices plugged into the system

What else can we find purely by looking at Windows logs? How about USB insertion events? 

With the Audit Windows Plug and Play event option selected, Windows will record event ID 6416 in

the Security channel for USB device insertion. Clear off the settings we used for the firewall

searches by clicking the "New" button in the upper left corner of Kibana.

Next, enter the following search into the Kibana search bar and press "Update":

You should have only a few events returned. Unfold the first event to pick some columns of interest:

winlog.event_id:6416
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From the columns available pick, in this order:

winlog.event_data.DeviceDescription

winlog.event_data.VendorIds

Fold the event back up. You can now see a summary of USB activity on the system! There appears

to be an interesting in the 5th log from the top:

Unfold the event and look at the message:

• 

• 
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It seems someone has inserted a USB device named TOPSECRET into the system. If this event

correlated with an infection, or Data Loss Prevention tool events of interest, you may be able to tie

an incident to the device that causes it with these messages! Again, this is a built in feature of

Windows auditing, it simply must be turned on. Whenever you have an incident you suspect could

be started via USB, these logs can be invaluable in finding the root cause. 

4. Assess the machine for Windows Defender virus alerts

As a final demonstration of key events that can easily be logged we'll take a look at the Windows

Defender log. Clear off the settings by clicking the "New" button in Kibana:

Since these events are not stored in the Security log and are much lower volume, one easy way to

start is to apply a filter for everything in Windows Defender log channel.

winlog.channel.keyword:"Microsoft-Windows-Windows Defender/Operational"
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This will bring back 30 hits. While looking through all of them could be interesting, we're trying to

use this log to see if the host has been infected. Feel free to explore the logs on your own for a

moment and see if you can find the information on your own using the strategy we've used

previously. 

The event IDs that correlate with a positive antivirus detection are 1006 and 1116. Therefore, we

can modify the search we used to highlight these specifically. Modify your search to say the

following:

Paste this into the search box and press "Update".

You can see from the 4 results that there were viruses found! Let's open the first event to see the

details:

Look at all this awesome detail waiting for us in these logs. A virus name, the location on the drive

where it was (almost) placed, the URL it came from, and several fields describing the origin and

source! Imagine if you had this information for every device in your environment and turned it into a

dashboard similar to step one, that could be incredibly useful! 

winlog.channel.keyword:"Microsoft-Windows-Windows Defender/Operational" and 
(winlog.event_id:1116 or winlog.event_id:1006)
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The thing about this log, although generated by default in Windows, is that the log channel it is

written to is not often collected (unless you are using Windows Enterprise and centrally collecting

Windows Defender logs). To retrieve this information, you will need to set your SIEM log agent or

Windows Event Forwarding to collection the `Microsoft-Windows-Windows Defender/Operational"

log. 

This is another great example of a log that you can easily collect and interpret in Windows...if you

know where and how to look!

BONUS EVENTS

There are additional useful logs in this data set. If you have time, see if you can answer the

following questions:

(Note the answer to the bonus challenge is in the included lab walkthrough video.)

What sensitive file was read from the "student" user? The file had Windows Object access

auditing turned on.

AppLocker whitelisting was active for this system, what did the user successfully install, even

though AppLocker claims it should've been blocked if it weren't set in audit mode?

What new Windows service related to log collection was installed during this time frame?

What program was used to edit the configuration text file for that service?

Lab Conclusion

This concludes our Windows logging lab. In this lab you:

Identified a brute force attack using Windows logs and a dashboard

Identified a port scan using Windows Firewall logs

Gathered evidence of USB drive usage from Windows logs

Identified a compromise and many supporting details through analyzing the Windows Defender

event log channel

1. 

2. 

3. 

4. 

• 

• 

• 

• 
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Found sensitive file access, AppLocker whitelist violations, new Windows services, and

supporting details for each, using purely Windows built-in logging!

To shut down the services used for this lab go back to your terminal window (or open a new one)

and enter the commands below:

Lab 3.1 is now complete!

• 

cd /labs/3.1
docker-compose down
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Lab 3.2 - Log Enrichment and Visualization

Objectives

Understand the flow of log data into a SIEM

See various types of log formats and understand the implications for parsing

Understand the importance of correct log parsing

Understand how a SIEM performs normalization, enrichment, and categorization

Use data supplement with enrichment and categorization to visualize attack trend

Exercise Preparation

Before starting this lab, you must start the required services. To do this, open a command terminal

from the start bar.

Once the window is open, start the services by entering the following commands at the command

line.

• 

• 

• 

• 

• 

cd /labs/3.2
docker-compose up -d
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This command will take a minute to spin up Elasticsearch and Kibana which will act as our SIEM for

this lab. 

Exercise Walkthrough Video

Lab Steps

1. Log collection and formatting

In this lab we'll follow a log from the raw file on a hard drive as it is transported over the network,

improved, and ingesting it into a SIEM. Along the way we'll see it enriched, normalized, categorized,

and also explore the implications of log formats on parsing. 

The first step of this process is understanding the type of data we're working with, which means we

must know the format of the log we're collecting. Let's take a look at the basic format of an EVE log

from the Suricata IDS. There is a sample placed within the lab folder. To view it, on a command line

type the following command:

This command shows the single entry of a sample "flow" event from an eve.json file. This log is in

JSON format, so piping the output to "jq" (a JSON tool) separates each data item onto it's own line

so that it's easier to read. You should see the following information:

Tip

Remember to use the copy to clipboard button - it will be very helpful for this lab!



head -n 1 /labs/3.2/eve-flow.json | jq
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In general, in order for a log to be useful in a SIEM we need to break it into a series of key-value

pairs. Some logging formats make this easier than others. Unstructured syslog messages are one

of the most difficult. JSON ("JavaScript Object Notation") logs, like we see here from Suricata, are

some of the easiest. They are already perfectly separated into fields and parse dependably.

This Suricata flow log is what JSON looks like in general, "key": "value" pairs in a list separated by

commas and grouped into objects and nested-objects using curly brackets. This picture shows one

entire flow log entry (one line of the text file) and contains "top-level" items highlighted in the red box

such as "event_type": "flow"  (how we can identify it as a flow log). It also has the src_ip,
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dest_ip, etc., and nested objects in "flow" and "tcp" sections with additional inside of them. Do not

let nested objects confuse you though, all of these fields are part of a single log entry. This is a

unique characteristic about JSON logs that doesn't apply to formats like CSV and a list of key-value

pairs, JSON can have additional JSON objects nested within it. 

Suricata creates more event_type's than flow however, it also records "alert" type logs with a very

different layout and set of fields. To see how an alert log from Suricata differs from a flow log, type

the following command at the terminal:

You should now see output that looks like this:

head -n 1 /labs/3.2/eve-alert.json | jq
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Notice how this log is still in JSON, but the "event_type" is now alert, and the fields within the log

have changed. The most interesting data in this log is in the "alert" nested object, and within that,

there's even another nested object called "metadata". These are the fields that are present in the

"alert" event_type logs.

Suricata records both IDS alert information as seen above, flow logs as seen previously, as well as

application specific transaction data for services like HTTP, SMB, SSH, TLS, and more, all in JSON

format as we've seen here, but each have their own set of relevant fields. Regardless of the log

content or event type, dealing with JSON logs is easy, you simply tell your SIEM "it's JSON", and it

can figure out the rest.

Let's compare this to the polar opposite of log types - unstructured syslog messages. Type the

following command into a terminal to see what your Linux virtual machine authentication log looks

like. 

Your output will vary depending on what has happened on your machine, but you will likely see

something like this:

Note

The two files we opened were pre-separated into two different files. Suricata normally records all data - alerts, flows,

and service logs into a single file called "eve.json".



head -n 10 /var/log/auth.log
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This is a very different log format. As you saw in the previous lab, parsing and understanding

unstructured syslog is much more difficult, which is why we prefer structured formats like JSON

whenever possible. When sending logs like this to the SIEM, regular expressions to pull out fields of

interest and complicated multi-option set of matching rules are often necessary.

We also have a middle ground for logs that are mostly structured in comma separated value (CSV)

or key-value format. These typically parse very easily too, but lack the flexibility of a JSON since

they do not support nested objects. 

Type the following command to see an example of a key-value pair log from the Linux firewall.

You should see the following key=value pair based output.

head -n 5 /labs/3.2/ufw.log

SEC450 - © 2019 John Hubbard Page 7

© SANS Institute 2020

634ea992c4dcba2ae1b930855a8c129f

0mamaloney0@gmail.com

22844595

David Owerbach

ohNrhAfzA3YUEB7zYQeMv7asRrrC6mmK

liveLic
en

se
d T

o: 
Dav

id 
Ower

ba
ch

 <0
mam

alo
ne

y0
@

gm
ail

.co
m> A

pr
il 2

8, 
20

20

Licensed To: David Owerbach <0mamaloney0@gmail.com> April 28, 2020



Key-value pair and CSV logs are usually easy to parse, you can simply tell the SIEM that the data is

in key-value pair or CSV format, and it will do a good job of automatically extracting fields. It's one

step easier than regular expressions, but less robust to format and field changes..

Regardless of the format of a log, a SIEM must be told how to understand it and break it down into

its component fields. But a SIEM can do much more than that. With clever usage of our SIEM, we

can make logs with relatively few useful fields into something much more usable. The process to do

this is what we will be exploring in this lab.

For this lab we're going to demonstrate this process and more using Logstash. We'll parse, enrich,

and normalization a set of firewall logs to enhance the data, making it more useful and easier to

search. To do this, we'll need to first physically send the text of the log to a log aggregator and

describe its format.

2. Log collection and parsing

In this step, we will explain how text-based logs are sent to the SIEM. Although there are multiple

methods, the most common is using a small log agent running on each device. Each SIEM has its

own log agent, and there are 3rd party agents as well. Here's a list of some of the software you may

use for this task.

Splunk = Splunk Universal Forwarder

QRadar = Wincollect

• 

• 
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ArcSight = SmartConnectors

LogRhythm = Sysmon

Elasticsearch = Beats

3rd Party = NXLog, Fluentd, Snare, etc.

Regardless of the agent you use, the job is the same. In the case of Suricata, the agent would

watch the eve.json log and send all new entries as they were created over the network to the

SIEM's log aggregator for ingestion. Alternatively, for firewall logs from the log agent would be

watching the /var/log/ufw.log  file. Once the log is sent over the network to a centralized

aggregation point, this is where the magic of the SIEM starts to happen...

Although specifics slightly SIEM by SIEM, in general, this is the point of ingestion where the SIEM

must start the parsing and enrichment process. 

Let's look at what logs sent from the ufw.log  may look like as they travel from an agent to a log

aggregator. To show this, we will use both the log aggregation software Logstash, and, to keep it

simple, simulate the log agent using netcat. We can start up both netcat ("nc") and Logstash and

show how the logs are processed by the aggregator, printing each received log to the screen. Since

we aren't focusing on Logstash specifically here, but rather the process of log collection in general,

the configuration details are taken care of in pre-created configuration files. 

To set up sending of logs we need to use two terminals, one to act as the log agent, and another to

run the aggregator. Open two terminal sessions by clicking twice on the terminal icon in the upper

bar of the virtual machine desktop. 

We will refer to these terminals as the "agent terminal" and "Logstash terminal" to differentiate

between the two during this exercise. 

• 

• 

• 

• 
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Pick one of the two terminals to be your Logstash terminal. Logstash is playing the part of a log

aggregator - the part of your SIEM that accepts logs from every log agent in the environment. Type

the following command to start up Logstash:

After you see the line [INFO ] [Api Webserver] agent - Successfully started Logstash API 

endpoint {:port=>9600}  print to the screen, Logstash is ready to go (this may take 15+ seconds).

Next, move to the second terminal (the agent terminal). Imagine that everything done in this agent

terminal window is being performed by a log collection agent running on a remote device in your

network. We're going to use our netcat "agent" to send the /var/log/auth.log  file over the

network to Logstash, where Logstash will print what it receives to the screen. 

Enter the following command in your agent terminal.

You should see a series of lines printed to the screen:

Logstash prints JSON objects with the raw log the agent sent stored in the "message" field. For the

Elastic Stack, the fields that are broken up at this point would be the fields you can search for by

name in Kibana. Although we could put an unparsed log in the SIEM, doing a search for a term

would require reading and searching the whole text of every log for that word - not an efficient

search at all. This concept translates to all SIEMs, not just Elasticsearch.

sudo /usr/share/logstash/bin/logstash -f /labs/3.2/no_parse.conf

head -n 10 /labs/3.2/ufw.log | nc localhost 9999
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What would be much better would be breaking out the IP, port, hostname, and any other relevant

information into their own fields so we can do an efficient search like "IP=1.1.1.1" that wouldn't

require reading every line, only the pre-parsed "IP" field. This is what the slides were talking

about when they said logs need to be parsed for efficient searching in a SIEM.

Let's start up Logstash again, but this time with a different configuration that will parse the logs

correctly. First stop the current instance, hit "Ctrl + c" twice on the Logstash window and wait a

moment for it to shut down and bring you back to the terminal.

Once back at the terminal, restart Logstash with the command below. 

This will configure Logstash to parse out the fields of interest from the firewall logs, making each

item its own field in the JSON output by Logstash. After you see the line 

[INFO ] [Api Webserver] agent - Successfully started Logstash API endpoint 

{:port=>9600}  print to the screen, Logstash is ready to go (this may take 15+ seconds).

Move to the second terminal (the agent terminal) and type the command below to send the same 10

lines from the ufw log as before, but notice how different the output is this time:

You should now see a very different output from Logstash, showing all fields individually parse out,

plus the original log still held in the "message" field.

sudo /usr/share/logstash/bin/logstash -f /labs/3.2/field_parsing.conf

head -n 10 /labs/3.2/ufw.log | nc localhost 9999

Note

The fields output from Logstash in this and subsequent steps may have the fields in a different order than shown in the

screenshots. This is normal.
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If we were to store this in the SIEM, running a search for something like "DST=122.228.19.79"

would be an efficient way to search for anything bound for IP address 122.228.19.79. The SIEM

would only need to search that singular field, which is way more efficient than searching the whole

"message" field. Although this may sound trivial, slow SIEM searching is one of the most common

complaints meaning we should attempt to do everything we can to make it better. 

This is definitely an improvement, but we can do better. Let's say we are newly hired into a SOC

and not familiar with each data source, how then would we know that destination IP is called "DST"?

Even worse, other log sources will undoubtedly have their own names. Having to learn all these

individual names is a pain, which is why all SIEMs in one way or another also support normalization

of field names across data sources.

3. Log normalization

In this step we'll run another Logstash configuration that will normalize fields into something that is

simultaneously easier to remember, and easier to understand than "DST".

Quit the currently running Logstash by pressing "Ctrl + c" twice on the Logstash window. Once

the terminal is back, enter the following command to restart Logstash with a new configuration that

will perform some normalization of field names for us.

sudo /usr/share/logstash/bin/logstash -f /labs/3.2/normalized.conf
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This will configure Logstash to parse out and normalize the field names from the firewall logs, giving

them a much easier to remember name. After you see the line [INFO ] [Api Webserver] agent - 

Successfully started Logstash API endpoint {:port=>9600}  print to the screen, Logstash is

ready to go (this may take 15+ seconds).

Move to the second terminal (the agent terminal) and type the command below to send the same 10

lines from the ufw log as before:

You should see the following output:

Notice the field names now? Things like "DST" and "SRC" have now been replaced with

"destination_ip" and "source_ip". This is not only much more usable for this data source, but also

something that can be applied to all log sources such that one search for 

destination_ip=104.248.50.195  would return results from all log sources at once - the ideal

answer. This is the importance of normalization - it helps everyone keep track of what fields are

available, and simplifies search terms.

Now that our logs are parsed we can start to make them better with enrichment and categorization!

head -n 10 /labs/3.2/ufw.log | nc localhost 9999
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4. Log enrichment

Enriching logs is taking the content of the log and using it to perform some type of lookup, and then

including that information so that analysts can use that as well. While there are many different

methods for enriching logs depending on the SIEM product you have, all SIEMs have the capability

to do it in some form or fashion.

Let's take what we've done so far and enrich it with some additional information pulled in from

outside. 

Quit the currently running Logstash by pressing "Ctrl + c" twice on the Logstash window. Once

the terminal is back, enter the following command to restart Logstash with a new configuration that

will enrich the logs with some new useful information:

This will configure Logstash to parse out, normalize, and enrich the firewall logs. After you see the

line [INFO ] [Api Webserver] agent - Successfully started Logstash API endpoint 

{:port=>9600}  print to the screen, Logstash is ready to go (this may take 15+ seconds).

Move the second terminal (the agent terminal) and type the command below to send the same 10

lines from the ufw log as before:

You should see the following output:

sudo /usr/share/logstash/bin/logstash -f /labs/3.2/enriched.conf

head -n 10 /labs/3.2/ufw.log | nc localhost 9999
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We've now added a significant amount of data to this log! To do this, Logstash took the "source_ip"

field and performed a geoIP and ASN lookup, attached new fields that tell where the connection

originated both on Earth and the organization that owns the IP. This is extremely useful information

to have in many cases, and it is just a simple example. Enrichment is one of the best things you can

do to turn an average log into something extremely useful, and is limited only by the capabilities of

your tools and your imagination. It is the key ingredient for identifying intrusions in many scenarios

and is so important SANS has a whole class on it - SEC555: SIEM with Tactical Analytics, a course

that focuses on this for a whole week!

The takeaway here is that enrichment is one of the most important items your SIEM can provide for

you and as we'll see in more detail later, one of the best ways to deal with the false positive

problem. 
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5. Categorization

There is one final improvement we can make to the logs and that is categorization. What is

categorization and what does it do for us? Imagine you want to search for all login events for a

specific user across all hosts in your estate - Windows laptops, Linux servers, web applications,

networking equipment, and IoT devices. How would you phrase such a search in your SIEM? If you

parse usernames, you can search for that, but you would retrieve all events for that user, not just

logins. Categorization solves this problem by taking the logs that mean the same thing such as

"user logged in", and labels in a standard way that makes them easy to search for. It's done a bit

differently with each SIEM product, but in general, it would solve this problem by letting an analyst

search for "user=john AND tags=logon" and ensuring all logon events from all devices regardless of

the OS would be found. 

Categorization can go way beyond event types, it can be used to provide context to the types of

servers that are being accessed with categories like "PCI" or "HIPAA". It could also identify users

with tags like "tags=domain_admin", or even be used to label IP addresses and ports such as

"DMZ" or "SSH". Contextualization is again often based on lookups, and the other big feature for

making analysts lives easier. Imagine if you could search for "external_destination_ip AND ssh"

instead of having to list IPs that are not part of your internal network and know all the ports you use

for SSH. That's clearly a much better solution!

Let's use a final Logstash configuration to add some context to the logs. In this last configuration

we'll have Logstash look for traffic to ports 22 and 2222 and tag both of them as ssh . We'll also

have it look for traffic sourced from anywhere outside of the United States and label it as 

outside_of_county_connection . This type of label could be useful for a company worried about

credential theft and knows that source IPs for this server should only come from inside their home

country.

Quit the currently running Logstash by pressing "Ctrl + c" twice on the Logstash window. Once

the terminal is back, enter the following command to restart Logstash with a new configuration that

tags relevant logs with ssh  and outside_of_county_connection  categories.

sudo /usr/share/logstash/bin/logstash -f /labs/3.2/categorized.conf
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After you see the line [INFO ] [Api Webserver] agent - Successfully started Logstash API 

endpoint {:port=>9600}  print to the screen, Logstash is ready to go (this may take 15+ seconds).

Move the second terminal (the agent terminal) and type the command below to send the same 10

lines from the ufw log as before:

You should see the following output:

We now have labels attached to our data! Using our parsing, enrichment, and categorization we

now could search our firewall logs for tags=ssh AND tags=out_of_country_connection  and get

the answer, something that would've been impossible with the logs in their unenriched format! To

grep 61.184.247.6 /labs/3.2/ufw.log | head -n 1 | nc -q 1 localhost 9999
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finish out the lab, let's check out this data, which has been pre-ingested in this format into

Elasticsearch.

Quit Logstash by pressing "Ctrl + c" twice on the Logstash window and close the second terminal.

6. Testing the output

Open a Firefox browser by clicking on the icon in the upper bar of the virtual machine and click the

Kibana bookmark bar.

Once inside Kibana, select the "Dashboard" item on the left side and then select "Firewall

Dashboard":
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You should now see the firewall dashboard. This view shows all the scans incoming to the server

that produced the firewall log we have been looking at. 
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This dashboard contains several items that would be impossible to do without the enrichment and

categorization we applied to the firewall logs:

The map shows only traffic that was sourced from outside the United States - which is enabled

through applying the filter in the search bar.

The "Source Organization" bar chart shows us the organization that owns the IP address the

traffic came from. This information was not available in the original logs, but the enrichment has

added it

The "SSH Scans by Port and IP" pie chart is created by filtering for any traffic that matches

"tags:ssh", which as you can see, combines traffic from both port 22 and 2222. 

If you want to see how the "ssh" categorization works, change the filter in the search bar to 

tags:ssh . The dashboard will immediately filter to SSH login attempts only. 

Feel free to explore the data in the dashboard or the raw data in the Discover tab. All activity was

recorded between 2019-02-12 and 2019-02-19. 

• 

• 

• 
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Lab Conclusion

In this lab we walked through the steps that logs commonly go through as they are ingested into a

SIEM. The goal was to show that logs can go through several types of transformations from their

point of collection, and those transformations are not only important for your own searching

capabilities, but also for making logs better!

In this lab, you have: - Looked at how a SIEM collects and ingests logs - Explored various common

log formats - Seen how parsing affects search capabilities - Added geoIP and source organization

enrichments to firewall logs - Applied categorization to a firewall log - Seen the resulting

improvements from adding enrichment and categorization

To shut down the services used for this lab go back to your terminal window (or open a new one)

and enter the commands below:

Lab 3.2 is now complete!

cd /labs/3.2
docker-compose down
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Lab 3.3 - Malicious File Identification

Objectives

Learn how to do basic triage of commonly weaponized files

Use OSINT to quickly produce actionable information 

Learn some basic ways to take apart malicious files

Exercise Preparation

This lab will not require any extra software, to prep for this lab, simply open a terminal by clicking

the icon in the upper bar of the virtual machine.

• 

• 

• 

Danger

THIS LAB CONTAINS REAL, LIVE MALWARE SAMPLES, HANDLE

THEM WITH CAUTION AND DO NOT MOVE THEM TO A WINDOWS ENVIRONMENT!



Tip

Remember to use the copy to clipboard button - it will be very helpful for this lab!
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Exercise Walkthrough Video

Lab Steps

1. Identification of unknown files

In this first step we will show the process for identifying an unknown group of files. First however, a

quick explanation about why this skill is important. 

While a file's extension should faithfully tell you what type of file a sample is more times than not,

there are situations where this may not be the case. Malware that has taken over a machine may

make vague requests to download files without a useful name or extension. 

Here's an example of of a situation just like that. The picture below is from a PCAP of the "Virut"

worm. In this PCAP we can see that HTTP is used to make a GET request for a file, but on the

server it is simply called "x". What is "x"? 

SEC450 - © 2019 John Hubbard Page 2

© SANS Institute 2020

634ea992c4dcba2ae1b930855a8c129f

0mamaloney0@gmail.com

22844595

David Owerbach

ohNrhAfzA3YUEB7zYQeMv7asRrrC6mmK

liveLic
en

se
d T

o: 
Dav

id 
Ower

ba
ch

 <0
mam

alo
ne

y0
@

gm
ail

.co
m> A

pr
il 2

8, 
20

20

Licensed To: David Owerbach <0mamaloney0@gmail.com> April 28, 2020



The headers for this transaction give us no idea. It's possible that after the download the malware

will write this file to the drive with a different and more useful name, but for now, we are left

guessing. This is a common situation with malware, attackers know that defenders are looking for

obvious malicious file type downloads, so we need a way to take a file simply called "x" and

understand what it is in case we either run into it on a host, or see it on the network. 

The answer to this problem is to look at the actual bytes of the file, either manually or with an

automated tool, and try to find the answer. In this lab step, we'll take both approaches for a group of

files. To start the scenario off, we'll assume that we've already either downloaded the files from a

malicious URL, carved them out of our own network traffic, or found them on a hard drive.

In the folder /labs/3.3  there is a compressed archive called samples.zip. The zip file is encrypted

with the password infected , which is standard industry practice for moving files that are potentially

dangerous. Inside the zip file there are a set of files with vague names. Our job will be to identify

what each of them are as quickly and accurately as possible. Type the following command to switch

to the folder, unzip, unencrypt, and list the files:
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At this point you will need to type the password infected  on the command line. You should see the

following output:

You should see the following samples listed:

In this set, there are some files that are labeled with file extensions and others without them to

represent the range of ways you might encounter files to triage. 

Files with extensions - The way you might find a file as an email attachment or downloaded by

a normal browser interaction

Files named as hash values - this format commonly encountered when downloading samples

recorded by security appliances, they are also often compressed and encrypted using the

password "infected". 

cd /labs/3.3
unzip samples.zip

cd /labs/3.3/samples
ll

• 

• 
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Files without any useful name - Some files you may find downloaded or on a hard drive with no

useful name designation at all. These are the ones that are most confusing for newer analysts. 

If our goal is to triage these files, the first step will be to identify what they actually are.

One of the quickest and easiest tools to use for the job is the file  command. As an argument you

can give it a single file or a wildcard and it will evaluate all the files in a folder at once - exactly what

we need!

Run the following command in your terminal:

You should see the following output (highlights added for clarity):

That was easy! Reading the output, it now appears we have:

2 PDF documents

2 Word documents, one in the old "Composite Document Format" style, and one with an ".rtf"

extension that appears to be the new 2007+ format

A Rich Text Format file (RTF) (with the .bin extension, this is not the file that is actually labeled

with an .rtf extension) 

An ASCII based text file

A Windows Executable (PE32) - "x", our mystery file!

How does file  do this? It works by first checking if a file is a special system type object (named

pipes, symbolic links, sockets), then it checks for "magic byte" matches using a list of known file

types and corresponding byte sequences. If those don't match, it then evaluates the content of the

file to see if it seems to be a text file based on the ranges of the bytes inside.

• 

file *

• 

• 

• 

• 

• 
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While file is very good at what it does, there are a few situations where it might not give you enough

information. One is for text files, in the case above, we know that PIC036117424-JPG.js  is text, but

if it weren't labeled with .js, we would still need to figure out what type of text file it might be. It could

be JavaScript, a Visual Basic Scripting file (vbs), PowerShell code, or just plain old text file that can't

execute. The file program cannot make the distinction between purely text based file types so with

these, you'll have to look at the text to verify. 

2. Malicious script examination

Let's check what the PIC036117424-JPG.js file looks like. Run the following command in your

terminal to view it.

You should see that the contents look like this: 

Is this JavaScript? It is, it's just very obfuscated and hard to tell. It also happens to be a great way to

get the clue that this is probably malicious JavaScript! There are very few circumstances when a

developer would write byte code into a variable like this. Malware authors will do this to avoid

signatures however.

To see some slightly more normal looking code scroll down to the bottom of the file, here there are a

few functions and more normal looking variable definitions. It still doesn't make any sense to the

human eye however, this is a hallmark of obfuscated code. To create code like this malware authors

will write it in the normal way, then run it through a program that turns it into a big mess as we see

code PIC036117424-JPG.js
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here, while keeping the functionality the same. Code like this is not meant to be maintained in this

state - and it shows!

We've confirmed the .js file is indeed JavaScript, and that it is obfuscated in a way that certainly

makes it seem malicious. While we don't know for sure (some JavaScript code for tracking and ads

is also highly obfuscated in various ways), the nature of the obfuscation looks closer to malicious

script than tracking script - your sense of which is which will develop after seeing multiple samples

over time. The common script based malware such as JavaScript, VBS, and PowerShell tend to be
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the most easily identified malicious files. Since they are text based you can safely open them up

and look at the context with any text editor (as long as the editor won't attempt to run them).

Notepad++, VS Code (as we've used here), or just using cat , less , or the Windows equivalents 

type  and more  can safely display text without fear of compromise. If you look at the code and see

long broken up strings with variable names that you would never use, it is almost certainly a

malicious script.

Click the X in the upper right of the Visual Studio Code to close the window.

3. Legacy format Office document examination

Next, let's take a look at the Office documents. 

7c9d1107fe2e568cae88fdad20af0476e6b0326513cd25de15f1349f143b4bd8.bin  - A pre-2007

format Word document

STANDARD_CHATRERED_BANK_SWIFT_TELEX.rtf  - A document curiously labeled as an RTF, but

found to be Microsoft Word 2007+  by the file utility.

Analyzing these two types of documents requires different tools as the pre-2007 format is drastically

different than the newer style XML-based files. 

First, it's been true for a while that most malicious Word documents are weaponized via auto-

running macros. It's also true that adversaries like pre-2007 files for this purpose because they can

use the extension .doc  and not reveal that the file is macro-enabled. Post-2007 XML-format based

files ( .docx ) become .docm  files once a macro is embedded, which lowers their chance of fooling

the victim into opening it. Using this information, we'll start with the assumption that the file 

7c9d1107fe2e568cae88fdad20af0476e6b0326513cd25de15f1349f143b4bd8.bin  is a weaponized

Word document with an embedded macro.

How can we verify this from a Linux machine, which is unable to open the file? Fortunately Didier

Stevens - SANS ISC Handler and all-around malware specialist has created a set of python scripts

called "oletools" that can help extract information from Office documents in this format. These tools

have been pre-installed in the virtual machine. The tool from the set that we'll use to analyze the file

• 

• 
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is called "olevba", a script that will parse the document and attempt to extract any macros inside,

giving us a way to triage the document without ever having to open it!

Type the following command into your terminal. (If you are not copying the command with the

clipboard, now is a great time to know that Linux command lines provide file and folder name

completion when you push the Tab  key.)

There will be a lot of output from this command because olevba is taking apart all the separate

pieces of the documents macros and dumping them to the screen. If you scroll up near the top of

the output you'll see a section where this is another clearly obfuscated piece of macro code:

olevba /labs/3.3/samples/
7c9d1107fe2e568cae88fdad20af0476e6b0326513cd25de15f1349f143b4bd8.bin
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Random function names, random variable names, and nonsensical statements - it's textbook

obfuscation again. Another indicator that this is highly likely to be a malicious file (in a real situation,

context on where and how the file was acquired could also help add clarity to whether this file is

likely to be malicious or not, developers sometimes obfuscate their code for protection as well).

What else can we tell from this output? If you scroll closer to the bottom, there is another section

that shows an interesting group of characters:

This is base 64 encoding, another great hint that something bad may be going on here. We can

easily decode this set of characters using the base64 -d  command on the command line:

That command gives the following output - more highly obfuscated script, but this time it's

PowerShell! If you look at it hard enough, you can see parts of the command and control URLs as

well. From here, it would just be one more layer of de-obfuscation before you could find and block

the URLs involved in one of these infections.

echo [base64string] | base64 -d
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At this point it's more than clear that this is not only a malicious Word document with a macro, but

that macro also uses PowerShell as a second layer to execute additional code. When that code

executes, from what we've seen in the obfuscated PowerShell code, we can also say it will reach

out to one or more pre-determined addresses and likely download a second stage. This would be all

the information we would need to hunt down anyone who has opened it in the environment. 

4. Modern format Office document examination

What about the second Word document? Let's try the same approach on this file to see if it's a

macro-based attack. Type the following command to check the file for macros with olevba.

This output should look like picture below:

olevba /labs/3.3/samples/STANDARD_CHATRERED_BANK_SWIFT_TELEX.rtf
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Interesting, olevba says there are no macros, what else could it be? Another common option is to

use the features of Word to embed a malicious file inside a document. Let's walk through how to

check for and extract these types of files.

Recall that we mentioned that XML format 2007+ Office documents are actually valid .zip files? We

can use this fact to easily take it apart and look at what is included. Enter the following commands

into a terminal to take make a copy of the document called "word.zip" in the /tmp folder and extract

its contents there. 

You should see the contents of the word document being inflated - note how many individual files

this creates! Often when there are embedded files, you can find them in the ./word/embeddings/

as what is called an OLE object - the format Microsoft uses to store embedded items.

Check the folder we've just expanded with the command below:

You should receive the response there is a single file - oleObject1.bin in the folder. The oletools set

has a different tool called oleobj  to examine this type of file and dump all contents. Use the

following command to investigate the contents of this embedded object.

You should see the following output:

cp STANDARD_CHATRERED_BANK_SWIFT_TELEX.rtf /tmp/word.zip
unzip /tmp/word.zip -d /tmp/

ls /tmp/word/embeddings

oleobj -d /tmp/ /tmp/word/embeddings/oleObject1.bin
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We've exposed this file's secret! It has an embedded screensaver format file called 

XLSX_Excel_DOCUMENT_SCAN16731552_xlsx.scr  - clearly an attempt to try to fool the user. It likely

tries to convince the user to double-click the embedded file in the document causing it to run and

infect the machine! Remember, .scr files are just specially designed Windows executables, so they

are every bit as dangerous as an .exe. We can confirm the file type of this newly dumped

embedded file with the following command:

This shows that .scr files are still just executable files:

Our job is done here - we've again been able to prove that this is a malicious file, and even

identified and extracted an embedded file within it, without even opening it in Word! :)

5. Malicious PDF examination

Next let's turn the attention to the PDF files. When PDFs are used for phishing, there are a couple of

tactics that are most commonly used:

Social engineering the receiver into clicking a URL in the document, leading the victim to a

malicious website

JavaScript code that attempts to take action like taking the user to a malicious website (similar

to a macro)

Exploits against the PDF reader itself

We have two samples of PDFs we'd like to look at and quickly understand:

89182358206ed22c82142eebd196288e

details.pdf

file /tmp/oleObject1.bin_XLXS_Excel_DOCUMENT_SCAN16731552_xlxs.scr

• 

• 

• 

• 

• 
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To start to understand which of these scenarios we might be dealing with, we can use the tool 

peepdf  by Jose Esparza. The peepdf.py tool will look at the contents of a PDF and give a summary

of the types of objects it contains and if it tries to auto-execute code.

Type the following command in the terminal to run peepdf.py on the first of the two documents:

You should see the following output:

/labs/3.3/peepdf/peepdf.py -c -i /labs/3.3/samples/89182358206ed22c82142eebd196288e
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peepdf gives us a detailed breakdown of the contents of the PDF. Although interpreting this entire

output is beyond the scope of this course, what is important to understand is that a PDF file is made

of various elements that can be broken down into numbered "objects", which is what you see in the

output above in the square brackets. The highlighted box shows there is a URI in object #9 for

example.

There are certain element types such as "OpenAction" (auto-running code), URI (for links), and "JS"

and "JavaScript" for JavaScript that often act as red flags. peepdf attempts to parse the PDF

structure and identify these elements and call them out for us to investigate. Running peepdf with

the "-c" and "-i" argument causes the tool to include a VirusTotal hash check with its analysis (which

came back clean in this case), and leaves you in "interactive" mode with a prompt at the bottom.

Since in this case there are no JavaScript or automatically running actions called out, it is likely that

this PDF may simply be a link. The URI detected in object 9 is therefore where we should start,

therefore, we can use peepdf's interpreter to dump further information on that object. In the

interactive prompt type the following commands:

You should see the following output:

There we have it, a highly questionable looking link, and we've extracted it without opening the PDF.

Although the site at this URL is now down, when this attack was live it lead to a cloned version of

the Microsoft login page, and attempted to lure victims into giving out their credentials - a very

typical phishing attack.

object 9
exit
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To analyze the second PDF with peepdf, type the following command at the command line:

This PDF has a considerably more complex structure and a higher number of objects:

/labs/3.3/peepdf/peepdf.py -c -i /labs/3.3/samples/details.pdf
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In this document, there doesn't appear to be any URI objects, but peepdf does highlight the

presence of JavaScript in objects 40 and 58. Use the interactive interpreter to investigate these with

the commands below:

Scrolling back up to object 40, you should see the following items:

object 40
object 58
exit
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This reveals the JavaScript code within the document, and also the URL it likely contacts. Given the

presence of the ".alert" method at the bottom of the screenshot it also seems like this PDF may

utilize popup windows to trick the victim. With this information, we would be able to search our logs

for anyone that has visited the misspelled cyber-gurdians[.]org  as well as block access to the

domain with our proxy/DNS server. Another document triaged without opening it! :)

Type exit  on the PPDF>  and hit enter to exit analysis of this file and go back to the command line.

6. Malicious Windows executable examination

For our final file - "x", which we already know is likely an executable, instead of reversing it, which is

a very complex topic, we'll focus on confirming the identification and looking up additional info in

OSINT sources like hybrid-analysis.com or VirusTotal. Since Windows executables are not nearly

as easily dealt with as text-based files and weaponized documents it's often best to search based

off of an analysis that already exists to get the fastest answer. 

First let's confirm the file we have is indeed an executable. We know the magic bytes for a Windows

EXE file should be "MZ", followed shortly by a phrase like "This program cannot be run in DOS

mode."

The simplest way to inspect the bytes for a file is to use the hexdump command. Enter the following

command on a command line:

This will show us the first 20 lines in hex and ASCII (the "-C" argument) on the command line:

hexdump -Cv /labs/3.3/samples/x | head -n 20
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Sure enough, we see the "MZ" header, followed by "This program cannot be run in DOS mode."

followed by a "PE" header. These are all parts of the standard format of an executable file for the 

Windows operating system. Note this is not true of all operating system executables. Linux

executables, for example, start with the letters "ELF" as shown below for the cat  binary.

Given the context of this file in the beginning of the lab (a download of a file simply called "x"), it

already is pretty clear this is likely to be malicious. But to make a quick confirmation, we can also

check the hash against online sources. Calculate the SHA256 hash of the file "x" by running the

following command:
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The output produced should say: 

Checking 70b406f78bf3228df98029423445e67263b1e04c397480ce8dd7b6aba8df00ee  in VirusTotal

shows this is a well-known malicious file.

7. Leveraging OSINT for quick answers

As you can see, you can make quick work of many commonly-weaponized file types using either

tool created for file reverse-engineering, or online hash lookups. We went deeper than necessary on

many of these files to show that it is possible, but in almost all cases looking up the hash values on

common threat intelligence sites can get you an "is it malicious?" verdict almost immediately, and

speed is of utmost importance in triage.

Remember a clean verdict doesn't necessarily mean a file is safe, but a large set of anti-virus

engines all saying a file is bad is strong evidence for it being malicious. False negatives are still

unfortunately common when using AV and sandboxing engines.

Here is the command you can run to quickly calculate the MD5, SHA1, or SHA256 hashes for the

files in our samples directory

sha256sum /labs/3.3/samples/x

70b406f78bf3228df98029423445e67263b1e04c397480ce8dd7b6aba8df00ee  x

md5sum /labs/3.3/samples/*
sha1sum /labs/3.3/samples/*
sha256sum /labs/3.3/samples/*
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Take your pick of which algorithm you'd like to use and submit some of the hashes to VirusTotal. 

Most of these samples were gathered the day this lab was written, and at the moment some files

have a very low number of AV hits, or none at all. This demonstrates the delay effect that anti-virus

has from when a file is released into the wild to when it is identified as malicious. 

STANDARD_CHATRERED_BANK_SWIFT_TELEX.rtf

details.pdf

student@ubuntu:/labs/3.3/samples$ sha256sum /labs/3.3/samples/* 
3fc07ffa54818846c169f0c8f0692ed0a635898ed9a043bd4162cba6ca5c2908  
3fc07ffa54818846c169f0c8f0692ed0a635898ed9a043bd4162cba6ca5c2908.bin
7c9d1107fe2e568cae88fdad20af0476e6b0326513cd25de15f1349f143b4bd8  
7c9d1107fe2e568cae88fdad20af0476e6b0326513cd25de15f1349f143b4bd8.bin
f0a818fa5fee1e0035bb7e114b5ba7d3b3f3c843a7fc21f617341756c6afb253  
89182358206ed22c82142eebd196288e
72876365aa91525ae1dbb7d69f3211988d92b1dc16fb1458174767fe7010683a  details.pdf
e9ede83efc176b1923d1d48d4d3623851d016e11767f6f7c124d753f625f1485  PIC036117424-
JPG.js
d76fc6c90473fcb8003afc97b88240d5bbb90c265943c11e38ba16f3e36193b8  
STANDARD_CHATRERED_BANK_SWIFT_TELEX.rtf
70b406f78bf3228df98029423445e67263b1e04c397480ce8dd7b6aba8df00ee  x

Note

The detection ratios on these files will almost certainly change over time from what is captured here.
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)

3fc07ffa54818846c169f0c8f0692ed0a635898ed9a043bd4162cba6ca5c2908.bin

7c9d1107fe2e568cae88fdad20af0476e6b0326513cd25de15f1349f143b4bd8.bin on Hybrid-

Analysis.com
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In summary, knowing how to quickly identify a malicious file through hash lookups as well as

manual verification will be an important analyst skill. When online checks fail (as they often will with

new viruses), falling back to internal sandboxes or even manual analysis may be necessary. 

Lab Conclusion

The goal of this lab was to show you not only how to identify file types, but also to show that you

can do triage of many commonly weaponized file types from the Linux command line. Since the files

we analyzed in this lab are some of the most commonly used as phishing attachments, they are the

most important to know well enough to spot anomalies. If you enjoyed what we have done here,

SANS FOR610 is a 6-day malware reverse-engineering course that uses these tools in much more

depth, as well as other awesome debugging and disassembly tools. It's an outstanding course for

those looking to do advanced malware analysis. 

In this lab, you have:

Positively identified a set of unlabeled/mislabeled files• 
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Quickly triaged the most commonly weaponized file types

Identified command and control servers, and embedded stage 2 executables

Seen several ways that phishing attachments attempt to socially engineer users into infecting

themselves

Performed light reverse engineer of Word documents, PDF files, JavaScript, and a Windows

executable

Enter the following command at the command line to clean up the files made during this lab:

Lab 3.3 is now complete!

• 

• 

• 

• 

rm /labs/3.3/samples/*
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Lab 4.1 - Alert Triage & Prioritization

Objectives

Apply the kill-chain to a set of alerts for triage

Use supporting evidence to help disposition incoming alerts

Use PCAPs and context to make alert triage decisions

Use a full PCAP engine (Moloch) to assist in triaging a late-stage attack

Exercise Preparation

Before starting this lab, you must start the required services. To do this, open a command terminal

from the start bar.

Once the window is open, start the services by entering the following commands at the command

line.

This command will spin up TheHive and Moloch, a full-PCAP engine that contains the data we will

use for this lab. After a minute or less, the services should be ready. To check, open the Firefox

• 

• 

• 

• 

cd /labs/4.1
docker-compose up -d
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browser using the link on the bar at the top of the virtual machine and then navigate to the

bookmark for TheHive. 

If the page loads, you are ready to start the lab.

Exercise Walkthrough Video

Lab Steps

1. Log in to TheHive and view alerts

In this lab, the scenario is we just started our shift and need to triage the items that have been

alerted on. We'll start by viewing a list of alerts that were generated by Suricata IDS that were sent

to TheHive. In this case, we will also have a full PCAP recording of the activity to help us with the

triage.

Start by logging into TheHive using the credentials below

Login: student
Password: sec450
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Next, notice the alerts tab now has items listed - click on it to view the alerts:

If there is a filter applied to the alert list you may not see the needed items, if needed, select the

"Clear filters" button:
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In this list of alerts we have 8 individual items, but only 5 unique alerts:

Unique alerts (with count included) are: 

1 x POLICY FTP Protocol Observed

3 x ET POLICY PE EXE or DLL Windows file download HTTP

2 x ET CURRENT_EVENTS Terse alphanumeric executable downloader high likelihood of

being hostile 

1 x ET INFO EXE IsDebuggerPresent (Used in Malware Anti-Debugging)

1 x SURICATA Applayer Detect protocol only one direction 

1. 

2. 

3. 

4. 

5. 

Note

For this lab, ignore the Alert timestamp in TheHive, the alerts were not imported in real time during lab creation. All

events occurred between Start Time: 2019/04/07 13:00:00.000 and 2019/04/07 13:45:00.000
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2. Considering the attack cycle, choose a plan of action

Knowing nothing about them yet but the title considers where each may fall on the kill-chain, if truly

malicious. 

An FTP alert may be a download to the internal network, in which case this alert is not a big

deal, an upload to an external site, which may be a big deal, or an internal transfer, which we

would need more context to assess. In the case of many networks, any FTP at all would be a

surprise. Most organizations no longer use this protocol as it is highly insecure. We'll assume

the case here is that we don't expect to ever see FTP in the environment, making this a highly

concerning alert. This one we will need to check into quickly to answer the question of whether

this is benign, a download (Installation phase), or even exfil stage!

EXE downloads are potentially very bad, depending on their source. The good news is, with a

full PCAP we should be able to quickly determine whether this was malicious or not. If

malicious, this would align with the Installation phase.

A "Terse alphanumeric executable" is Suricata telling us that an executable was downloaded

with a suspiciously short name. This is suspicious because malware often uses very short or

numeric executable names. This alert, combined with the EXE download is concerning, and

may represent a malware download (Installation phase). It's also interesting to note there are 2

of these alerts and 3 EXE alerts, which means 1 of them probably has a longer name.

An executable was detected that uses the "IsDebuggerPresent" API for Windows. This is a way

for executables to sense if they're being reverse engineered - a common concern of malware.

Since this alert requires an executable crossing the wire, it is likely related to one of the other

executable alerts.

The final alert "Applayer Detect Protocol only one direction" is a bit more obscure. This alert is

Suricata's application layer detection engine saying it was only able to determine that a

connection was a specific protocol for traffic going in one direction, not both, as would be

expected. This may be nothing, or it may be a protocol anomaly associated with oddly written

malware. This one is hard to judge but at its worst could be malware taking action for command

and control, or to move data. This risk level here is unclear until we evaluate the traffic. 

1. 

2. 

3. 

4. 

5. 
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Our goal at this point is to triage these alerts and find the most potentially dangerous one as quick

as possible. There are a few routes that could be taken - do we use the severity given in the alerts?

If they're known to be set correctly this would be a good place to start (in this case we'll assume

they are). 

3. Work through the highest priority alert

To start, we'll begin with the FTP alert because it's highly concerning, easy to verify, and also

represents a potential late-stage attack. To view alert details in TheHive, click on the "Preview and

Import" button on the right side of the page as shown below.

You should see the Alert Preview window pop up with additional detail from the Suricata alert.
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Take a look at the observables section, which has data imported from the Suricata alert (mouse

over the values to see their description). It seems this was an internal FTP transfer, and due to the

way FTP works, the payload of this alert is not shown (when it is, it is filled into the Description box).

We also have the "Community ID" string. This string will help us research this transaction in other

tools, as it should be the exact same value as recorded by Suricata and Moloch.
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An internal transfer is curious - it's not clearly malicious, but given the context that it's a protocol

banned from the network its presence is highly odd. To figure out what happened here we'll need to

move to the full PCAP to view the session. FTP is a plaintext protocol so both the login and the data

transferred can be easily viewed with a tool like Moloch.

To view this transfer in Moloch, open a new tab in Firefox and select the Moloch bookmark bar item.

Login with the following credentials:

Once Moloch is open, we need to search for the Community ID of the transaction from the alert.

Copy and paste the following times into the search time scope: 

Then put the search term below (the Community ID from the alert) into the search bar, then press

"Search":

You should see one hit returned (as expected with a Community ID based search). On the left side

of the line, click the green "+" icon to expand the hit and look at the details (#4).

username: admin
password: sec450

Start Time: 2019/04/07 13:00:00 
End Time: 2019/04/07 13:45:00

communityId == "1:b0prRxzQZFylSkvaLbmfQZEI\/ew="
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Within this expanded item are the details for the FTP transaction. Scroll underneath the higher layer

details to see the packet contents. Since FTP is plaintext we can see the actual login and file

transfer that was initiated. 
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It seems there was an account called user_1  that logged in with pass12345  as a password. That

user then initiated the transfer of a file with the STOR 04072019_130741text_data.txt  command.

The transfer completed and the connection terminated. 

Due to the way the FTP protocol works we cannot see the actual file content from this flow. For file

transfer, FTP uses a separate connection on a higher numbered port, so we must modify the search

to include all traffic between these two IP addresses and attempt to find it. 

Let's change the search to show any packets from the source of the login to the destination FTP

server. In Moloch, even without knowing the field names used it's easy to craft a search. 

To add our source IP and destination IP scroll back up to the high-level IP details and click on the

source IP and then click "and 192.168.42.140" to add it as a search parameter.
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Follow this by doing the same for the destination IP:

Click the red 'X' to fold up the opened session.
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Now look back up to the search bar and you should see the new terms added:

Remove the Community ID string that is still there from the previous search. Leave only the text

below: 

Press the "Search" button. You should now see 3 entries for flows between these two machines:

ip.src == 192.168.42.140 && ip.dst == 192.168.42.216
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Of these flows, it seems one of them has a destination of port 80, which is odd, and another with 2

high numbered ports - most likely the FTP file we're seeking. Click the green "+" sign on the left to

open up this flow. Once open, scroll down to the content of the transfer:
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It looks like this was a file full of sensitive data - Social Security Numbers! This just got very bad!

Why is someone using an anonymously named account user_1  to transfer social security numbers

across the internal network, it seems this is an attacker that may be staging data on a system just

before exfiltration!!
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There's one final question - What was that other flow between the two systems that used port 80?

Click the red "X" to close the FTP file data transfer item in Moloch and click the green "+" on the

destination port 80 flow to see what this was:

It seems this was a POST request using a Python user-agent - rather anomalous for two internal

systems. Scroll down to reveal the content of the POST request:
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It looks like this is sensitive data as well, but this time it's credit card numbers! There's definitely

something terrible going on here since it seems 192.168.42.216  is being used to stage customer

data for exfiltration! Time to start a case in TheHive since this is a confirmed incident. 

Switch back to TheHive tab in Firefox where the "FTP Observed" Alert Preview window should still

be open (open it again if it is not). In the bottom right corner, there is the "Yes, Import" button that

will turn this alert into a Case to be taken on by the incident response team. (In a production
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scenario, we would also choose a playbook for immediate action from the drop down.) Click the

"Yes,Import" button to create a case in TheHive:

This will bring up a newly created case:
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We'll write a quick description of our triage investigation, click the pencil and fill in the description

box with:

SEC450 - © 2019 John Hubbard Page 19

© SANS Institute 2020

634ea992c4dcba2ae1b930855a8c129f

0mamaloney0@gmail.com

22844595

David Owerbach

ohNrhAfzA3YUEB7zYQeMv7asRrrC6mmK

liveLic
en

se
d T

o: 
Dav

id 
Ower

ba
ch

 <0
mam

alo
ne

y0
@

gm
ail

.co
m> A

pr
il 2

8, 
20

20

Licensed To: David Owerbach <0mamaloney0@gmail.com> April 28, 2020



Since we're focusing on triage and not incident response, we'll leave this alert here for now. Press

the green check mark to save the Description:

Although we're stopping here, if this were a real situation, at this point you'd immediately alert SOC

management of your findings and begin containment procedures as soon as possible! Now it's time

to take a look at the rest of the alerts

4. Assess the "executable download" alerts

Go back to the alerts tab in TheHive. You will now see that that FTP download alert has an

"imported" status instead of new, or, if you have the default filter on, it will not be listed at all.

Confirmed exfiltration of data using FTP and HTTP from 192.168.42.140 to 
192.168.42.216 2019-04-07 13:07- 2019-04-07 13:08. See Moloch for details.
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If the "New events" filter is not selected, select it to only show the events (alerts) we haven't dealt

with. (Note that the language used by TheHive here isn't exactly the same as we use it in the class.)

You now should be looking to pick the next most-dangerous looking alert in the pile. Since

everything left is related to an executable except the "Applayer detect protocol only one direction",

let's open that one quickly. Select the Preview and Import button on the right side of the alert.

The Preview Alert pane will appear. 

Examining the details, we can see that this alert is actually for the exact same event we already

triaged (FTP alert). The source and destination IP are the same and so is the Community ID, which
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means this is merely another alert that the FTP or HTTP transaction set off. Near the bottom of the

Alert Preview pane, Case #1 is suggested due to overlapping indicators and TheHive offers to

merge this alert with the already created case! Click the Merge in this case button.

You will now be brought back to Case #1's screen, and the page will now say "2 alerts" since the

second one has been merged with the case. Needing to aggregate multiple different alerts for a

single flow of traffic is a very common occurrence in triage - when there is a single flow that triggers

multiple different violations, you may receive multiple alerts on the exact same data. This is why the

ability to auto-detect and merge cases is a crucial and useful feature of any incident management

system. 

Click the 2 alerts button to see the two alerts we have associated with Case #1 now:

Click back to the Alerts tab again to continue triaging.
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Speaking of multiple alerts for the same flow, it seems like that is going to be the case for at least

some of the executable alerts as well. Where should we start? The only high priority alert left is the

"INFO EXE IsDebuggerPresent" alert. Click on the alert "Preview and Import" button to see the

details.

This is a very different alert that shows the details of an HTTP transaction and response. We have

the following info:

If you are famliar with this domain or user-agent, you may already have an idea what's going on

here. BITS is Microsoft's background downloading tool and the file it appears to be downloading is

called GoogleUpdateSetup.exe . The question is, is it a "real" google update? To check this we can

use the IP address and domain name - gvt1.com . 

A quick check on this IP address would indeed turn up that it is within Google's Network and that 

gvt1.com  is owned by google and used to push Chrome updates. The whois  command can help

us out here:

ip          65[.]206[.]58[.]12
ip          192[.]168[.]42[.]194
text            1:c0V6ltx+CgelxLweOmauLMvG01I=
domain          r1---sn-8xgp1vo-ab5e[.]gvt1[.]com
url             /edgedl/release2/update2/ANrcqf-u-0tl_1[.]3[.]34[.]7/
GoogleUpdateSetup[.]exe?cms_redirect=yes&mip=173[.]59[.]39[.]8&mm=28&mn=sn-8xgp1vo-
ab5e&ms=nvh&mt=1554668213&mv=u&pl=23&shardbypass=yes
user-agent  Microsoft BITS/7[.]8 s
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We can also find on this page that Google themselves list as a Chrome update domain:

$ whois gvt1.com

<snip>
Domain Name: gvt1.com
Registry Domain ID: 1414012301_DOMAIN_COM-VRSN
Registrar WHOIS Server: whois.markmonitor.com
Registrar URL: http://www.markmonitor.com
Updated Date: 2019-01-30T02:54:20-0800
Creation Date: 2008-03-03T00:00:00-0800
Registrar Registration Expiration Date: 2020-03-03T00:00:00-0800
Registrar: MarkMonitor, Inc.
Registrar IANA ID: 292
Registrar Abuse Contact Email: abusecomplaints@markmonitor.com
Registrar Abuse Contact Phone: +1.2083895740
Domain Status: clientUpdateProhibited (https://www.icann.org/
epp#clientUpdateProhibited)
Domain Status: clientTransferProhibited (https://www.icann.org/
epp#clientTransferProhibited)
Domain Status: clientDeleteProhibited (https://www.icann.org/
epp#clientDeleteProhibited)
Registrant Organization: Google Inc.
Registrant State/Province: CA
Registrant Country: US
Admin Organization: Google Inc.
Admin State/Province: CA
Admin Country: US
Tech Organization: Google Inc.
Tech State/Province: CA
Tech Country: US
Name Server: ns1.google.com
Name Server: ns3.google.com
Name Server: ns4.google.com
Name Server: ns2.google.com
<snip>
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Therefore we can dismiss this alert since it is a false positive. Google must also use the

"IsDebuggerPresent" API call in their Chrome updates - something useful to know in case you see

this alert in the future. This also means we have potential for other false positives in the list since

the alert wasn't "wrong" per se - an executable was downloaded, it just wasn't a bad one. How can

we tell what other alerts would be associated? Anything that mentions gvt1.com  would be a good

clue, but the community ID ( 1:c0V6ltx+CgelxLweOmauLMvG01I= ) would be an even better tie to this

transaction. 

For this alert, dismiss it by clicking "Mark as read" in the lower left hand corner. We will not turn this

into a case since this was a legitimate download of Chrome.

SEC450 - © 2019 John Hubbard Page 25

© SANS Institute 2020

634ea992c4dcba2ae1b930855a8c129f

0mamaloney0@gmail.com

22844595

David Owerbach

ohNrhAfzA3YUEB7zYQeMv7asRrrC6mmK

liveLic
en

se
d T

o: 
Dav

id 
Ower

ba
ch

 <0
mam

alo
ne

y0
@

gm
ail

.co
m> A

pr
il 2

8, 
20

20

Licensed To: David Owerbach <0mamaloney0@gmail.com> April 28, 2020



The alert should disappear from the Alerts list. As we triage the last 5 alerts, we'll continue on and

remember to look for gvt1.com  and the known false positive Community ID in the following alerts. 

We now have good reason to believe at least some of these alerts will be related to the Chrome

download, but not all of them. Since the the "Terse alphanumeric executable" alert doesn't seem to

match with what we saw from Chrome (the filename GoogleUpdateSetup.exe ), it is likely unrelated,

so that would be a smart place to go next. While obviously not all executable download are bad,

many "terse alphanumeric executables" are. 

To start, click on the "Preview and Import" button for the alert with reference ID 3ad0d3  (these are

random unique identifiers created by TheHive).

This will bring up the "Alert Preview" pane for the alert:
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This is a very different alert than the Chrome download. The key items that stick out are the

destination IP, domain, and URL that was used.

Suricata correctly detected this as a tersely-named file, and the domain name it came from doesn't

look great either. Let's search for this activity in Moloch and see what other information we can find

about the interaction. 

Flip back to the Moloch tab and enter the following search parameters and press "Search":

ip      192[.]168[.]42[.]194
ip      47[.]75[.]19[.]163
text    1:CDMFqvq7UCGb5sRYCuPcKQIq0r4=
domain  bucket-chain[.]oss-cn-hongkong[.]aliyuncs[.]com
url     /xwo[.]exe

Start Time: 2019/04/07 13:00:00 
End Time: 2019/04/07 13:45:00
Search terms: communityId == "1:CDMFqvq7UCGb5sRYCuPcKQIq0r4="
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This again will return only one hit, click on the green "+" to open the details. Scroll down to the

HTTP, Source, and Destination areas to see the application layer detail about the packets.

At (#1) you can see the original GET request for the executable and the "Host" header used in the

request. At (#2) you can then see that there was indeed an executable returned for the request, not

a surprised. What can we do next to quickly decide if this is a bad executable or not? One of the

fastest ways is usually a check against the hash of the file. The great thing about Moloch is that you

don't have to do any extra work! The md5hash of the response body, which is the file in question, is

calculated for you (#3)!
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Since the MD5 is already calculated and ready to use, we can simply put into any hash checker we

have available. This could be your internal threat intel platform, vendors feeds, or OSINT sites. For

demonstration purposes, use VirusTotal to search this hash.

Click here to load the VirusTotal page for this file. Here is a screenshot of what the VirusTotal page

looks like currently (note detection ratios will likely change over time):

It seems the evidence is pretty clear on this one, this is a virus download, which is in a literal sense

the Delivery stage of the Kill-Chain, but will likely quickly be followed by the Installation phase. 

See if you can get some more context about this user and site by modifying your search. Use the

same method as before of clicking on the destination IP and adding it as a search term. This will

highlight any other interactions with the site that may explain what brought about the download. 
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This will add the term ip.dst == 47.75.19.163  up in the search bar. 

Click the red 'X' to fold up the opened session.

Now remove the Community ID string and press "Search":
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We now see that there are 5 interactions with the malicious IP address, all from the same machine.

While 3 of the 5 appear to have "0" for the "Databytes" listing column, the other two both appear to

be a download for the same malicious executable. 

Could this explain the identically named other alerts we haven't looked at? Flip back to TheHive in

Firefox and investigate...

First open the alert preview for the alert with reference c10461 :
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Yes, this is clearly the same flow as the one below it. We can tell because the CommunityID is the

same, which means it was the same network flow that tripped both alerts. That means that these

two alerts at least can be merged.

Now open the alert preview for the alert with reference number 449eb3  - the 2nd "terse executable"

alert:
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Finally open the alert preview for the alert with reference number 88492c :
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This shows the same domain and executable again, but with a Community ID of 

1:QH6xaQI45hpKXzcIxrxZAOG2xAY= , which matches the alert before, meaning these two alerts go

together the same as the first two did. 

One more alert to inspect... open the alert preview pane for the alert with reference number 

898e76 :
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This is the gvt1.com exe download that we found in the false positive, so it is not related to the

malicious downloads, and can be dismissed by clicking the "mark as read" button. This will hide it

from the alert dashboard leaving only the four related alerts left. 

You alert dashboard should now look like this:

We can now take bulk action on the alerts that are left since they are all related to the same site and

host. To do this, select the uppermost checkbox to select every item in the alert list. 

Then, click the button that says "4 selected events" and pick the option that says "New case from

selection":
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The "Create new case" box will open up to fill in the details. Put in some basic example info:

Since this is an example, we won't worry about filling in all the boxes. Press "Create Case":

Title: Malicious download confirmed
Description: Download of malicious executable confirmed with md5hash. See https://
www.virustotal.com/#/file/
6408c69e802de04e949ed3047dc1174ef20125603ce7ba5c093e820cb77b1ae1/details for 
details.
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You will now see your new case complete with 4 alerts listed and 6 unique observables that were

merged together.

Even more exciting - we've taken the alert queue down to zero!

You've done it, you've used Moloch and TheHive to triage 8 different alerts, both true and false

positive, and created cases with useful details for whoever will continue working the situation.
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Lab Conclusion

In this lab, you have:

Applied kill-chain and situational logic to determine the order of importance for alert triage

Use TheHive to analyze a set of real infections and false positives

Used Moloch to examine the data and come to a fast conclusion on what needs to become an

incident

Learned how to use Community ID and other fields to correlate activity across multiple tools

and identify duplicate alerts for the same network flow

To shut down the services used for this lab go back to your terminal window (or open a new one)

and enter the commands below:

Lab 4.1 is now complete!

• 

• 

• 

• 

cd /labs/4.1
docker-compose down
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Lab 4.2 - Structured Analysis Challenge

Objectives

Translate a user report into investigative evidence

Gather additional data to investigate an ambiguous alert

Use the ACH process to analyze evidence and draw conclusions

Write up a reasoned analysis based on gathered evidence to resolve an incident

Exercise Preparation

Before starting this lab, you must start the required services. To do this, open a command terminal

from the start bar.

Once the window is open, start the services by entering the following commands at the command

line.

This command will take a minute to spin up Elasticsearch and Kibana which will act as our SIEM for

this lab. To check if the services are ready, open a Firefox browser window by clicking on the icon in

the top bar of the VM. 

• 

• 

• 

• 

cd /labs/4.2
docker-compose up -d
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Once open, click the Kibana icon:

If you receive a message that says Kibana is not yet ready, give it a few more moments. You should

now see the following screen:

If Kibana is loaded, you are ready to start the lab. 
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Exercise Walkthrough Video

Lab Steps

The alert comes in...

In this lab we'll analyze a simple example of a situation you could encounter. A user reports a

situation that is a clear issue, but the source of the problem is unclear. 

Imagine you sat down at your desk in the morning and open your inbox to the following email:

To: SOC@sec450.com From: Jim@sec450.com Subject: Possible infection

Hello - I'd like to report an incident that I had this morning with my PC. This morning (2019-04-11

roughly 8:45AM US Eastern) I was browsing the web and all of a sudden my entire PC screen

was taken over with an error message showing a black screen scrolling code and a red

background saying "Microsoft Warning Alert", and that I had to call Microsoft. The PC started

audibly telling me that it had been infected and was locked. I had to do a hard reboot of the

system to get out of it even though the warning message warned me not to do that, I hope I didn't

Note

If at any time you see the following popup while using Kibana, it can be safely ignored (it is a bug that happens when

you click things quickly, and will not affect the lab).
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cause a problem! Once my PC came back up all seemed to be fine. I've attached a screenshot of

the message that I saw, please let me know how to proceed.

Jim SEC450 Corp.

You challenge in this lab is to analyze this situation using limited information and come up with the

most likely explanation. You have: 

The information from the email 

Network IDS alert, flow and application (DNS, HTTP, TLS, file-info) logs recorded by Suricata

Windows logging from select event channels (Security, System, AppLocker, PowerShell, and

Windows Defender)

Use the Analysis of Competing Hypothesis to come up with the most reasonable explanation of

what happened here. You have two options to proceed, either try the lab with no hints with the

instructions in "Option 1" below, or read through the guided solution in "Option 2"

• 

• 

• 
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OPTION 1 - NO HINTS

If you'd like to attempt this lab on your own without guidance, start here. 

Your data is available in Kibana and there are two indices worth of data, one is called Winlogbeat,

the other is called Suricata. Go to 2019-04-11 0800-0900 to see the data.

Your output should consist of:

A list of evidence you will base your assessment on

A list of potential hypotheses

A filled in ACH matrix

Tentative conclusions you could pass to an incident response team if needed

A short summary statement of your findings. This should include you assessment of the relative

likelihood of each hypothesis, a call out for any key assumptions you made, and any evidence

that could turn up later that would sway your conclusions.

You can use LibreOffice Calc (an Excel like program) to create your matrix.

• 

• 

• 

• 

• 
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When you complete your analysis, compare your findings with the analysis in the walkthrough

below. 

Bonus: If you finish early, see if you can extract the audible warning message the user claimed they

heard from the PCAP located at /labs/4.2/suricata/lab4.2.pcap .
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OPTION 2 - GUIDED STEPS

Step 1 - Hypothesis Generation

To start our analysis you first must come up with some mutually exclusive alternatives for what

might have happened. We know from the users email quite a bit of detail already and will gather

further technical evidence in the following step. In the hypothesis generation step we are not

supposed to attempt to judge or come up with the best answers, it is a brainstorm of all feasible

possibilities. For now, let's use the following options for potential causes of the user's problem:

H1 - The PC is infected with ransomware 

H2 - The PC is infected with non-ransomware

H3 - The PC lock was caused by the webpage the user visited

H4 - A "Man in the Middle" attack was used to inject the attack via the network

H5 - The error message was real

H6 - The user had no problem at all and the report was faked for some reason

At this point we have a solid list. While some of these options seem unlikely, Heuer points out it is

important to not filter out hypotheses because they are "unproven", only if they are "disproven" by

negative evidence. Although hypotheses like H6 (fake report) seem extremely unlikely, there is no

evidence disproving it, so it is a valid option to add at this point. In fact, Heuer points out that this is

the stage where most analysts fail to consider the important hypothesis of "deception", so we will

keep it in the list.

Step 2 - Gathering of significant evidence

Now that we have our starting set of hypotheses it's time to start collecting evidence. First, list some

pieces of evidence you have from the email that was sent in

The user's screen was taken over and they were unable to use their computer

The user received an audible warning message

• 

• 

• 

• 

• 

• 

• 

• 
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The error told the user to call a tech support number within a time limit to fix the problem

The error message contained what appeared to be meaningless cmd line output

The error message told the user the machine was "infected with pornographic spyware and

riskware" and that data was being stolen

To gather further evidence we can use Kibana to search the network an host logs for the time in

question to get an idea of what was going on. The data for this incident is available in Kibana for

your searching but since the focus of this lab is not the use of Kibana we will fast-forward a bit

through the individual steps of crafting the searches. Instead, of showing search instructions step by

step, the output of the types of searches you might conduct to gather additional information will be

used. The instructions are given for following along if you'd like, or you can simply read through the

evidence gathering section.

2.1 Investigate browsing history

As a first step to try to scope the incident could be to start investigating with the http logs. 

To see the logs, in Kibana, click the Discover tab to open the log search interface:

To search for http logs from Suricata in Kibana, craft a search for the following dates using the

"suricata" index by copying and pasting the below times into the "Absolute" time setting box in the

Kibana date picker:

• 

• 

• 
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Start: 2019-04-11 08:00:00.000
End: 2019-04-11 09:00:00.000
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Then, filter the results to only logs from the "Microsoft-Windows-Windows Defender/Operational" log

channel using the filter below:

Then select the columns for:

This will help get a clean view of the activity as we scroll through. Your search should look like this:

event_type:http

http.http_method 
http.hostname
http.url
http.http_refer
http.http_content_type

SEC450 - © 2019 John Hubbard Page 10

© SANS Institute 2020

634ea992c4dcba2ae1b930855a8c129f

0mamaloney0@gmail.com

22844595

David Owerbach

ohNrhAfzA3YUEB7zYQeMv7asRrrC6mmK

liveLic
en

se
d T

o: 
Dav

id 
Ower

ba
ch

 <0
mam

alo
ne

y0
@

gm
ail

.co
m> A

pr
il 2

8, 
20

20

Licensed To: David Owerbach <0mamaloney0@gmail.com> April 28, 2020



Since this log contains only data from this user and is sorted in reverse chronological order, you can

see the activity ends at 8:46 (which may be adjusted for your timezone), which is when we can

assume the user reset their PC. Scrolling down a bit further to 8:44, there are a few highly

suspicious URLs:

The domain secure-serve[.]services  seems to have pages with URLs that match the user's

description - /call-now1/security.php .

To get some information on why the user was on this domain in the first place, scroll down further to

the first entry where the domain secure-serve[.]services  appears, at 08:42:40.791 . This log is

a link between what appears to be the malicious site and the one the user was visiting before:

This tells us that the URL hxxp://www.freesafesoft[.]com  sent the user to the likely malicious

site. Perhaps it was malvertising, or some other intentional redirect, but we now can see how the

user got to the final site where the incident occurred. Analyzing the rest of the users browsing traffic
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could reveal why they were on hxxp://www.freesafesoft[.]com , but that question is not of

concern for right now. 

There are some additional pieces of subtle evidence in the logs, part way through the interaction

with secure-serve[.]services , is the following:

It seems MP3 audio files were downloaded as part of the suspicious page, which matches with the

user's description of their PC audibly warning them. There are also logs to show that the page was

delivered over HTTP (instead of https), which opens the possibility of network tampering. 

With this information, we can now add to the evidence pile:

User was redirected to a suspicious URL from a previous page they visited

The suspicious page downloaded audio files

The suspicious page was delivered over HTTP

We also know that the first moment the suspicious domain was contacted was 08:42:40.791, which

scopes the incident. 

2.2 Checking for evidence of viruses

Since we can be fairly sure the user hit a malicious website, a logical next step would be to evaluate

the system for evidence of infection since that relates to hypothesis H1 and H2. This information

could be easily sourced from two places:

Windows Defender logs (for viruses that have been found)

Process creation logs (for viruses that were not identified, but may be obvious)

• 

• 

• 

1. 

2. 
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To search for identified viruses in Kibana, craft a new search for 0800-0900 on 2019-04-11 using

the "winlogbeat" index.

Then filter the results to only logs from the "Microsoft-Windows-Windows Defender/Operational" log

channel using the filter below:

Select the columns for "winlog.event_id" and "message". You screen should look like this:

winlog.channel:"Microsoft-Windows-Windows Defender/Operational"
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Notice there are only 6 hits for the virus engine during this time. Scrolling through them, it is clear

none of them are the event ID or message for a virus being found:

We can add to evidence:

No viruses were detected by Windows Defender during the incident

What about process creation logs? To investigate these, modify your search to scope the search

time to 08:41 to 08:46 (staying on the "winlogbeat" index). Clear the current search bar items and

add only the search term below to filter the data for process creation events:

Your screen should look like this:

• 

winlog.event_id:4688
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We know this is about when the incident occurred, and since process creation logs are higher

volume, we don't want to see everything. Once the search is run you should see 36 hits. To show

the process command line, add the column from the field list on the left side of the screen:
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Scrolling through them shows most everything was started via svchost.exe or run out of C:

\Windows\System32 . To view this easily, you may want to remove the "message" column from the

display:
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Since there are no oddly named entries running scripts or other suspicious entries like executables

out of a temp folder, we can say at this point that it doesn't appear that any infection occurred. Given

that, we'll add to the evidence:

Process creation logs show no new suspicious processes during the time of the incident. • 
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Now that we have some additional information, here is our body of evidence in total that will be used

to do the evaluation:

The user's screen was taken over and they were unable to use their computer

The user received an audible warning message

The error told the use to call a tech support number within a time limit to fix the problem

The error message contained what appear to be meaningless cmd line output

The error message told the user the machine was "infected with pornographic spyware and

riskware" and that data was being stolen

User was redirected to a suspicious URL from a previous page they visited

The suspicious page downloaded audio files

No viruses were detected by Windows Defender during the incident

Process creation logs show no new suspicious processes during the time of the incident. 

Step 3 - Matrix creation and diagnosticity evaluation

Now that there's a list of evidence and hypotheses, it's time to evaluate the evidence. Run the

following commands in a terminal to open up an empty ACH matrix template with the evidence and

hypotheses pre-filled in.

You should see the following file:

• 

• 

• 

• 

• 

• 

• 

• 

• 

libreoffice /labs/4.2/ach_empty.ods
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When it comes to ACH scoring techniques, they can be as complicated or as simple as desired.

Often using "+", "-" and "NA" is sufficient for marking each individual item as either consistent with a

hypothesis, inconsistent, or irrelevant respectively. These markings can be supplemented by use "+

+" or "--" for major points that are either extremely relevant or inconsistent. 

After the scoring is over, each mark can be used as a "+1" or "-1" point to come up with totals for

each hypothesis. You could also include additional factors like relevance and reliability factors to

tweak point values. Since we're doing a basic example using an Excel-like tool, we'll use -1 and +1

(or 2) directly so that the SUM function can be used to count totals for us. 

3.1 Evaluating screen take over

The user's report came with the detail that the screen was taken over and they were unable to

continue working until they hard-reset the machine. How does this relate to each hypothesis?

H1 (infected-ransomware): 2 - This is very common for ransomware, so right off the bat, we'll

give this detail a point value of 2 because it describes ransomware perfectly.

• 
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H2 (infected-non-ransomware): 1 - Non-ransomware (scareware type viruses) may do this, it is

consistent

H3 (Fake AV scam from website): 1 - Fake AV alerts from websites are known to take over

screens to fool users.

H4 (MitM attack): 0 - There's no way to say what would happen in this case, so we'll give it a

zero.

H5 (Real error message): 1 - A real error message takes over the screen in certain scenarios

like the blue screen of death. This is weakly feasibly, but consistent.

H6 (Fake report): 0 - This is not applicable to this evidence, so it gets a zero.

Enter the following into your table for this piece of evidence, your table should now look like this:

 

3.2 Audible warning

The user claimed their PC started speaking out loud over the speakers, which is odd. Let's match

this up with our hypotheses:

H1 (infected-ransomware): 1 - Ransomware could conceivably do this

H2 (infected-non-ransomware): 1 - Other malware could conceivably do this

H3 (Fake AV scam from website): 1 - Fake AV alerts from webpages could do this

H4 (MitM attack): 0 - MitM has no inherent link to playing sounds, so this is a zero.

H5 (Real error message): 0 - Windows does not speak to you when there is an error message,

but other programs conceivably could. This could be arguably be a "-1" but we'll use a zero

since it isn't necessarily inconsistent, just unlikely.

H6 (Fake report): 0 - This is not applicable, so it is a zero.

Enter the following into your table for this piece of evidence, your table should now look like this:

• 

• 

• 

• 

• 

Evidence H1 H2 H3 H4 H5 H6

User's screen was taken over 2 1 1 0 1 0

• 

• 

• 

• 

• 

• 
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3.3 Request to call tech support

The screenshot shows the user is supposed to call tech support within 5 minutes. This is highly

unusual for any real error message and is often used as a scare tactic. Let's match this up with our

hypotheses:

H1 (infected-ransomware): 1 - Ransomware could conceivably do this

H2 (infected-non-ransomware): 1 - Other malware could conceivably do this

H3 (Fake AV scam from website): 1 - Fake AV alerts from webpages often do this

H4 (MitM attack): 0 - MitM has no inherent link to calling anyone, so this is NA. 

H5 (Real error message): -1 -Real windows error messages do not try to scare you into calling

tech support within a limited timeframe, this is inconsistent.

H6 (Fake report): 0 - This is not applicable, so it is a zero.

Enter the following into your table for this piece of evidence, your table should now look like this:

 

Evidence H1 H2 H3 H4 H5 H6

User's screen was taken over 2 1 1 0 1 0

Audible warning message 1 1 1 0 0 0

• 

• 

• 

• 

• 

• 

Evidence H1 H2 H3 H4 H5 H6

User's screen was taken over 2 1 1 0 1 0

Audible warning message 1 1 1 0 0 0

User told to call tech support 1 1 1 0 -1 0
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3.4 Meaningless command line output

The picture in the screenshot shows a cmd.exe with a command in the bar that is non-threatening,

which means it was likely trying to scare the user.

H1 (infected-ransomware): 1 - Ransomware could conceivably do this

H2 (infected-non-ransomware): 1 - Other malware could conceivably do this

H3 (Fake AV scam from website): 1 - Fake AV alerts from webpages could do this, although the

window would have to be faked and part of the webpage unless an exploit was used to spawn

the window. 

H4 (MitM attack): 0 - MitM has no inherent link to opening command prompts, so this is NA. 

H5 (Real error message): -1 - Real windows error messages would not open a window and run

meaningless commands, this is inconsistent.

H6 (Fake report): 0 - This is not applicable, so it is a zero.

Enter the following into your table for this piece of evidence, your table should now look like this:

 

3.5 Warning claimed "pornographic spyware..."

The picture in the screenshot shows a nonsensical error message about "pornographic spyware

and riskware", bogus and poorly worded error messages are common with infections and web page

scames.

H1 (infected-ransomware): 1 - Ransomware could conceivably do this

• 

• 

• 

• 

• 

• 

Evidence H1 H2 H3 H4 H5 H6

User's screen was taken over 2 1 1 0 1 0

Audible warning message 1 1 1 0 0 0

User told to call tech support 1 1 1 0 -1 0

Meaningless command line window 1 1 1 0 -1 0

• 
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H2 (infected-non-ransomware): 1 - Other malware could conceivably do this

H3 (Fake AV scam from website): 1 - Fake AV alerts from webpages would likely do this in an

effort to get users to call the phone number. 

H4 (MitM attack): 0 - MitM has no inherent link to scaring users with claimed spyware, so this is

NA. 

H5 (Real error message): -1 - Real error messages would not have nonsensical claims of

"pornographic spyware and riskware", this is inconsistent.

H6 (Fake report): 0 - This is not applicable, so it is a zero.

Enter the following into your table for this piece of evidence, your table should now look like this:

 

3.6 User was able to use their computer after rebooting

The user claimed rebooting the PC fixes their problem.

H1 (infected-ransomware): -2 - Ransomware is never going to let you fix it with a reboot, so this

is inconsistent.

H2 (infected-non-ransomware): 0 - This cannot be predicted one way or another, so it can be a

zero.

H3 (Fake AV scam from website): 1 - This description is consistent, fake AV windows that take

over the screen would be fixed with a reboot, so it makes sense this would work.

• 

• 

• 

• 

• 

Evidence H1 H2 H3 H4 H5 H6

User's screen was taken over 2 1 1 0 1 0

Audible warning message 1 1 1 0 0 0

User told to call tech support 1 1 1 0 -1 0

Meaningless command line window 1 1 1 0 -1 0

Infection message 1 1 1 0 -1 0

• 

• 

• 
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H4 (MitM attack): 0 - Cannot be predicted what a MitM attack would do, so this is a zero.

H5 (Real error message): -1 - It is possible that a real error message would go away with a

reboot, but something as drastic as this appeared to be likely would not be fixed with a reboot,

so this could be considered inconsistent

H6 (Fake report): 0 - This is not applicable to a fake report, so this is zero.

Enter the following into your table for this piece of evidence, your table should now look like this:

 

3.7 HTTP logs show user was redirected

Now on to evidence we gathered on our own. The Suricata logs show that the user was on a

different website, but was redirected to a domain using "call-now" and "security" in the file names. 

H1 (infected-ransomware): 0 - If the infection were cause by malware, it wouldn't need to use

http transactions redirecting the user from another site, although it could, it would likely load the

page directly. This is a zero since it is neither consistent nor inconsistent.

H2 (infected-non-ransomware): 0 - For the same reason as the previous item this is a zero. This

is a zero since it is neither consistent nor inconsistent.

H3 (Fake AV scam from website): 1 - Non-reputable webpages very often contain malicious

redirects so spammy sites with errors like this. This is highly consistent with this theory.

• 

• 

• 

Evidence H1 H2 H3 H4 H5 H6

User's screen was taken over 2 1 1 0 1 0

Audible warning message 1 1 1 0 0 0

User told to call tech support 1 1 1 0 -1 0

Meaningless command line window 1 1 1 0 -1 0

Infection message 1 1 1 0 -1 0

Problem fixed via reboot -2 0 1 0 -1 0

• 

• 

• 
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H4 (MitM attack): 0 - MitM has no inherent link to needing to redirect anyone, although they

could be used. This is a zero since it is neither consistent nor inconsistent.

H5 (Real error message): -1 - Real error messages would not redirect users to malicious

webpages, this is inconsistent.

H6 (Fake report): 0 - This is not applicable, so it is a zero.

Enter the following into your table for this piece of evidence, your table should now look like this:

 

3.8 Audio message file download

The web logs show that MP3 files were downloaded from the suspicious webpage. This meshes

well with the user's report that they heard the PC audibly speak to him.

H1 (infected-ransomware): 0 - Although malware could do this, it's likely the sound files would

be compiled into the program itself. This is a zero since it's not consistent or inconsistent.

H2 (infected-non-ransomware): 0 - Although malware could do this, it's likely the sound files

would be compiled into the program itself. This is a zero since it's not consistent or inconsistent.

• 

• 

• 

Evidence H1 H2 H3 H4 H5 H6

User's screen was taken over 2 1 1 0 1 0

Audible warning message 1 1 1 0 0 0

User told to call tech support 1 1 1 0 -1 0

Meaningless command line window 1 1 1 0 -1 0

Infection message 1 1 1 0 -1 0

Problem fixed via reboot -2 0 1 0 -1 0

User was redirected from other site 0 0 1 0 -1 0

• 

• 
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H3 (Fake AV scam from website): 1 - This is highly consistent with a fake AV page, the browser

would have to do this in order to play the sounds to the user.

H4 (MitM attack): 0 - MitM has no inherent link to playing sound files or not. This is a zero since

it is neither consistent nor inconsistent.

H5 (Real error message): -1 - A real error message would not download MP3's to play to the

user from a suspicious website, this is inconsistent.

H6 (Fake report): 0 - This is not applicable, so it is a zero.

Enter the following into your table for this piece of evidence, your table should now look like this:

 

3.9 HTTP web page delivery

The suspect web page was delivered over HTTP, meaning the site the user was originally visiting

could have been tampered with.

H1 (infected-ransomware): 0 - Ransomware could go either way, this is not-applicable.

• 

• 

• 

• 

Evidence H1 H2 H3 H4 H5 H6

User's screen was taken over 2 1 1 0 1 0

Audible warning message 1 1 1 0 0 0

User told to call tech support 1 1 1 0 -1 0

Meaningless command line window 1 1 1 0 -1 0

Infection message 1 1 1 0 -1 0

Problem fixed via reboot -2 0 1 0 -1 0

User was redirected from other site 0 0 1 0 -1 0

Audio files downloaded from webpage 0 0 1 0 -1 0

• 
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H2 (infected-non-ransomware): 0 - Other malware could go either way, this is not-applicable.

H3 (Fake AV scam from website): 0 - Fake AV scares could use HTTP or HTTPS, this is not-

applicable.

H4 (MitM attack): 1 - This is consistent with a man in the middle attack. Although we have no

other reason to believe an man in the middle attack occurred, HTTP delivery would be one of

the conditions to make it easily possible.

H5 (Real error message): 0 - This is not applicable to a real error message, so it is a zero.

H6 (Fake report): 0 - This is not applicable, so it is a zero.

Enter the following into your table for this piece of evidence, your table should now look like this:

 

• 

• 

• 

• 

• 

Evidence H1 H2 H3 H4 H5 H6

User's screen was taken over 2 1 1 0 1 0

Audible warning message 1 1 1 0 0 0

User told to call tech support 1 1 1 0 -1 0

Meaningless command line window 1 1 1 0 -1 0

Infection message 1 1 1 0 -1 0

Problem fixed via reboot -2 0 1 0 -1 0

User was redirected from other site 0 0 1 0 -1 0

Audio files downloaded from webpage 0 0 1 0 -1 0

Web traffic was all HTTP 0 0 0 1 0 0
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3.10 No viruses detected

The Windows Defender Antivirus engine did not detect the presence of anything malicious on the

machine.

H1 (infected-ransomware): -1 - Many ransomware viruses would be detected and stopped since

they are often commodity malware. Since nothing was found this is inconsistent.

H2 (infected-non-ransomware): -1 - Many commodity viruses would be detected and stopped.

Since nothing was found this is inconsistent.

H3 (Fake AV scam from website): 1 - This is highly consistent with a fake AV scare from a

webpage. Nothing would be downloaded and run on the PC since it was just a webpage

H4 (MitM attack): 0 - There's no easy way to say what would be expected of a man in the

middle attack, so this is a zero.

H5 (Real error message): -1 - If this were a real error message, something odd should've

shown up in the Windows logs (Windows Defender logs or otherwise), since nothing did, this is 

inconsistent.

H6 (Fake report): 1 - This is consistent with the user making a fake report, if they were lying,

there would be nothing to find, so this actually is consistent with this theory. 

Enter the following into your table for this piece of evidence, your table should now look like this:

• 

• 

• 

• 

• 

• 
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3.11 No suspicious command line commands

The suspect web page was delivered over HTTP, meaning the site the user was originally visiting

could have been tampered with.

H1 (infected-ransomware): -1 - Almost all ransomware should leave some sort of evidence in

the command line log such as the commands to read an encrypt files and disable/delete

backups. Since nothing was found this is inconsistent.

H2 (infected-non-ransomware): -1 - Almost all viruses should leave some sort of evidence in the

command line log, even if they aren't found by AV. Since nothing was found this is 

inconsistent.

H3 (Fake AV scam from website): 1 - This is highly consistent with a fake AV scare from a

webpage. Nothing out of the ordinary would be run beyond the browser.

Evidence H1 H2 H3 H4 H5 H6

User's screen was taken over 2 1 1 0 1 0

Audible warning message 1 1 1 0 0 0

User told to call tech support 1 1 1 0 -1 0

Meaningless command line window 1 1 1 0 -1 0

Infection message 1 1 1 0 -1 0

Problem fixed via reboot -2 0 1 0 -1 0

User was redirected from other site 0 0 1 0 -1 0

Audio files downloaded from webpage 0 0 1 0 -1 0

Web traffic was all HTTP 0 0 0 1 0 0

No viruses detected -1 -1 1 0 -1 1

• 

• 

• 
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H4 (MitM attack): 0 - There's no easy way to say what would be expected of a man in the

middle attack for command line commands, so this is a zero.

H5 (Real error message): -1 - If this were a real error message there should be some sort of

evidence in the Windows logs, since there was no indication of a blue screen like event, this is 

inconsistent.

H6 (Fake report): 1 - This is consistent with the user making a fake report, if they were lying,

there would be nothing to find, so no odd commands being run is consistent with this theory. 

Enter the following into your table for this piece of evidence, your table should now look like this:

 

• 

• 

• 

Evidence H1 H2 H3 H4 H5 H6

User's screen was taken over 2 1 1 0 1 0

Audible warning message 1 1 1 0 0 0

User told to call tech support 1 1 1 0 -1 0

Meaningless command line window 1 1 1 0 -1 0

Infection message 1 1 1 0 -1 0

Problem fixed via reboot -2 0 1 0 -1 0

User was redirected from other site 0 0 1 0 -1 0

Audio files downloaded from webpage 0 0 1 0 -1 0

Web traffic was all HTTP 0 0 0 1 0 0

No viruses detected -1 -1 1 0 -1 1

No suspicious commands -1 -1 1 0 -1 1

Total 4 3 9 1 -6 0
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That's it, you've done the hard part! We've filled out our ACH matrix and evaluated each item

against each hypothesis and have some preliminary totals. You may agree or disagree with the

assessment and numbers given here and that's OK. The idea is with the method, at least those

opinions are documented and explained, making it easier for another analyst to audit your mindset

and agree or disagree. Feel free to change any numbers that you disagree with and see how the lab

turns out. 

Time to move to the next step!

Step 4 - Refine the matrix if necessary

From the matrix that was created it seems no modification is necessary. All items of evidence have

at least some sort of diagnostic value (there are no items of evidence where the number is the same

across the row). If there were any items that had 1 all the way across, we could eliminate those

pieces of evidence as having no diagnostic value. 

We haven't produced any new hypotheses and there's no reason to take out anything we have, so

we can move on to step 5!

Step 5 - Draw tentative conclusions

We now have a filled in ACH matrix that should look like this:
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In this step we move down the columns and draw tentative conclusions about the relative likelihood

of each hypothesis. The goal is to try to disprove incorrect hypotheses, instead of find the correct

one, this is a key point! As in the scientific method, we cannot ever prove a hypothesis is true, only

reject ones that are clearly false. 

Now that the matrix has been filled in, scanning the point totals tells us that H3 (a web page based

infection) was the hypothesis most consistent with the evidence and that H5 (the hypothesis that

somehow the user had a real error) was least consistent. This is another key point, just because H3

"won", it does not mean that it is the correct answer, it's just the least wrong hypothesis that we

thought of. The true answer could still be something we hadn't thought of yet!

Stepping through the options:

H1 - Although H1 was highly consistent with a ransomware hypothesis for some items such as

the screen lock. Evidence that the user was able to reboot and continue to use their computer is

highly inconsistent with this hypothesis and is almost single-handedly enough to eliminate this

as a likely explanation. 

• 
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H2 - H2 is the second most consistent explanation for the activity observed. While the lack of

antivirus detection is not consistent, AV often fails to find new samples. The lack of leaving

evidence in process creation logs however is highly unusual for a virus, and therefore these two

items combined lead away from this conclusion. It is possible they are infected and the virus did

not run any new commands during this time, which means this is still a possibility.

H3 - H3 is the most consistent hypothesis in the list. There is no evidence that detracts from it,

everything the user reported and the data that we gathered is consistent with this theory. The

expected behavior for this hypothesis occurred, and suspicious web page events line up in a

chronological fashion.

H4 - Although there's nothing disproving a man in the middle attack, there's a lack of evidence

with diagnosticity for this hypothesis. The only item that is for sure consistent with it is the page

being delivered over HTTP, which would enable a MitM attack to work. Beyond that, the MitM

hypothesis does not make any meaningful predictions that would allow us to separate it from

the other options. This hypothesis is consistent and therefore cannot be eliminated, but at face

value, it seems like a highly unlikely situation in this scenario.

H5 - The evidence shows that the user experiencing some kind of genuine error message from

either Windows or their own software is highly inconsistent with the report characteristics and

data, so this hypothesis can be eliminated. 

H6 - The "fake report" hypothesis seems unlikely. Since we can see the user was indeed taken

to a suspicious website that matches their description, this is enough to discount the possibility

of deception in this case. 

Now that we have an assessment of the likelihood of each hypothesis, it's time to analyze how

sensitive our conclusions are to the evidence items.

Step 6 - Analyze sensitivity of conclusions to evidence

Using the logic from the previous step, it is clear that there are some key items of evidence that

were heavily leaned on to differentiate probabilities.

The user was able to use their computer after rebooting

The AV/process creation logs showed no virus activity

• 

• 

• 

• 

• 

• 

• 
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The users web traffic showed the audio file download and redirect that line up with the incident.

Our conclusions are very sensitive to these assumptions. If at some later point in the day the users

PC becomes locked in the typical ransomware fashion, this would likely change both of these

factors in favor of the ransomware hypothesis and away from the web page hypothesis. While

nothing can take away the web page evidence, it's not inconsistent with the virus hypothesis, so this

would not affect this change of outcome.

The picture below highlights the critical items of evidence that help us determine the relative

likelihood from the most consistent hypotheses, and also points out the items that are of no

diagnostic value for this situation. It is these pieces of evidence that are inconsistent with some

hypothesis and consistent with others that are the best items to identify for any analysis.

Step 7 - Report conclusions and possible future observations

In our incident notes, for a report conclusion you would likely write something like the following:

• 
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For this situation, our conclusions are that the user most likely ran into a fake AV scam web page.

Not only is the user's description of the event a great match for these types of scams, the data, and

timing of the data backs up their report with the expected suspicious redirect and audio file

download. While the virus hypothesis is still consistent in most ways with the evidence, the lack of

any process creation logs is inconsistent with a virus, leading us away from this conclusion. The

fake AV scam page hypothesis is highly dependent on the normal usability of the

user's PC after the event and the lack of evidence showing an infection. If either of these items

show up in the future then the conclusion would likely be shifted to H1 or H2 instead of H3 since it is

possible there was a pre-existing virus we missed the evidence for.  

This completes our ACH analysis!

BONUS

If you'd like to try a detailed ACH evaluation template that considers evidence credibility and

relevance, Pasquale Striparo's ACH template that was used for the WannaCry assessment is

included in your lab folder at /labs/4.2/ACH_template-v0.4.ods . Try putting your evaluation from

this lab or another situation you've encountered into it and see if the results are the same. This

sheet is available on github and linked from the SANS ISC post and is a great starting template for

doing an ACH analysis back at work. ACH template

Lab Conclusion

In this lab, you have:

Taken and interpreted a user report on an ambiguous situation

Supplemented the report with security data from the SIEM

Brainstormed a set of hypotheses and gathered evidence

Performed a structured analysis using the Analysis of Competing Hypothesis method to come

to analytically sound, reason-backed conclusions about the event

• 

• 

• 

• 
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To shut down the services used for this lab go back to your terminal window (or open a new one)

and enter the commands below:

Lab 4.2 is now complete!

cd /labs/4.2
docker-compose down
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Lab 4.3 - Collecting and Documenting Incident
Information

Objectives

Investigate the individual steps of an attack

Document the findings using a playbook in an incident management system

Document observables with details of how they were used

Close the case writing a easily consumable attack and impact summary of the findings

Exercise Preparation

Before starting this lab, you must start the required services. To do this, open a command terminal

from the start bar.

Once the window is open, start the services by entering the following command at the command

line.

Keep the terminal open in the background, we will use it to shut these services down at the end of

the lab.

• 

• 

• 

• 

cd /labs/4.3
docker-compose up -d
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Next, open the Firefox web browser by clicking on the icon in the top bar of the virtual machine:

Once Firefox is open use the bookmark toolbar to navigate to TheHive at http://localhost:9000.

When TheHive's login page is loaded type the following credentials and hit the "Sign In" button to

login:

login: student
password: sec450
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You are now ready to start the lab. 

Exercise Walkthrough Video

Lab Steps

1. Triage alert

In this lab we will focus an incident that has occurred within the sec450.com organization's

computer systems. The focus however will not be on solving the case or performing structured

analysis, instead you will focus on using the information provided to fill out a complete picture of the

attack that can go into the investigation notes. 
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The first step of this investigation starts with an alert in TheHive. Click on the "Alerts" tab in TheHive

to see the start of the trail:

TheHive's alert panel shows that there is a new alert for "Login attempt from an unexpected

geolocation":

Click on the alert "Preview and Import" button on the right side of the screen to bring up the details

of the alert.

This alert from Suricata IDS was designed by the sec450.com security team to identify login

attempts from countries where it is known no employees will be traveling, therefore any attempts

from IP addresses located in them are immediately suspect.

In the alert details, we can see that information about the URL accessed was partially auto-imported

by Suricata:
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Since the Suricata signature was designed to fire when credentials are submitted via a POST

request to the externalized web application located at sec450.com:8080/login.php, those URL

details are present in the alert too, but are not malicious or IOCs in this case. 

While in a normal situation we might do additional verification before accepting an alert as an

incident, in this case we can jump ahead a bit since we know there will be incident data to find.

Scroll to the bottom of the Alert Preview window and select the "Import alert as" selection box and

pick the "Credential Exposure" case template, which has some basic questions to be answered and

response items that can be used to guide the investigation in an incident like this.
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You will be brought to the new Case page where the information for the alert has been imported.

This includes known observables as well as some custom fields for incident classification and tasks

that must be completed to close the case.
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We still need additional informational information about this alert since the alert did not include all

information Suricata recorded. Let's use Kibana to look up the additional details for the alert.

Open a new tab in Firefox and click the bookmark bar link to Kibana:
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Once Kibana is open, select the discover tab:

Once the discover tab is open, click on the left side of the date picker then select an absolute time

and enter the following timestamp:

On the right side of the date picker, choose an absolute time agains and enter the following time:

2019-04-21 11:30:00.000

2019-04-21 13:00:00.000
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This should bring up the pre-ingested data set for this incident and display the logs as shown below:

Note

Timestamps given in this lab are in US Eastern daylight time. If you are in a different timezone adjust accordingly and

use the minutes and seconds to guide you to the events.
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For this lab, only data relevant to the incident and machine has been ingested, making it

possible to focus on documenting the incident details instead of sifting through data to

solve it. 

Once the time frame is loaded, we can use a pre-saved set of columns to highlight the information

relative to this incident. 
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While full Suricata log details are available, this search limits the type of data shown to smtp, http,

and alert events using the search filter event_type:http or event_type:smtp or 

event_type:alert . It also selects key columns from each type of event so that the data for the

incident is easily found.

The second event in the list holds the event data for the alert pushed to the hive. Select the arrow

on the left to unfold it:
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In the alert details, viewing the source IP and related geoIP enrichment shows why the alert fired:

It appears someone has used an IP address (5.120.35.147) sourced from an Iranian cellular service

provider to attempt to login to sec450.com's external login portal (we're assuming sec450.com has

previously decided that employees would not be logging in from Iran, therefore alerting on attempts

to do so would not produce false positives).

We can add the following item to a list of IOCs for this incident (no need to put this anywhere yet,

they will get entered in a later step):

5[.]120[.]35[.]147 - IP address of attacker used for external portal login attempt
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Scrolling further down in the alert we can also see the raw HTTP request that was sent to the login

page since it was not SSL encrypted:

Looking at the content of the POST request, it appears that on 2019-04-21 12:53:26 the attacker

attempted login to sec450.com:8080/login.php using the credentials mike@sec450.com  with a

password of mypassword1ss0gr3at  (the final btn-login  parameter can be disregarded). Is this a

valid password for Mike's account? If so how did they get it? We can investigate Mike's recent traffic

further to find answers...

Fold the alert back up:

2. Investigate details

On the search in Kibana, scroll past the logs from source IP 5.120.35.147. These are logs from the

sec450 web server and they are no longer needed. The next set of data we will look at is the

browser logs from source IP 192.168.42.194, which is the IP Mike's PC had for the hour and a half

previous to the suspect login:
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According to the logs, on 2019-04-21 at 12:05, Mike's PC had been visiting a site named 

aalayamdesigns[.]com :

Investigating the URLs for this domain shows that the site may have been associated with phishing

since it contains words like "OneDrive", "Document", "Secure", and "office365". Could Mike have

fallen victim to a phishing attack?

Looking at the http_method column shows one of the interactions was a POST request - the method

associated with login forms. Click on the log for the POST request to aalayamdesigns[.]com :
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Although we don't have the actual POST request body to prove that Mike lost his password (the

whole point of using POST requests for things like this), we can positively identify Mike's email

name in the referrer field. Based on this information and the format of the URL on this domain, it is

seems that Mike has fallen for a Microsoft clone-style credential phishing scam and given up his

password. If this were a real situation, at this point we would take swift action to lock Mike's account,

force a password reset, and likely contact him to let him know what had happened. 

2.1 Bonus challenge:

For those who want an extra mini challenge, see if you can find the password submission. The file

/labs/4.3/data/log-4.3.pcap  holds the raw PCAP for this transaction and can be opened in

Wireshark using wireshark /labs/4.3/data/log-4.3.pcap  on the command line. The answer to

this challenge is included in the lab video. This shows how having a PCAP recording solution can

sometimes help add assurance in situations like this.

Given this information, we can now add additional items to the list of IOCs for this incident:

The final question is why Mike was on this site in the first place; that answer is in the logs as well.

First, fold the POST request back up:

5[.]120[.]35[.]147 - IP address of attacker used for external portal login attempt
aalayamdesigns[.]com - Credential phishing site
aalayamdesigns[.]com/wp/http/OneDrive/Document/Secure/Access/redirect.php - URL 
for credential theft POST request
75[.]119[.]202[.]178 - IP address of aalayamdesigns[.]com
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Then, in Kibana, scroll to the very bottom of the log list (the results may pause and refresh before

you get to the true bottom.) Keep scrolling until you can see the "smtp" event at 2019-04-21

11:56:58 and unfold it. 

This log, which was recorded by Suricata as well, holds the key to the reason Mike was on the

website:
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It appears that roughly 10 minutes before Mike hit the credential phishing site, he received an email

from shipments@ups.packagedeliveryinfo[.]com  with a link to www.aalayamdesigns[.]com/wp/

http/onedrive/document/secure/access/  (this is parsed out of the email by Suricata in the 

email.url  field). As you can see, having an IDS that automatically extracts URLs from emails can

be very helpful in investigations.

Using the detail from the smtp log, we can make a final observable IOC list for this incident. We can

also sort it into data types (IPs, hostnames, URLs, email addresses) for easy entry later on:

Given this information, we can now fill out a rather complete incident investigation write up in

TheHive! 

3. Fill in investigation details and complete playbook

Switch back to TheHive in Firefox and select the "Tasks" tab inside the new case:

5[.]120[.]35[.]147 - IP address of attacker used for external portal login attempt
75[.]119[.]202[.]178 - IP address of aalayamdesigns[.]com
aalayamdesigns[.]com - Credential phishing site
packagedeliveryinfo.com - Phishing email parent domain
aalayamdesigns[.]com/wp/http/OneDrive/Document/Secure/Access/redirect.php - URL 
for credential theft POST request
www.aalayamdesigns[.]com/wp/http/onedrive/document/secure/access/ - URL to 
credential phishing page
Shipping Notification <shipments@ups.packagedeliveryinfo[.]com> - Phishing source 
email address

Note

If this were a real incident, we would take the IOC information and search for any other users receiving email from this

address or domain, or anyone going to the phishing website to ensure no one else fill victim to this attack.
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You should now see the list of items from the "Credential Expose" case template:

Notice in TheHive that tasks can be split up into "Task groups" for high level grouping of related

items. There is no objectively best way to do this, but one option is to break items into "Response"

vs. "Investigation" tasks. This can help analysts separate the items that can quickly prevent an

incident from getting worse from investigative questions.

Remember, case templates are similar to what most SOCs call "playbook" - a list of items that either

must or should be required before closing a case, defined with varying amounts of specificity. In this

case we have a loosely defined playbook containing some of the major items that would need to be

discovered or actions that would need to be taken in a case like this. (Playbooks are always about

balance, the more defined they are the harder it is to make them fit into every situation, but a less

specific playbook offer less repeatability, each SOC must find a happy middle ground here.)
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Since this lab is about seeing how a ticket can be broken down into pieces and documented

thoroughly, we can quickly move through these tasks providing the observables and information we

have already found within the SIEM. 

Start with the "Which users were affected" task. Click on the start button to being it:

Once you are in the task tab, select the "Add new task log" button: 
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In the provided box type or paste something similar to the following:

It is good practice to include a copy of the log or evidence related to investigations, therefore, under

the previous line of text we will add a copy of the relevant HTTP request. Since TheHive uses

markdown for notes, in order to preserve formatting we will need to use a code block and put the

POST request inside it. 

Select the "Code Block" button at the top of the text editor then paste the this copy of the POST

recorded by Suricata (notice we have chosen to remove the password) :

On 2019-04-21 12:53:26 an attacker attempted login to sec450.com:8080/login.php 
using the credentials "mike@sec450.com" with a password they seem to have acquired 
through credential phishing. The login attempt was successful but immediately 
caught due to the Suricata alert attached to this case since the geoIP was 
detected as sourced from Iran.

Tip

Using the "copy to clipboard" button will help here and in the next few steps. 



POST /login.php HTTP/1.1
Host: sec450.com:8080
User-Agent: Mozilla/5.0 (Windows NT 10.0; Win64; x64; rv:66.0) Gecko/20100101 
Firefox/66.0
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Your note should now look like this:

Select the "Add Log" button to finalize your changes. You should see the new task log added with

the nicely formatted evidence block. Press the close button to end this task. (Be careful not to close

the whole case, you will see a warning message if you press the Case close button on accident.) 

Accept: text/html,application/xhtml+xml,application/xml;q=0.9,*/*;q=0.8
Accept-Language: en-US,en;q=0.5
Accept-Encoding: gzip, deflate
Referer: http://sec450.com:8080/login.php
Content-Type: application/x-www-form-urlencoded
Content-Length: 59
DNT: 1
Connection: keep-alive
Cookie: PHPSESSID=606d06f621e4d9be2e0ce957dfe30799
Upgrade-Insecure-Requests: 1

email=mike%40sec450.com&pass=********&btn-login=
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Next you will complete the "Where are the credentials being used?" task. Click on the start button

for this task to begin it:

Once you are in the task tab, select the "Add new task log" button:
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Fill the task log in with the note below:

Once complete, press the "add log" button to finish the task log.

Credentials for mike@sec450.com have only been used to log in to the external 
sec450.com portal website from IP address 5[.]120[.]35[.]147 on 2019-04-21 at 
12:53:26. They account was locked and password reset within minutes of the 
attempt, so further attempts to use the name and password will not succeed.
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Close button to complete the task:

Next start the final investigative task - "Find out how the credentials were obtained":

Once you are in the task tab, select the "Add new task log" button:
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For this note we have a lot of information and can paste the raw logs into the note as evidence, here

is how that is done in Kibana: 
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Copy and paste the following information into the task log and notice the details copied from the

SIEM (as the raw JSON info) as key supporting evidence:

On 2019-04-21 at 11:56:58, Suricata shows the following smtp record for email sent 
to Mike:

```
"_source": {
    "source_port": 36064,
    "tags": [
      "_geoip_lookup_failure"
    ],
    "community_id": "1:haTYQCxQ8MhG5d5E68PSckfnxnU=",
    "email": {
      "to": [
        "mike@sec450.com"
      ],
      "from": "Shipping Notification <shipments@ups.packagedeliveryinfo.com>",
      "url": [
        "www.aalayamdesigns.com/wp/http/onedrive/document/secure/access/",
        "www.aalayamdesigns.com/wp/http/onedrive/document/secure/access/"
      ],
      "subject_md5": "afb1f19cd32c8f50a4759524abc50d58",
      "status": "PARSE_DONE"
    },
    "@version": "1",
    "protocol": "TCP",
    "destination_ip": "127.0.0.1",
    "pcap_cnt": 16,
    "smtp": {
      "helo": "[127.0.0.1]",
      "mail_from": "<shipments@ups.packagedeliveryinfo.com>",
      "rcpt_to": [
        "<mike@sec450.com>"
      ]
    },
    "geoip": {},
    "port": 45170,
    "flow_id": 408613473504515,
    "source_ip": "127.0.0.1",
    "tx_id": 0,
    "@timestamp": "2019-04-21T18:56:58.997Z",
    "event_type": "smtp",
    "host": "localhost",

SEC450 - © 2019 John Hubbard Page 27

© SANS Institute 2020

634ea992c4dcba2ae1b930855a8c129f

0mamaloney0@gmail.com

22844595

David Owerbach

ohNrhAfzA3YUEB7zYQeMv7asRrrC6mmK

liveLic
en

se
d T

o: 
Dav

id 
Ower

ba
ch

 <0
mam

alo
ne

y0
@

gm
ail

.co
m> A

pr
il 2

8, 
20

20

Licensed To: David Owerbach <0mamaloney0@gmail.com> April 28, 2020



    "destination_port": 25
}
```

The URL in this email is the phishing domain that http records show Mike visited 
on 2019-04-21 at 12:04:45. Furthermore, the referrer (http.refer field) from the 
initial malicious domain access (shown below) lists the sec450.com webmail portal 
- http://192.168.42.232:8025, showing a connection between the email and the site 
being visited.

```
"_source": {
"source_port": 60241,
"tags": [
  "_geoip_lookup_failure"
],
"in_iface": "ens33",
"community_id": "1:xRISF2+UaGS62kuBlihhHHW+EaI=",
"@version": "1",
"protocol": "TCP",
"destination_ip": "75.119.202.178",
"http": {
  "http_refer": "http://192.168.42.232:8025/",
  "url": "/wp/http/OneDrive/Document/Secure/Access/",
  "http_method": "GET",
  "http_user_agent": "Mozilla/5.0 (Windows NT 10.0; Win64; x64) AppleWebKit/537.36 
(KHTML, like Gecko) Chrome/64.0.3282.140 Safari/537.36 Edge/17.17134",
  "http_content_type": "text/html",
  "hostname": "www.aalayamdesigns.com",
  "status": 200,
  "length": 1136,
  "protocol": "HTTP/1.1"
},
"geoip": {},
"port": 45170,
"flow_id": 2216665887373956,
"source_ip": "192.168.42.194",
"tx_id": 0,
"@timestamp": "2019-04-21T19:04:45.733Z",
"event_type": "http",
"host": "localhost",
"destination_port": 80
}
```
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Finally, 2 minutes later at 12:05:52 there is a POST request from Mike's IP 
address to a URL within the malicious domain. Although Suricata did not record the 
contents of the POST, it seems to have been a 2 step process because the 
`http.http_refer` field contains the previous URL where "mike@sec450.com" appears, 
showing that he had already partially fallen for the scam. The POST request 
existing implies his finished it out by entering his password and hitting submit.

```
"_source": {
"source_port": 60277,
"tags": [
  "_geoip_lookup_failure"
],
"in_iface": "ens33",
"community_id": "1:rpWP37pqWwG2PxRORKwCLs6vWaE=",
"@version": "1",
"protocol": "TCP",
"destination_ip": "75.119.202.178",
"http": {
  "http_refer": "http://www.aalayamdesigns.com/wp/http/OneDrive/Document/Secure/
Access/office365/index2.php?
loginfmt=mike%40sec450.com&passwd=&ps=&psRNGCDefaultType=&psRNGCEntropy=&psRNGCSLK=&canary=h18YiMx7qK3h
m5933yb7_AtmfNcWGgVo3xGSUlBsZW-fn5pSU5-frZeflpaZnKqXnJ-rn5-eaL-
DkbGC4yMq5jMzYzNzCyMDQ3MzS0MDSwsTC1N9IwTjcxSTI2SdZPMDY10TUzNE3UTLVLSdA3NLNNMks1NDU3Mkm8x8fs7lpZkGIGI_KL
UW58QX5xSWzmGtcksv8XCId011cnTIMnN2THQsjLEoCwtKNfV39vHNdDKLcPcuLMnU9zC2NUsOyiwxDUlLyjcw8PQOCvcyLXQN9c7Ly
UCC-
MrFh4DZisODjYBRgkGBYYfLIyLWIEhbGjm6rjporfP_OnRG9z3izKcYtXPMLSIzPStMC_0Ns4wc_Kq0nfO8MorcQqviIqydIo0zEoui
MHNsYOdoZdnISiCAA1&hpgrequestid=41453631-
d1b2-4c4b-9f97-5bb047bf1500&flowToken=AQABAAEAAADXzZ3ifr-
GRbDT45zNSEFEuuc8dkh6Vn29S8k7p4yUhSHxzb5qQfs29TW9MJTttzgOa98aTzVWLhFIhLfpIPaYD1F4NCYRpql8t9n_iMPKG5kYsD
DlOfYDSp1TMsnBk1hk4E88HaU2wOOYuMLdKnq3nocqzri0CPIs_KkvQsIykmL0Chn9KUvM4vq4NUp2YY7iW0_NQYne8SBHLOInd-
J4J62EMFzKy4FkQp_c2-
wv2kpZkGss8L7PSm1TKpzQDOW1hKB2TahFRtptSwDkdF5Tl8IyTH08NWMVapmGEew9fISnxb5gelISkI6wKSxHkN2iyCfhVatNLr8Qu
  "url": "/wp/http/OneDrive/Document/Secure/Access/redirect.php",
  "http_method": "POST",
  "http_user_agent": "Mozilla/5.0 (Windows NT 10.0; Win64; x64) AppleWebKit/537.36 
(KHTML, like Gecko) Chrome/64.0.3282.140 Safari/537.36 Edge/17.17134",
  "http_content_type": "text/html",
  "hostname": "www.aalayamdesigns.com",
  "status": 200,
  "length": 93,
  "protocol": "HTTP/1.1"
},
"geoip": {},
"port": 45170,
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This is a descriptive and analytically complete task log that shows the raw evidence that connects

the chain of events from one to the next. Analysts that may read this ticket later will be able to easily

review it and follow the logic from step to step to reconstruct what occurred, including the raw logs

makes this easy.

Once entry into the task log is complete, press the "Add log" button to finalize the comment:

"flow_id": 191249509228798,
"source_ip": "192.168.42.194",
"tx_id": 0,
"@timestamp": "2019-04-21T19:05:52.403Z",
"event_type": "http",
"host": "localhost",
"destination_port": 80
}
```

This password leak was confirmed through retrieval of the full PCAP, and the 
password submitted to this site is the same password that triggered the 
geolocation based Suricata alert that started this investigation. This evidence 
shows a direct chain of events from attack delivery to exploit to use of the 
credentials on the external site. It is of course possible that Mike lost his 
credentials elsewhere and the login attempt is a coincidence, but the timing makes 
the two being related a highly likely scenario.
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Once the task log entry is complete, press the "Close" button to end the task:

3.1 Response Actions

Next we'll fill in details on the action we would've taken during the investigation to block the attack

from succeeding any further and document these notes as well. 
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On the task screen, select the "Start" button for the "Disable affected accounts and force password

reset" task:

Add a new task log that says the following:

Select the close task button to finish this task:

Next, select the "Start" button for the "Block attacker from using acquired credentials" task:

The affected account - mike@sec450.com was immediately disabled upon recognition 
of the potential compromise. Mike was informed of the issue and has since set up a 
new password.
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Add a new task log that says the following:

Select the close task button to finish this task:

Next, start the final task "Block attacker from acquiring additional credentials if possible":

Add a new task log that says the following:

Select the close task button to finish this task:

The attacker's IP address - 5[.]120[.]35[.]147 has been blocked on the firewall so 
that no more login attempts can be made from it. Additionally, the account 
password has been reset so that the credentials are no longer useful.

The domain and IP address of the phishing site have both been blocked using 
firewalls, proxies, and DNS black holes. Mailboxes have additionally been searched 
for any emails with similar URLs to ensure no one else received the same phishing 
attempt. Suricata http logs have verified that no one else has gone to the 
phishing website.
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We have now closed all tasks associated with the incident. You have worked through all associated

investigative questions, documenting thoroughly the data that that backed up your statements, and

(assumed we have) taken all necessary blocking and preventative actions required. 

The final information we must add to make the incident documentation complete are the new

observables discovered in the SIEM that were not previously automatically imported from the

Suricata alert. 

Select the "Observables" tab then select "Add observable(s)":

In the "Create new observable(s)" window enter the following info for the IP address from the IOC

list that hasn't yet been recorded then hit the "Create observable" button:
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Next select "Add observable(s)" again to add the new domains. In the "Create new observable(s)"

window enter the following info for the domains from the IOC list that haven't yet been recorded,

then hit the "Create observable" button:

Type: ip
Value: 75.119.202.178
Is IOC: Starred
Has been sighted: Checked
Description: IP address of aalayamdesigns[.]com

Type: domain
Value (2 items):
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Once the domains have been entered select "Add observable(s)" again to add the URLs. In the

"Create new observable(s)" window enter the following info for the URLs from the IOC list that

haven't yet been recorded, then hit the "Create observable" button:

aalayamdesigns[.]com
packagedeliveryinfo[.]com
Is IOC: Starred
Has been sighted: Checked
Description: Phishing attack related delivery and site hosting domains

Type: url
Value (2 items):
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Once the URls have been entered select "Add observable(s)" again to add the attacker email

address. In the "Create new observable(s)" window enter the following info for the email from the

IOC list, then hit the "Create observable" button:

    aalayamdesigns[.]com/wp/http/OneDrive/Document/Secure/Access/redirect.php
    www.aalayamdesigns[.]com/wp/http/onedrive/document/secure/access/
Is IOC: Starred
Has been sighted: Checked
Description: Phishing site landing page and POST request URL

Type: mail
Value: Shipping Notification <shipments@ups.packagedeliveryinfo[.]com>
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You have now completed entering observables from the incident into the case. You should see 11

observables listed in TheHive:

Is IOC: Starred
Has been sighted: Checked
Description: Source of phishing email with link to credential theft site
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We can now move on to closing the case.

4. Summarize, categorize, and close incident

Since all data for the incident is now entered including observables and task logs, you can now

close the incident. 

Select the "Close" option from the title bar of the case:
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Enter the following information into the Close Case window:

Status: True Positive
Impact: No
Summary: 
    Attack summary:
    - Recon/Weaponization - It is unknown why employee Mike was targeted in this 
incident
    - Delivery - A package delivery themed email was sent to mike@sec450.com
    - Exploit - The email contained a link to a office365 lookalike sign in page, 
which the user entered their sec450.com credentials into. The site was HTTP so the 
entry observed via Suricata event logs and full PCAP.
    - Install / C2 - N/A, this was not involved in this incident
    - Objective - The attacker used the credentials entered by Mike from an IP 
address in Iran to attempt to log into the sec450.com:8080/login.php page, which 
was detected immediately by Suricata.

    Impact and Response:
    - The login attempt from the odd geolocation was immediately detected and 
acted upon
    - Mike's account was immediately locked and the password was reset
    - The IP address the attacker used to login was blocked from accessing the 
sec450.com infrastructure
    - The domain and IP address of the phishing site was blocked using the 
firewall, proxy, and DNS
    - No other employees were seen accessing the phishing site or domain
    - Inboxes were searched for any similar email, and none were observed
    - Other than the temporary breach of Mike's account password, **there was no 
impact from this incident**. 
Incident Type: Social
Attack Type: Unknown
Discovery Method: NIDS/NIPS
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Read through the Summary description to get a feel for one way to make a concise, bullet-point

style summary of the attack as well as the related impact and response. This type of summarization

makes it easy to come back to this case in the future and get a quick idea of what happened, how it

happened, and how it was dealt with. 

Once the information is entered, press the "Close Case" button to finish the incident.
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Congratulations, you have now finished a complete case in TheHive, researching and filling out

supporting details for each step in a playbook, and found and entered each individual observable

which can now be tracked across all incidents in the future. 

Lab Conclusion

In this lab, you have:

Investigated the individual steps of an attack

Documented the findings using a playbook to guide your investigative and response actions

Documented observables with details of how they were used

Closed the case writing a easily consumable attack and impact summary of the findings

To shut down the services used for this lab go back to your terminal window (or open a new one)

and enter the commands below:

Lab 4.3 is now complete!

• 

• 

• 

• 

cd /labs/4.3
docker-compose down
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Lab 5.1 - Alert Tuning

Objectives

Look at a set of alerts from an untuned IDS

Translate detection and compliance requirements into filter conditions

Tune an IDS to detect attacks to an externally available web server

Filter out unrelated alerts from a default IDS rule set

Exercise Preparation

Before starting this lab, you must start the required services. To do this, open a command terminal

from the start bar.

Once the window is open, start the services by entering the following commands at the command

line.

This command will take a minute to spin up Elasticsearch and Kibana which will act as our SIEM for

this lab. To check if the services are ready, open a Firefox browser window by clicking on the icon in

the top bar of the VM. 

• 

• 

• 

• 

cd /labs/5.1
docker-compose up -d
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Once open, click the Kibana icon:

If you receive a message that says Kibana is not yet ready, give it a few more moments. You should

now see the following screen:

If Kibana is loaded, you are ready to start the lab. 
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Exercise Walkthrough Video

Lab Steps

1. Specify the IDS alert requirements

In this lab, we'll look at a real set of recorded Suricata IDS alerts sourced from a sensor utilizing the

default Suricata rule set. The sensor was exposed to unfiltered internet traffic so there are many

irrelevant alerts that fired.

To open the alert dashboard, in Kibana click on the Dashboard button and select the "Suricata

Alerts" dashboard.

You should now see the following dashboard filled out with the alerts detected by Suricata between

February 22nd, 2019 and March 29, 2019:
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As a background story we'll start with an email:

To: SOC@sec450.com From: SOC_manager@sec450.com Subject: New cloud IDS deployment

Team,

As you may have heard, new compliance requirements have mandated that we deploy a new IDS

sensor to monitor our cloud web servers. The new Suricata sensor was installed and has been

gathering data in a pre-production mode for a month now and the time has come to tune it and

integrate the alerts into our queue. While we cannot deactivate any rules due to the compliance

requirements, the sensor has fired multiple thousand alerts, many of which are either irrelevant to

the services we run or are not directly actionable (scans, login attempts, etc.) 

Could you please come up with a set of conditions we can apply to the alert output list that will

only pass on actionable and relevant items to the alert queue? Since the IDS (running on IP

104.248.50.195) is only protecting web servers I think the right move would be to filter down alerts

to only traffic types that match, and remove all scans and other non-specific items that we cannot

directly correlate with web server vulnerabilities. That should keep alert counts to a manageable

level, thanks!
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The goal of this lab will be to take the typical overwhelming set of alerts that come from the default

setup of a security appliance and narrow focus to a tactical set of items important to our

organization. Through consideration of our specific use case - detecting known exploit attempts to a

web server, we can silence the noise that might otherwise be made by introducing an untuned

sensors output to the alert queue. Since we cannot disable rules at the source, we must take the

"tune down from the default rule set" approach to eliminating what is not needed. This will be

accomplished by finding a set of additional filtering conditions that will filter the default alerts down

to only web-port based exploit attempts. 

Translated into more specific requirements, your job is to filter alerts such that the SOC only sees:

Attacks to destination port 80 or 443 (other ports are not in use, and therefore are not a threat)

Alerts that are positively identified as using HTTP or TLS protocol

Traffic sourced from outside connections, you do not want alerts based on outbound traffic

source from the server

Alerts that are for a specific positively identified exploit, not a notification of a simple connection,

scan, or policy violation 

2. Surveying the default data

Looking at the initial dashboard shows that there were 49,350 alerts. Since 49,350 alerts would

overwhelm the SOC, hopefully we can cut the numbers down significantly by filtering out alerts from

irrelevant traffic. 

Let's take a quick look around the dashboard to get a survey of the data we're working with. The

dashboard shows multiple views of the data using the various fields of a Suricata alert, a useful

method for finding high volume alerts for filtering. A quick look at the "Destination Port" pie chart

shows the most attacks seem to be aimed at SSH, SIP (VOIP), MSSQL, and telnet, (22, 5060,

1433, and 23 respectively):

• 

• 

• 

• 
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In terms of volume by signature name, there are a few high-volume outliers as well, the "ET DROP

Dshield Block Listed Source group 1" being by far the most prominent at nearly 22,000 of the

49,000 alerts. 

Viewing the "Top 10 Alert Tags / Signatures" pie chart shows a different view:
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The view shows that by alert tag, a majority of alerts are "Dshield" alerts (#1) and that within those,

almost all of them are "ET DROP Dshield Block Listed Source group 1" (#2). Beyond this tag, a

significant portion of other alerts are tagged "CINS" (#3) or "COMPROMISED" (#4). This may lead

to filtering opportunities as well if these alerts don't line up with requirements. The alerts without a

tag (#5 labeled "Missing") will likely need to be separated in some other way. 

The "Alert Protocol" chart shows most alerts had no protocol identified (the "Missing") element, or

that Suricata failed to identify the protocol, this could lead to additional filtering opportunities as well:
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Finally, viewing alerts by category in the "Alert Category" chart shows there are an overwhelming

number of alerts under the "Misc Attack" category.
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Information security data from any set commonly appears this way, with a large percentage of any

given field made up of a small number of values. This is often referred to as "the Pareto Principle" or

"the 80/20 rule". Wikipedia explains this rule as "for many events, roughly 80% of the effects come

from 20% of the causes". Any time a visualization shows a large volume of the data set falls under

one specific category (such as the visualizations above showed), we can make potentially

enormous leaps in noise filtering if the data can be excluded.

3. Filtering by destination port

As a first step, you should start with the clearest options - filtering by port number. For this step,

enter the following filter into the dashboard search bar and press the update button. 
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Fortunately, this filter takes the alert count down an astounding amount down to 1,424 - just 3% of

the total alerts that were present from the default alert set!

Looking through the fields now shows that the situation has changed considerably. The "Alert

Signature Name" list shows that some of the highest numbered alerts are policy related and others

are related to bad timestamps and scans from bad IP addresses, neither of which is clearly

actionable. 

(dest_port:443 or dest_port:80)
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The alert category has become a bit more balanced as has the alert protocol pie chart. The number

of protocols in the "Alert Protocol" pie chart has been narrowed down to 4 - http, tls, failed, and

Missing. Since we have requirements around this and the 2nd biggest category is "Missing", it will

be the next step for filtering.
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4. Filtering by detected protocol

Since the business is only running a web server utilizing port 80 and port 443 at the IP address in

question, attacks against port 80 and 443 that aren't HTTP/TLS protocol can be filtered. Filtering

down to traffic identified as http and TLS specifically will take care of two issues. One is that

attackers occasionally look for applications running on non-standard ports. Filtering down to traffic

positively identified as "http" and "tls" will ensure we are only pushing alerts for traffic that is truly a

threat and speaking the language our server does. Second, when Suricata doesn't detect a protocol

(failed/missing) it often means the traffic was only a port scan and no packets were ever sent after

the TCP handshake. Filtering will eliminate these cases which are not considered interesting

according to the requirements. 

Use the "Alert Protocol" visualization to eliminate the alerts that are of the "missing" and "failed"

type, leaving only positively identified http and TLS traffic. Click on the item for "Missing" then select

the magnifying glass with the "-" side inside it to filter out these alerts:
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Then do the same for the "failed" items:

Scroll up and look under the search bar in Kibana, you should now see two filters applied:
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We are now filtering for destination port 80 or 443, and filtering out all alerts with a missing protocol

detection, or where the detection failed. This brings the alert count of 49,350 down to 826, 2% of the

original count!

5. Look at source IPs

Using the charts and graphs that are left on the dashboards, it's time to look for the next step where

we might be able to take another large chunk out of what is left. Looking at the "Top 20 Source IPs"

graph shows that a large majority of the remaining alerts are from the IP 104.248.50.195 - the web

server itself. These should be investigated to see if they are relevant to the requirements laid out.

Since we are only looking for web exploits it seems unlikely these will be the types of items our

manager has defined we want to alert on. 

Click the source IP 104.248.50.195 in the horizontal bar chart to filter down to these alerts only. 
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You should see a 3rd filter appear for the source IP in the filter list. Looking now at the "Alert

Signature Name" list shows these alerts are all policy alerts related to Linux updates and the use of

"curl".

Since these are clearly not exploit attempts we can invert this filter, leaving out alerting on traffic

sourced from the web server itself. All incoming exploit attempts should register with the attacker's

remote IP as the source IP. 

Click the filter as shown below and select to exclude it

SEC450 - © 2019 John Hubbard Page 15

© SANS Institute 2020

634ea992c4dcba2ae1b930855a8c129f

0mamaloney0@gmail.com

22844595

David Owerbach

ohNrhAfzA3YUEB7zYQeMv7asRrrC6mmK

liveLic
en

se
d T

o: 
Dav

id 
Ower

ba
ch

 <0
mam

alo
ne

y0
@

gm
ail

.co
m> A

pr
il 2

8, 
20

20

Licensed To: David Owerbach <0mamaloney0@gmail.com> April 28, 2020



With the exclusion filter on alerts with the web server as a source IP there are now only 435 alerts

left. That made a significant difference, leaving only 1% of what was originally caught, but filtering

can be taken even further...

6. Filtering out application decoding alerts

While an incredible number of alerts have been filtered out, there are still additional steps that can

be taken. Looking again at the pie charts to see the makeup of what is left reveals that a large

majority of remaining alerts have no tag ("missing") and also seem to be alerts that start with

"SURICATA" as the name (#1), not all "Missing" tag alerts are these types though. 
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Finding a way to examine these alerts for filtering could be a good next step if they do not fit the

criteria. Browsing through what is left on the dashboard highlights that in the "Alert Category" bar

chart "Generic Protocol Command Decode" is now a clear standout among the remaining alerts.

Click on it to investigate which alerts correspond to this category:
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Filtering to only the "Generic Protocol Command Decode" alerts shows that only alerts that start

with the name "SURICATA" are left, perfect, just what we needed!
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These alerts are Suricata's application protocol detection engine highlighting traffic protocol

anomalies and do not match our requirements for what we'd like to push to the SOC, therefore they

can be filtered out at well. 

Click on the filter and select to "Exclude results" from the dashboard:
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You should be left with a dashboard that has 158 alerts left - a enormous improvement from 49,350.

7. Remove scan and policy activity

You have now taken the dashboard from 49,350 alerts to 158, but there are still some items outside

the requirement left. Looking through the list of alerts that are left in the "Alert Signature Name" list

shows that most alerts are now of the type we are looking for - web based positively identified

exploit attempts. The exception are the few rules that start with "ET SCAN". 
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Since requirements have defined that we aren't interested in scan activity, these can be removed as

well. To exclude scan activity, ideally you would be able to find a field that all "ET SCAN" based

alerts have in common that can be used as a filter condition. Although it may be possible to filter out

some scans by excluding the "Detection of a network scan" alert category for example, filtering by

that item would reveal that not all "ET SCAN" alerts are labeled that way. 

One easy and surefire way to get them all is to key off the alert name itself. To apply a filter based

on the alert signature name, change the search bar to the following and click update

Your search bar and filters should now look like the following:

(dest_port:443 or dest_port:80) and not (alert.signature:"ET SCAN" or 
alert.signature:"ET POLICY")

SEC450 - © 2019 John Hubbard Page 21

© SANS Institute 2020

634ea992c4dcba2ae1b930855a8c129f

0mamaloney0@gmail.com

22844595

David Owerbach

ohNrhAfzA3YUEB7zYQeMv7asRrrC6mmK

liveLic
en

se
d T

o: 
Dav

id 
Ower

ba
ch

 <0
mam

alo
ne

y0
@

gm
ail

.co
m> A

pr
il 2

8, 
20

20

Licensed To: David Owerbach <0mamaloney0@gmail.com> April 28, 2020



This brings the alert number down to just 112 alerts and eliminates everything that is irrelevant to

our situation.

Your filtered dashboard should now look like the following:

Our resultant filter is now complete and consists of the following items:

Keep only alerts to destination port 80 or 443

Filter out alerts where the protocol detection failed or is not present

Remove traffic sourced from the web server itself since it will not contain exploits

Remove all alerts related to the protocol decoding engine

Remove all alerts that are classified as scans or policy violations

This leaves only the following items from the alert signature name page:

1. 

2. 

3. 

4. 

5. 
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You've done it! Using the method of subtracting from the default set of alerts, we've come up with a

set of conditions that can be applied to the base rule set that will highlight only items of importance

and relevance. Using this policy would allow the SOC to continue to collect all alerts in the SIEM for

correlation and historical purposes, but only items matching all our filter conditions could be

selected for forwarding on to TheHive or another alert management console. Even though other

alerts are generated, we are not required to act on them. We are merely collecting the info for

compliance requirements and in case it is needed at another time, with this policy, we will now only

take into consideration the alerts that truly matter instead of being overwhelmed with a wave of

irrelevant alerts that would need to be manually dismissed.
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Lab Conclusion

In this lab, you have:

Converted a request from management to a list of requirements for meeting a specific

compliance need

Analyzed the alerts that resulted from a month of data collection using an IDS default rule set

Performed an analysis of the contents of the alert fields, identifying opportunities to eliminate

noise and irrelevant data

Iterated through a set of requirements, using each to cut away noise while still meeting the

monitoring requirements

Used a subtractive method to come up with a condition set that can be used in an ongoing

fashion to highlight items of interest to the SOC

Eliminated the SOC from seeing ~49,000+ unnecessary alerts per month that would've needed

to be manually dismissed!

To shut down the services used for this lab go back to your terminal window (or open a new one)

and enter the commands below:

Lab 5.1 is now complete!

• 

• 

• 

• 

• 

• 

cd /labs/5.1
docker-compose down
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Lab 5.2 - Security Automation

Objectives

Become familiar with flow based programming for automation

Create a workflow to automatically new files inside a folder and calculate their hash

Submit the calculated file hash via HTTP API to a virus check site and read the results

Send an automated email when the file results indicate a virus was found

Exercise Preparation

Before starting this lab, you must start the required services. To do this, open a command terminal

from the start bar.

Once the window is open, start the services by entering the following command at the command

line.

• 

• 

• 

• 

cd /labs/5.2/
docker-compose up -d

Tip

Remember to use the copy to clipboard button - it will be very helpful for this lab!
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This will bring up Node-RED and the MailHog server. After giving the services a moment to start up,

open Firefox by clicking the icon in the upper bar of the virtual machine.

Then select the "Node-Red" bookmark in the bookmark menu. Once the page loads the services

load you are ready to start the lab.

Exercise Walkthrough Video

Lab Steps

1. Setup the new file watch

One of the best uses of automation is to help keep a constant watch over files that enter the

environment. Checking suspicious file types such as executables and documents in an automated

fashion is an outstanding way to make sure things don't slip by unnoticed. To accomplish automated

monitoring there are 2 parts that need to happen - automatic carving of files from the stream of

network traffic, and automatic assessment of those files. 

Tools like Suricata, Zeek (Bro), Moloch, and many other commercial tools and appliances can

handle the first part - automated file carving. As they do this, files that are the most likely to be

weaponized can be saved to a dedicated folder on a network sensor for assessment. In this lab, we

will orchestrate the second piece of this workflow - for all files dropped into a folder, we will

automatically hash, submit, and alert on all files that are found to be malicious. Since this workflow

consists of basic file watching and HTTP API calls, it can easily be implemented with the free flow-
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based programming tool "Node-RED" from IBM. Though Node-RED is not specifically aimed at

security use cases, it is just as capable of doing the required tasks and works similarly to most

SOAR platforms. An added bonus is that it's 100% free to use and therefore works great as a starter

SOAR tool and demonstrator of how to architect this type of automation. As we craft the workflow,

pay attention to the steps taken, focusing on the steps and mindset behind them rather than the

specifics of the tool. 

To begin crafting the workflow, we have to start chaining together "nodes", individual steps and

evaluations, into a "flow", the larger chain of events that will automatically occur on some trigger

condition. These nodes, sources from the "palette" of options, will be organized on the Node-RED

"workspace" and each node is customized in a sidebar on the right of the screen. Here are the main

panels we will work with inside Node-RED. 
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Since we're assuming our automation tool is receiving the files to check as new entries into a folder

the trigger to start the flow will be any new file appearing in the designated folder. In Node-RED

there is a node called "watch" that can be used exactly for this purpose. 

On the upper left side of the screen, type "watch" into the filter node box and drag the result out

onto the workspace. 

Once the "watch" node is placed, double-click it to open the "Edit watch node" sidebar.
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In the sidebar, under the Files option, paste the text below:

This tells the watch to monitor this folder for any new entries. Press "Done" to save the changes. 

Now that you're watching the folder where new files will appear, it's time to place the next node,

which will evaluate whether the change in the folder is a file being added, or a file being removed

(the "watch" node triggers on both, so we must differentiate).

Use the node filter search box to search the word "function". Place a "function" node on the

workspace to the right of the "watch" node and then click and drag a wire between the two to

connect them as shown below:

/tmp/samples

Note

This /tmp/samples  folder is internal to the Node-Red server running in Docker, not a location to be used within the

virtual machine. To evaluate files for this lab we will be placing them in the /labs/5.2/samples  folder, which will give

them to Node-RED for evaluation.
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Next you must set up the function inside the "function" node. Double click the new function node to

open up the side bar. 

In the sidebar for the function node, place the following details:

Name: Write filter

Function:

var file_watch_type = msg.type
if (file_watch_type == "file") {
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Once you have placed the function in the box, press "Done" to save the changes. 

This function is simply watching the variable "msg.type" which is set by the "watch" node. This

variable will be the value "file" when a new file is written to the watched folder, as opposed to "none"

when a file is removed from a folder. Since we only want to trigger on the former, this function code

effectively says "if a new file is written, keep going, otherwise end the flow."

We now have a workflow that will identify and send the name of any new file that appears in the

designated folder. 

2. Setup the hash calculation

Now that you're detecting and forwarding the name of new files placed into a folder, we have to tell

the operating system what to do with the name. In the automation workflow, the next step will be

using that filename to calculate a hash value for the file. We can do that using the built in Linux

command md5sum , but need a way to execute the command with the filename as an argument. In

Node-RED, the "exec" node can perform this action.

In the node filter search bar, search the work "exec" and drag the result out onto the workspace.

Then, connect the output (right side) of the function box to the input (left side) of the "exec" node as

shown below:

    return msg;
}
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Next, double-click the "exec" node to modify it's behavior.
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We want this node to run the md5sum  command, so enter md5sum  into the command box. We also

need to give the name of the new file as an argument, so check the "append msg.payload" box

underneath. Underneath the "append msg.payload" box there is one additional field to fill out called

"extra input parameters", place the following into this box, then press "Done" to save the changes.

To explain what's happening here, this node will run the command below using the "filename"

provided by the "watch" node we previously set up. 

The "cut" command being appended on the end will make the output from the command the hash

only, instead of a file hash and the files name, which is the normal output of md5sum . The -f1 -d" 

| cut -f1 -d" "

md5sum [filename] | cut -f1 -d" "
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"  arguments designate that we want only the first space-separated field in the output (the

calculated hash). See the screenshot below to see the difference. 

We are now watching a folder for new entries, passing the names of those files through a function to

check for writes, and calculating the hash value of those new files. The next step is to use the hash

value to check against a reputation service.

3. Setup the HTTP API call

There are many services that will take a hash value submitted via HTTP to an API and return a

result of good/bad. While many of these services are either commercial or at least require signing

up and making a custom API key to submit with the hash check, we want something simple for this

demonstration. For this step we will use the ThreatCrowd site API, although it may not be as

comprehensive as sites like VirusTotal, it is usable without setting up API user-specific API keys and

therefore works well enough for this lab. 

To set up an HTTP API call you must use the HTTP request node. Search for "http" in the node filter

box in the upper left and drag an "http request" node onto the workspace. Once it is placed connect

it to the top output of the exec node (this is crucial for correct functioning). The "exec" node has 3

separate outputs, one for stdout, one for stderr, and one for the return code of the command. We

need the actual output of the command, and that comes from the top box. Place and connect the

nodes as shown below:
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Next we must set up the HTTP call. Double-click the "http request" node to bring up the sidebar as

shown below:
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In the sidebar, place the following in the URL box: 

In the bottom box (#3) select to Return "a parsed JSON object". Since the API from ThreatCrowd

responds with JSON, we must tell the "http request" node to expect that format. Press the "Done"

button to save the changes.

By placing this node that will do a lookup to the URL above, we are telling the node to make a

request to the free ThreatCrowd API and to place the payload (which is set to the md5 hash from

before) as an argument to the HTTP request. This is done using the {{{payload}}}  designator at

the end of the URL. The API will return to us a set of information, including whether the file is a

known virus or not, in another JSON object that we can then check for results in the next step. 

https://www.threatcrowd.org/searchApi/v2/file/report/?resource={{{payload}}}
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4. Set up the result sensing function

To evaluate whether the HTTP API call returned that the hash indicates a known virus or not, we

must use another function to check the JSON results. Search for "function" in the node filter bar in

the upper left of the screen and place a new function node on the workspace, then connect it to the

output of the "http request" node as shown below:

Then double-click on the function to customize it's properties:
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Fill in the items as given:

Name: Results check

Function:

Then press "Done" to save the changes. 

This function works by looking at the first item in the "scans" array returned from the HTTP call. If

the hash is a known virus, this is where the result appears. If there is not a result, this field does not

exist. We can use this property for the "if" condition, only continuing if there is data in the variable,

indicating the hash is a known virus. 

We now have a workflow that detects new files, calculates the hash, sends the hash to the

ThreatCrowd API, and evaluates the returned response for a positive identification. The final step is

to alert any time there is an outcome where results were detected.

var results = msg.payload.scans[1]
if (results) {
    return msg;
}
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5. Setup the email output

For the output of this workflow, we will set up emailing the SOC. To accomplish this, we first must

set a few extra variables in node-RED to ensure the email goes out with a subject and a "from"

address. To do this, we will use the "change" node, which can be used to arbitrarily set, change, or

remove values from variables.

Search for "change" in the filter node search bar and drag the resulting node out onto the work

space. Connect the output of the "Results check" function node to the input of the change node as

shown below:

Next, double-click on the change node to enter the properties:
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Inside the "edit change node" sidebar, erase the default value of "payload" that's filled in and make it

Set "msg.topic" instead. Then set the value to:

This will become the subject of the email that is sent.

Next we have to make an additional rule to set the "from" address of the email. To do this we must

create another rule, click on the small "add" box and fill in the values as shown below:

New Virus Identified!
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Once the details are set up as shown above, press "Done" to save the changes. 

We are now ready to end the flow with the sending of an email message. To do that you'll have

Node-RED send the information to the MailHog server we used previously using a "email" node. 

In the node filter search bar, search for "email" and drag the email sending node out onto the

workspace, then connect it to the output of the "change" node as shown below:
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Double click the final node and set it up with the details shown in the photo below.
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Once the settings are in place, press "Done" to save them. 

Finally, we must "Deploy" the configured workflow to activate it. In the upper right corner of Node-

RED, press the "Deploy" button. 

To: soc@sec450.com
Server: mailhog
Port: 1025
Use secure connection: UNCHECKED
Use TLS: UNCHECKED
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You should see a popup saying the flow was successfully deployed. (Do not worry if you see a note

about unused configuration nodes).

Congratulations, you have now completed your first Node-RED automated workflow! Now it's time

to test it!

6. Testing the automation flow

Open a terminal in your virtual machine by clicking the icon in the upper bar of the virtual machine.

In the terminal we will use files in the /labs/5.2/test_files  folder, which holds a virus file (the "x"

named virus we saw in the previous lab inside of virus.zip), and a benign text file (not_virus.txt).
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We will use these to test that the script both does nothing for safe files, and emails the SOC when a

file is detected as bad. 

Enter the commands shown below to test the output for the benign file not_virus.txt:

To check the output, open a new tab in Firefox and click the "MailHog" bookmark in the bookmark

toolbar. You should see an empty mailbox:

Next use the command below to unzip the virus.zip file and move the virus into the samples folder,

causing our workflow to activate:

Enter the password infected  to unzip the virus file "x":

cp /labs/5.2/test_files/not_virus.txt /labs/5.2/samples

cd /labs/5.2/test_files
unzip /labs/5.2/test_files/virus.zip
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Next, move the virus into the ingest folder:

Now check the MailHog inbox, you should see a new email!

Click on the email to see the details and click the "Source" tab to line-wrap the text so it can be see

all at once:

cp /labs/5.2/test_files/x /labs/5.2/samples
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There we have it, automatic detection of viruses with email alerting based on any new entries in a

folder! The email the SOC receives contains multiple hash entries, the names the file virus has been

labeled by various AV vendors, and a permalink to the page on ThreatCrowd, how convenient! To

use this at scale, all you would need to do is implement an IDS (Suricata, Zeek, etc.) or other
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appliance that automatically places files in your samples folder, you're now ready to go forward

automated virus detection based on any files carved from the network!

Lab Conclusion

In this lab, you have:

Walked through the steps to set up a SOAR workflow

Used 

Automatic file monitoring

Hash calculation

HTTP API calls with variable data

Email alerting based on the results of an API call

Implemented automatic virus detection and alerting!

To shut down the services used for this lab go back to your terminal window (or open a new one)

and enter the commands below:

Lab 5.2 is now complete!

• 

• 

• 

• 

• 

• 

• 

cd /labs/5.2
rm /labs/5.2/samples/not_virus.txt /labs/5.2/samples/x /labs/5.2/test_files/x
docker-compose down
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Lab 5.3 - Incident Containment

Objectives

Perform some common containment actions to understand when and how they work 

Combine common containment actions with automation for quick response

Exercise Preparation

Before starting this lab, you must start the required services. To do this, open a command terminal

from the start bar.

Once the window is open, start the services by entering the following command at the command

line.

Exercise Walkthrough Video

• 

• 

cd /labs/5.3
rm /labs/5.3/pihole/blacklist.txt
touch /labs/5.3/pihole/blacklist.txt
docker-compose up -d
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Lab Steps

1. Create the automation dashboard form

In this lab we'll create a Node-RED automation flow to take domain names from a dashboard and

automatically place them into the pi-hole DNS server blacklist. This type of automation would allow

SOC analysts to use a simple form on a web page to submit and implement a DNS black hole entry.

When blocking a new malicious domain name needs to occur, automation tools like this can ensure

it's a quick and painless experience.

To test our DNS server, first go to your terminal and perform a lookup using the pi-hole DNS server.

Type the following command at the command line to ensure the DNS server is working and to

retrieve an IP address for weather.com.

You should receive a valid response as shown below (the IP may be different.)

dig @127.0.0.1 -p 553 weather.com A

Note

Unlike the DNS lab we are not disabling the virtual machine's DNS stub resolver service (systemd-resolved) for this lab.

Therefore as an alternative the Pi-Hole server will be using port 553 for DNS requests in this lab. To compensate for

this we must use the -p 553  argument to specify the special port to dig.
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Next, open Firefox by clicking on it up the upper bar of the virtual machine.

Once Firefox is open click on the "Node-Red" bookmark in the bookmarks toolbar. You should see

the following page.
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Remember in Node-RED we have 3 sections, the Palette where "nodes" are found to place on the

"workspace". Node settings are then configured in the "sidebar"
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To start, we need to make a form on a Node-RED dashboard where we can submit the name of the

domain we want to block. To make the form, type "form" into the "filter nodes" search box. You

should see only one hit as shown below. Drag it to the workspace as shown:

SEC450 - © 2019 John Hubbard Page 5

© SANS Institute 2020

634ea992c4dcba2ae1b930855a8c129f

0mamaloney0@gmail.com

22844595

David Owerbach

ohNrhAfzA3YUEB7zYQeMv7asRrrC6mmK

liveLic
en

se
d T

o: 
Dav

id 
Ower

ba
ch

 <0
mam

alo
ne

y0
@

gm
ail

.co
m> A

pr
il 2

8, 
20

20

Licensed To: David Owerbach <0mamaloney0@gmail.com> April 28, 2020



Once the form is on the workspace, double click it to bring up the "Edit form node" box. 

Before entering any information, we need to add a second button to the form, click the "+element

button at the bottom of the "Form elements" box.
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Enter the following options as listed and shown in the photo below and press "Done" to save it.

Group: "[SOC Automation Dashboard] DNS Block" *(this should be already selected)
Form Elements Label 1: "Domain:"
Form Elements Name 1: "domain"
Form Elements Label 2: "Requested by:"
Form Elements Name 2: "requester"
Name: "Domain Block Form"
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Once complete, press the "Deploy" button in the upper right of the Node-RED interface. Notice that

the "Name" item at the bottom replaced the name on the workspace making it easier to tell what

that node does.
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Now that we've deployed a form, let's make sure it showed up. Open a new tab in Firefox then click

the "Node-RED Dashboard" bookmark toolbar link. 

Once the dashboard is open, you should see the form on the screen.

Click back to the Node-RED workspace tab to continue. 

2. Connect the message formatting and email nodes

We'll now add a few more nodes to the workspace and connect them to test our flow.
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In the "filter nodes" box in the upper left of the palette, type "debug" and drag the resulting node

onto the dashboard to the right of the "form" node we created before.

Once placed, connect the two objects with a wire by clicking on the small gray box on the right side

of the blue form node and dragging the wire to the gray box on the left side of the green debug

node. Using a debug node allows us to see the text being sent from the form to the other nodes.

Next, let's add some "Change" nodes so that we can add additional information to the JSON based

message we'll be passing from node to node. 

Use the filter "file nodes" search to search for the word "change" and drop two nodes onto the

workspace, then connect the right side output of the blue "Domain Block Form" to the input of both

change nodes as shown in the picture below.
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Next erase the "change" search and type "email". Select the 2nd hit that shows the connector on

the left side and drag it out to the workspace to the right of the lower change node. Afterwards,

connect the change node output to the input of the green email block.

Now we must modify the change node and email node path we've just created (we'll save the top

change block for the next step.) Double click on the yellow change node that's connected to the

email node to bring up the "Edit change node" screen.

Under the rules section we want to have it read "Set", then change the word payload to "from". In

the to field drop down ensure "string" is selected: 
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Then type "alerts@sec450.com" in the "to" box. Next, press the "+add" button at the bottom of the

screen to create a 2nd rule. 

Change the top box to "topic" and the "to" box to "New DNS domain block"

Your setup should look like the picture below.
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These changes set a "from" address and email subject in the message that will be passed to the

"email" node after it passes through this change. Hit "done" to save the changes.

Next, we'll modify the email block to configure it to send mail using the MailHog server. Double click

the email node then fill in the following information as listed and shown below.

Your setup should look like this:

To: soc@sec450.com
Server: mailhog
Port: 1025
Use Secure Connection: UNCHECKED
Use TLS: UNCHECKED
Name: Email the SOC
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Hit "Done" once complete. 

We've now setup Node-RED to take input from our dashboard and output it to a debug message as

well as to an email address to notify the SOC a new domain was blocked, and who initiated the

block. Let's test it out - hit "Deploy" in the upper right on your new config.
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3. Test email output

Click back to the "Node-Red Dashboard" tab in Firefox and type in a test entry. Fill in "test.com" in

the "Domain" box and your name in the "Requested by" box and press submit. 

Flip back to the Node-RED workspace tab and look at the right sidebar. Press the small bug-shaped

button to bring up the debugging output.

On the sidebar you should now see the output from your submission saying:
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If the output matches what is expected, everything should be working right so far. Open a 3rd tab in

Firefox and select the MailHog bookmark. You should see a new email in the inbox.

Click on it - the contents shows all the information we filled in on the dashboard form as well as the

hard-coded variables we placed in the change node.

4. Connect the output to the DNS server blacklist

Next for the final piece - connecting the output to the Pi-Hole DNS server to automatically

implement the block for the domain we enter. 

{ domain: "test.com", requester "[your_name]" }
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Click back to the Node-RED workspace tab and now double click the upper yellow change block to

open up the "Edit change node" pane. In the pane fill in the "to" box to read "msg.payload.domain"

as shown in the picture below, then press "Done".

Next search we need to add one more node. Search "file" in the "filter nodes" box in the upper left

and select the second entry (When you mouse over the block it should say "Writes msg.payload to

a file...") and drag it out to the workspace to the right of the change block we just modified, then

connect the two as shown below.
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For the final tweak, we need to modify the file box. Double click it to open the "edit node info" pane. 

Type the following into the "Filename" box:

Make sure the "Action" is set to "append to file" and the "Add newline" box is checked, then hit

Done.

/tmp/blacklist.txt

Note

If you do not see the "Action" drop down you probably selected the wrong type of file block in the previous step.
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Finally, hit the deploy to save your changes:

5. Test the full automation setup

Our Node-RED flow is now complete! What we've created is a dashboard form that takes a domain

name and requester name and hooked it up to 3 outputs

A debug output to test functionality• 
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An email output to let the SOC know when a new item has been entered and who to trace it

back to

A file output that will be pushed to the Pi-Hole DNS server to add to the blacklist of domains that

won't resolve, effectively killing the site for those using the DNS server. 

Now it's time to test the whole thing. Flip back to the "Node-RED Dashboard" tab in your browser

and type the following information.

Then press submit. If you flip back to the "Node-RED" workspace tab you should see your output in

the debug pane as before, without any errors. 

• 

• 

Domain: weather.com
Requested by: [Your name]
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If you see an error double-check your settings. If all is good, now it's time to log into the Pi-Hole to

make sure our new entry made it to the blacklist.

Open a 4th tab in Firefox and click the Pi-Hole bookmark bar.

Login to the Pi-Hole with the password sec450 .
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Once logged in, select the "Blacklist" tab on the left side of the screen. You should see weather.com

in the list. 

Tip

If you see "payload.domain" at this step instead of weather.com, you likely missed switching the "change" block

connected to the fileblock. Ensure the bottom line of the config is set to "to msg:payload.domain" instead of the "az"

default.
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There's one final step, we must tell the Pi-Hole to read the newly updated list and activate the

blocking (this part would be normally be automated too, but we'll do it manually to keep the node-

RED flow simple). Select the Tools tab on the left side of the screen then choose the "Update

Gravity" option. On the screen that appears, press the big blue "Update" button and wait for it to

finish, this refreshes the DNS server blocklist and implements the blacklist item we just added.
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Now that the block should be in place, the final step is to test it. Go back to a terminal and enter the

same dig DNS lookup command you used earlier:

You should now receive the response of 0.0.0.0!

dig @127.0.0.1 -p 553 weather.com A
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Our automated blacklist worked! We've successfully created a simple new dashboard for the SOC

to implement a DNS black hole with the push of a button! This is the type of easy access to blocking

action that makes doing your job as an analyst efficient. While we happened to use Pi-Hole, this can

just as easily be done with other DNS servers and proxies as well. Node-RED was simply writing a

text file that the server was able to pick up and use, if you can orchestrate such a workflow, you

should easily be able to do the same!

Lab Conclusion

In this lab, you have:

Implemented containment of a domain via a "DNS Firewall" or black holing

Created a custom automated workflow that allows analysts to easily add new blocked domains,

and leaves the SOC with an email audit trail of the time of the block, domain, and person

responsible. 

• 

• 
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To shut down the services used for this lab go back to your terminal window (or open a new one)

and enter the commands below:

Lab 5.3 is now complete!

cd /labs/5.3
docker-compose down
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CTF Instructions

Day 6 Prep

Bring all your books to class in the morning, they will be an extremely useful

reference

You may want to form your team before day 6 unless you're ok with choosing

a team as you walk into the room in the morning.

If you want snacks/drinks outside of the provided break-time food bring it with you.

There will be no lunch breaks or otherwise.

Day 6 Instructions

SERVER CONNECTION

Your instructor will give you instructions to connect to the CTF server.

If you are an OnDemand student taking the course online, please refer to the special

CTF access and instruction details provided to you through your MyLabs portal.

TEAM REGISTRATION

Click the "Register" button a username and password.

You should now see boxes for entering a User Name, Email, and Password.

Choose a username and password. Feel free to enter anything for the email

address, it will not be used, email sending is not activated.

You may register an account and log in before (or after) the game begins. If you

register before, the game will show "CLOSED." It will open once the instructor

begins the game.

Pick a team captain and create an "Unofficial" Team!

• 

• 

• 

1. 

2. 
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Speak with your fellow classmates and form a team. The maximum team size is

4 people.

One teammate should select the "Create Unofficial Team" button and create a team

name and password. Creative (but appropriate) team names are encouraged!

Stuck on a name? Click Here for a Team Name Generator

Each individual should then join the team using the password. 

Get ready for the green light from your instructor!

Team Formation and Winning Strategy

Winning Teams:

Work "multi-threaded" on multiple questions at once

Keep in constant communication

Use hints very carefully - they are costly!

Strategize carefully, especially near the end of the game

Game Advice

Read the introduction and the questions carefully

Every word counts!

Most challenges will not require using the internet, ones that do specifically mention

that they rely on outside resources. 

If the challenge states that it is based on a specific server or service, then do your

best to filter the data only to what is in scope

Not Allowed

Follow the golden rule. ABSOLUTELY NO...

3. 

• 

• 

• 

• 

• 

• 

• 

• 
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Interfering with the other teams in any way

Interfering with the scoreboard, server, Wi-Fi or anything else (hacking,

programmatic brute forcing, DoS, etc.)

Cheating in any other way - If you're wondering whether it's allowed, it's probably

not. If you still aren't sure ask, better to find out instead of lose.

Remember this eternal statement about CTF:

"Do not throw your professional ethics away for $7 of shiny metal." - Eric Conrad

Attitude is Everything

Today’s goals:

Learning and putting what we have learned this week into hands-on practice

Have fun while competing to win

Anyone may complete most of the CTF

We designed the capstone to be enjoyable for all, from managers and CISOs to the

hands-on analysts.

Hints

Hints are available for difficult questions at varying costs, from subtle nudges to, “Here

is how you do it: type this…" Hints that cost the entire worth of the question will give

you the answer. BEWARE: THE GAME ENGINE DOES NOT STOP YOU FROM

TAKING ALL HINTS, SO IF YOU TAKE THE HINT WITH THE ANSWER, DO NOT

CLICK THE OTHER HINTS

Hints deduct points immediately. Hint penalty is listed for each hint. More

expensive hints will get you closer to the answer.

• 

• 

• 

• 

• 

• 
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Hints are available for most questions. You can use hints in a number of ways.

Remember, the CTF is designed for learning and/or competing to win. You don’t have to

do both!

Please keep this in mind: Points are deducted immediately!

Once you request a hint for a specific question, it is best to see it through to

the end: The first hint will deduct points immediately. If you stop there and fail to

answer the question, you will simply be down points.

If you cannot answer the question after the first hint (before running out of time),

request the second. If you answer it, you would temporarily be down 13 points as

shown in the example above, but you will gain 20 for a net gain of 7 points.

Declaring the Winner

The contest will run until 2pm sharp!

The winner is the team who either... 1. Is the first to get a perfect score, or... 2. Has the

most points at the end of the game, or... 3. If point totals are tied - the team that got to

the highest point total first wins. 
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