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Hello, and welcome to SANS Security 504, Hacker Tools, Techniques, Exploits, and Incident Handling. We will
spend the next several days discussing how attackers break into systems and, more importantly, how you can
prevent, detect, and respond to such activities. This material is designed to help prepare you for the GIAC GCIH
certification.

Our initial focus is on incident handling, as we discuss time-tested procedures for responding to computer attacks.
The incident handling approach you will learn was originally developed by the United States Department of
Energy and then adopted by the US Navy. Since then, this process has been further developed and refined by
hundreds of incident handlers who have worked for over a decade to improve the state of practice. These efforts
have centered on making the approach more generalized to support corporations, government agencies,
educational institutions, and other organizations. The focus of this class is to prepare you to handle an incident.

SANS is serious about this training and certification, and we have invested a lot of time and effort into building a
class that will prepare you to handle just about anything! You are going to have to work to win the certification,
but you will know that it truly means something once you've achieved it. Incident handling is not a standalone
skill; it builds on your system administration and network defense training. When you are under fire, you will
appreciate having these skills at the ready!
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The SANS SEC504 course covers a variety of attacks and associated defenses, It explains how you can apply
incident handling procedures to address each step of an attack. It is built around the philosophy that offense must
inform defense. That is, to be a solid defender, you need to understand the attacks your systems and networks will
face every day. Along with that notion is the concept that to be a good attacker (such as a penetration tester or red
teamer), you need to know the defenses, There are two important reasons that professional attackers need to
understand defenses. First, penetration testers need to be able to make recommendations about what kinds of
defenses should be in place in their reports and recommendations. Furthermore, penetration testers need to
understand defenses because they need to consider ways to thwart or bypass them.

For those reasons, this SANS SEC504 course is in a crucial location in the SANS Penetration Testing curriculum
and the SANS Digital Forensics and Incident Response (DFIR) curriculum. In the slide, you can see its location in
the Penetration Testing curriculum, covering insights into a variety of attacks (and their associated defenses) and
providing security professionals detailed foundations and capabilities for understanding, analyzing, and launching
attacks and applying practical defenses.
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As described on the previous slide, defenders need a solid understanding of attacks. When offense informs
defense, security personnel, such as digita] forensics experts, can anticipate an attacker's moves and analyze or
counter them much more effectively. For that reason, this SEC504 course is also in a crifical position in the SANS
DFIR curriculum, as you can see in the slide.
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« Incident Handling L
« Applied Incident Handling o 5041
» Attack Trends

 Step 1: Reconnaissance = 504.2
« Step 2: Scanning

« Step 3: Exploitation >— 504.3

«  Gaining Access

»  Web App Attacks = 504,4

«  Denial of Service
« Step 4: Keeping Access : 504.5
» Step 5: Covering Tracks
» Conclusions and CtF 504.6

This course is made up of six parts. In the first part, 504.1, we discuss incident handling techniques, focusing on a
well-established process for handling incidents in enterprises. We discuss the overall methodology, picking up
useful processes and technical tips along the way. In addition, we go over computer crime topics and the legal
system, discussing how they impact incident handlers.

After establishing a firm base of incident handling concepts, the course shifts into a discussion of how attackers
exploit target systems and networks, from a step-by-step perspective. We go over reconnaissance and scanning in
504.2 to see how attackers get to know a target environment better. Next come two of the biggest components of
the course, 504.3 and 504.4, in which we discuss how attackers gain access to target machines. This section is
split over two course books because attackers have so many methods to infiltrate targets.

Section 504.5 looks at the next phases of many attacks afier attackers gain access: maintaining access and
covering their tracks. We address topics such as backdoors, rootkits, and log editing.

Our final component of the course is designed to help get attendees into the mindset of attackers. This gives you
an idea of how an attacker views a target environment and the steps he or she would apply. This last topic,
covered in 504.6, is our Capture the Flag (CtF) event, in which you get to apply all of the attack phases into a
competition to hammer home lessons from throughout the course.
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imediately when

« You will use two virtual machines for lab exercises, supplied on your
SEC504 USB drive: Slingshot Linux and Windows 10

» Please take a moment to start copying the two VMs now

. After copying, extract compressed files using 7-zip
~  Install 7-zip (721900-x64.exe) if needed

In this coutse you will work on many lab exercises to reinforce the concepts we examine,
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:E.;"oot nd Logm.W_l_ndows I0 ar Slmgshot :.

Start the Windows 10VM by Log in with the username sec504

double-clicking the VMX file and the password sec504
wSIir\gshnt-EO‘E-SFCSDd - VMware Workstation X

This virtual maciine might have been moved or copied.

Repeat this procedure with the
In order to configare certain management and netwarking ) :
features, VMivare Workstation nesds to know If this vittual Sl |ngshot |_| nux VM :

machine was raoverd or copied.

£ you don't know, answer "I Copled Iy B b

TheseVMs ave been OPtIITIIZed. forf
the lab exeruses, please :don t use

After unzipping the VMs, double-click on the VMX file for the Windows 10 VM (1), When you first start the VMs,
VMware will ask you if you copied or moved the VM. Please select I Copied It (2). When the Windows 10 VM has
finished booting, log in with the username sec504 and the password sec504 (3).

After booting and logging in to the Windows 10 VM, repeat this procedure with the Slingshot Linux VM as well (4).

The VMs we use in the class are optimized for the lab exercises. Please do not use these VMs for any production-
related activities. They should be used only for this class, They are not regularly updated or secured.

If you need to change your keyboard fayout from the US default on Slingshot Linux, please select the following:
Activities | Type keyboard | Then choose Region & Language.
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All of the lab exercises for books 1 through 5 are completed locally using the supplied Slingshot Linux and
Windows 10 virtual machines. These exercises are completed the same way if you are in the classroom or
learning online.

For the book 6 Capture the Flag (CtF) event you will complete some additional steps to access the online lab
environment. Visit the My Labs link in your SANS Portal page at www.sans.org for setup directions.
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Course Roadmap

» Incident Handling
« Applied Incident Handling

* Attack Trends

* Step 1: Reconnaissance
* Step 2: Scanning

Step 3: Exploitation

* Gaining Access
* Web App Attacks
* Denial of Service

« Step 4: Keeping Access
» Step 5: Covering Tracks
* Conclusions

'The first day's materials are broken into the following phases:
*  Overview: This is an introduction to the material,
* Detailed Incident Handling: This is the heart of the 504.1 materials. It describes a six-step process for
handling incidents in depth.
* Applied Incident Handling: This section presents tips and tricks for various scenarios. Each suggestion
has served experienced incident handlers well. oo T

We also include some additional material in the appendices that you'll need to know going forward for this
course. If you are already familiar with VMware and Linux, you are ready to go with these appendices. If you are
new to VMware and/or Linux, these appendices are essential, and we strongly recommend that you read them.
Better yet, pop open a laptop and experiment with the items in Appendix A. Similarly, if you know VMware and
Linux but haven't used them in a while, you might want to read the appendix as a refresher, Trust us—you need to
know this material for the rest of this class!

If you have seen our fncident Handling Step-by-Step book and are wondering how the book and course relate,
note that the book is the outline for the course. Additional material is covered here,

Without further ado, let's dive into the material!

A PERTRR
[t
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Incident handling is an action plan for dealing with the misuse of
computer systems and networks, such as
— Intrusions

— Malicious code infection L

— Cyber theft

— Denial of service

— Other security-related events

Keep written procedures and policies in place so you know what to
do when an incident occurs

Incident handting is the action or plan for dealing with intrusions, cyber theft, denial-of-service, and other
computer security-related events. Your incident handling plan should include hooks to your general disaster
recovery and business continuity plans that deal with fire, floods, and other disastrous events. The scope of
incident handling is greater than just intrusions; it covers insider crime and intentional and unintentional events
that cause a loss of availability. Furthermore; intellectual property is becoming more important as we move into
an information age. Types of intellectual property include brands, proprietary information, trade secrets, patents,
copyrights, and trademarks.

The other key point of the definition is the notion of action. Sitting there watching is not incident handling,
Identifying an incident is important, but you must act on that information to secure your systems in a timely
manner. The best way to act on an incident and minimize your chance of a mistake is by having proper -
procedures in place. Well-documented procedures ensure that you know what to do when an incident occurs and
minimize the chances that you will forget something.

Your incident handling plans and policies must comply with the applicable laws of your country. We discuss
some of these legal aspects in more detail at the end of the day, after we describe the incident handling process
itself.
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Incident Definition

« The term incident refers to an adverse event in an information
system and/or network . . .

 ...or the threat of the occurrence of such an event

« Focus is on detecting deviations from the normal state of the
network and systems

» Examples of incidents include
— Unauthorized use of another user's account

— Unauthorized use of system privileges
~ Execution of malicious code that destroys data

« Incident implies harm or the attempt to harm

This slide and the next one are for the purpose of defining what we mean when we use a word like incident or
event. Incident, as we use it, refers to actions that result in harm or the significant threat of harm to your computer
systems or data. Looking for incidents involves finding deviations from the normal state of the network and
systems. There are several important points for an incident handler that flow from this definition, First; because
we are dealing with harm or potential harm, our task is to limit the damage. We want to be careful to choose
courses of action that do not cause further harm.

: Second};your organization may well have a right to redress. There are criminal and civil law remedies associated
with computer incidents. In either case, the incident handler should proceed in a manner that does not preclude
use of the evidence gathered in a court setting. A handler does not know in advance whether a given case will go
to court. Although only a small fraction of most cases end up in court, you need to treat all of them from the
outset as though they may go to court. Don't worry; that's not an enormous burden, It just means doing your job
thoroughly and documenting your actions carefully,
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o An event is any observable occurrence in a system and/or network

Examples of events include

— The system boot sequence

— A system crash (could be normal behavior for that system)

— Packet flooding within a network (could be bursty, legit traffic)

These observable events provide the bulk of your organization's
case if the perpetrator of an incident is caught and prosecuted
—  Must be recorded in notebooks and logs

~ Recording the same event in multiple places helps improve evidence—
that's corroborating evidence

Events are observable, measurable occurrences in our computer systems. An event is something that happens that
.someorie either directly experiences or that you can show actually occurrecl An event is something that you see
‘flash on the screen or that you hear. It can also be something that you know occurred because it was collected in a
log or audit file.

At http://www.sans.org/score/incidentforms, you can find forms that help you document the information that
should be documented; these forms help alert you to the things you should look for. The forms’ copyright allows
you to make all the copies you want.

If there is any chance of the incident ending in a court case, having corroborating information is better than a
single source claiming that the event happened. For instance, if two people see a message flash on a screen, this
fact will likely have more validity in court than if just one person saw it. Further, attackers sometimes use tools to
alter or delete their traces in log files. If you can produce two independent sources for the information, your
evidence has more validity. This is one reason we push intrusion analysts to become familiar with a large number
of log formats. Let's look at an example on the next slide.
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Corrobor’atmg Ev:dence. M:crosoft !IS Attack.

s £k

[**}] II5 vti inf access attempt [**] :
06/25-05: 36: 17.833982 63.209.91. 33:4791 -> 10 0.0.13:80
TCP TTL: 116 TOS:0x0 ID:6075 DF

**kPA* Seq: 0x1CBG6779 Bck: 0xB58F0451 Win: 0xzl1l7C

» Which corresponds directly with

[Wed Jun 25 05:36:13 2017] . [error] [client 63.209.%1.33]
File does not exist: /usr/local/apache/htdocs/ vti inf.html
. [Wed Jun- 25 05:36:14 2017] [error} [client 63.209.91.33]
File dees not exist:

/usr/local/apache/htdocs/ th_ _bin/shtml. exe/ viti rpc

* Incident or event?
* We must look at environment and context

On this slide is a bit of corroboratmg evndence that can help determine what is happening on our systems and even
bolster a case. The main point is that two different systems have captured the same event of interest. The top
block comes from a Snort intrusion detection system. It has a rule that causes it to alert if it sees the signature for
a particular attack; in this case, it is an attack on the Windows web server IIS. This particular attack is against a
weakness in a default script on Windows 2000 11S servers named vti_inf. This is because scanning tools look for
old and out-of-date software.

The bottom block comes from a UNIX web server running Apache software. So there isn’t a lot of risk of harm
here; a Microsoft 1S attack is unlikely to succeed against a UNIX system running Apache. Some people would
classify this as an incident because the attacker probably did have malicious intent. Others would say that because
no harm can be done, it should not be considered an incident. The point, however, is that the intrusion detection
system and the web server are completely separate systems and they show the same event. If this went to court,
having both logs of the event will make for stronger evidence. Also, when you have multiple sources of
information, there is a good chance that you will be able to get data from one that might not be available in
another. This is why the intrusion analyst and the incident handler should work hard to learn the types of log files
available to them and develop the skills needed to read the logs.
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» Keep the six stages in mind: Preparation, Identification,

Incident handling is similar to first aid
— The caregiver is under pressure, and mistakes can be costly

— A simple, well-understood, documented approach is best

Containment, Eradication, Recovery, and Lessons Learned
Use predesigned forms and ask for help

Additional materials are available in NIST's Computer Security
Incident Handling Guide |

Law enforcement agents tell story after story of the well-meaning system administrator who ruined the
evidence—usually just a couple minutes after the incident. You do need to act, but take time to think.

This story has a crucial point. No one can run so fast that he can outrun a computer with a 3-GHz multi-core
processor attached to a Gigabit Ethernet. More importantly, when one is working as root, administrator, or
supervisor, many operations do not have an “undo” capability. Several times during this part of the talk, we will
draw the analogy between incident handling and first aid. It is a solid analogy; in some ways, first aid is a form of
incident handling.

To help you stick to the six-step process, use the forms at the www.sans.org website. They provide a template for
useful information you need to capture during an incident. The free forms at this site include Incident Contact
List, Identification Checklist, Survey, Containment Checklist, Eradication Checklist, and a Commugnications Log.

In addition, for more valuable materials, NIST has developed a Computer Security Incident Handling Guide
(https://csrc nist.gov/publications/detail/sp/800-6 1 /rev-2/final/) that covers the same concepts we do here. It's a
solid read and nicely complements this material. You can get it at no charge from the URL listed here. The
graphic on the slide is excerpted from the NIST document and summarizes a flow for incident handling fully
compatible with the process we cover in this course. ' '
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_Share Your Experiences!

« If your corporate policy will allow it, share what you have learned
Iy (I ’=

with other incident handlers and incident response teams '

— Attacks against computers are happening everywhere, all the time

— The bad guys share information; if we incident handlers do not share with
each other, they'll stay a step ahead

— Coordinating your efforts with those on other teams is a critical facet of
incident response

— Do as they told you to do in elementary school: share

— The Internet Storm Centeris a wonderful point of communication with a
handler on duty every day

— Check out the various cons, such as DEF CON, Black Hat, ShmooCon, and
Wild West Hackin' Fest

The attacker community cooperates with one another (albeit sometimes in an antisocial manner). They share
hacked accounts, exploits, and tricks of the trade.

We often don't share information in the security community. The fact that we may have come under attack seems
to be a secret. This wiil not come as a big surprise, but virtually everyone connected to the internet comes under
attack. Eventually, your organization is bound to take a hit. You can learmn from that and you can share what you
learn. By doing so, others can learn. If your attackers share and you don't, your organization is outnumbered big
timel

So how can you share attack and incident information? You can post something to BUGTRAQ mailing list at
www.securityfocus,com, or submit information to the handlers' list at the Internet Storm Center (isc.sans.edu).
The handlers” list always has an experienced handler on duty, waiting for reports to come in. Each day, the
handlers® diary is updated with the latest information about computer attacks. You should check it out! The ISC
also displays statistics from the DShield sensor network, which has over 40,000 sensors.distributed around the
planet gathering information about scans and attacks against various ports. Their world map view shows the
countries associated with the source IP addresses of the scans. Additionally, the ISC shows the top 10 rising target
ports used in these scans,,

There is also a large number of security/hacker gatherings called cons where great (and sometimes scary)
information is shared. Following are some of our favorites:

hitps://www.defcon.org/
https://www.blackhat.com/
http://www.shmoocon.org/

https://www.wildwesthackinfest.com/
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Course Roadmap

| + Incident Handling
i) - Applied Incident Handling
o » Attack Trends
Y * Step 1: Reconnaissance
] « Step 2: Scanning
: + Step 3: Exploitation

» (Gaining Access

» Web App Attacks
« Denial of Service

» Step 4: Keeping Access
» Step 5: Covering Tracks
 Conclusions

] Here is our outline. We now move to the detailed incident handling process, the core of this first-day session, and
the basis for all of our discussions for the rest of this class,
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Six Primary Phases

Steady State

Preparation

Identification Declare an Incident

Steady State Containment

On occasion, you may be
forced to jump back

The six steps in incident handling are Preparation, Identification, Containment, Eradication, Recovery, and
Lessons Learned. The steps serve as a compass or roadmap for the handler; the process is a way for the handler to
keep in mind what he is trying to do and the things he needs to do next.

The steady-state, day-to-day i)‘ractices of most incident handlers are the first two steps: Preparation and
Identification. We spend a lot of our time getting ready to fight the next battle and looking for events that could be
signs of trouble.

After we identify an incident (that is, events that indicate harm or the attempt to do harm), we move into
Containment. Then, the general flow is down the page. You move from Containment to Eradication to Recovery
to Lessons Learned. Don’t skip steps! Alse, we caution you: Try to complete an entire given step in the
Containment and later phases before moving to the next phase for a single incident. In other words, for one
incident, don't contain it partially on a few systews, and then move to Eradication on those machines while
Containment on other systems begins. Do Containment first, and then move to Eradication, and so on. You will
likely get organizational pushback on such an approach, but it is the best way to successfully handle incidents.

Also, although the general flow of this process is down the page, sometimes you have to jump back up when
circumstances change. You might be in the midst of the Recovery phase when your attacker or malicious code
sneaks back in. You've got to be flexible enough to jump back and redo the Containment phase, then Eradication,
and then Recovery, for example,

18 © 2019, Ed Skoudis, John Strand, Mike Murr



Course Roadmap

 Incident Handling
» Applied Incident Handling
« Attack Trends
+ Step 1: Reconnaissance
» Step 2: Scanning
» Step 3: Exploitation
» (Gaining Access

» Web App Attacks
= Denial of Service

* Step 4: Keeping Access
» Step 5: Covering Tracks
» Conclusions

Chance truly favors the prepared mind, and this is especially true with incident handling. As mentioned before,
the middle of an incident is not a good time to ponder your incident response process, wonder if there is a
command that will enable you to audit an operating system, or figure out how to create a trustworthy forensics
image. Therefore, it is imperative to prepare and ensure you have the skills and resources that you need ready to
go at a moment’s notice,
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» People « Transportation

+ Policy » Space

* Data « Power and Environmental
« Software/Hardware Controls

« Communications « Documentation

« Supplies A

The goal of Preparation is to get the team ready to handle incidents. This slide serves as an overview of the
elements needed to prepare the team for an incident; these are actually the fundamentals of contingency planning,
and it is advisable to have these basics covered. As we move through the Preparation section, we will discuss
these items further,
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One of the most overlooked aspects of our security posture

Also, the most easily attacked

~ Via targeted email (spear phishing)

— Via calls (social engineering)
Reoccurring training can be a big help
— Annual training tends to be ineffective
~ Constant reinforcement

— SANS Securing the Human

You can also regularly test your users with social engineering calls and
phishing tests

— Caller ID spoofing is a good test to employ

~ Phishing frameworks, such as Phishme

Tn information security, we tend to focus on the easy things—things like IDS, IPS, and AV. These are all
technical and can be relatively easily implemented and evaluated. However, in many cases, these technologies are
not how attackers target our organizations. Instead, many attackers target what is generally regarded as the easiest
attack point: your people.

When attacking an organization, attackers can target users in a number of different ways. The most commonly
used ways are via a phone call and through a malicious email.

The best way to prepare for these types of attacks is through constant training and assessment. Many
organizations undergo quérteriy testing of their technology; the same principle can be applied to people. Once a
quarter, either call users via a social engineering (SE} campaign and/or utilize a spear phishing framework to test
your user population’s susceptibility to ckicking malicious links. Projects and services like the gptoolkit and
Phishme are excellent ways to create phishing campaigns and track the results. B

For more information on iraining, check out the SANS Securing the Human at

https://www sans.org/security-awareness-training/
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« Establish policy and warning banners
— Warning banners limit the presumption of privacy
« Warning banner should advise the user that:

— Access to the system is limited to company-authorized activity
— Any attempt at or unauthorized access, use, or modlﬁcatlon 18 pI‘Ohlblted

— The use of the system may be monitored and recorded €t

— If the monitoring reveals possible evidence of criminal
activity, the company can provide the records to law enforcement

« Have legal team review this banner, approving it in writing = -

» Be careful of local prlvacy 1aws especially in Europe
E D

Pr'Va

Don’t go flying through this slide because this is such a familiar word.

Warning banners are very important to an incident handler. They make a major difference in the amount of
trouble you have to go through to collect and use evidence. Everyone knows you should have them, but if your
organization is lax on the implementation, start squawking! This is a battle worth fighting, but be certain to fight
in a wise manner. The banner is one tool that can be used to explicitly define your organization’s policy on the
presumption of privacy. In a world of shades of gray, this is an issue we want to nail down; a handler must know
his organization’s policy about privacy.

If at all possible, an organization should retain the authority to monitor its networks and systems. That's why that
fourth bullet is so important: "The use of the system may be monitored and recorded." -

Have your legal team review the language of the warning banner to make sure it will support your monitoring
activities and back you up in a court case. Have legal approve it in writing.

This language works well in the United States and several other countries; however, be careful in Europe. Various
countries’ interpretations of the European Data Privacy Directives may forbid you from monitoring your own
data. Your best bet is to get local legal counsel to advise you on such matters.
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« Establish an organizational approach to incident handling

» Decide generally how you will handle the "big issues” up front

— Maintain secrecy or notify law enforcement
»  Most organizations maintain secrecy until they must notify law enforcement
»  That’s not always the best policy, though
— Contain and clear or watch and learn
»  Most organizations have a default pre-authorization to contain, but may handle it
differently depending on the particulars of the case

» Get management buy-in and sign-off for your default practices

— Document any purposeful deviations from your standard practice when
you opt to do so

One thing you want to aveid is having an incident happen and finding yourself in a debate about whether to
contain the incident and clean up or to watch the attackers and try to gather more evidence. Likewise, “during the
time an incident is occurring is a bad time to decide whether your policy is to involve law enforcement or
rnamtam secrecy. The time to make these (carcer-affecting) decisions is before the incident, keeping senior
management and your legal staff apprised,

If you want to consider watch and learn, you should probably spend some time reading about the’ Honeynet
Project (www.honeynet.org). They probably have the most experience with this of any group on the internet.
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« Requirement to report varies by jurisdiction
— Threat to public health or safety
— Substantial impact on third party
— Legal requirement based on industry (e.g. FDIC, OCC, etc.)
» Many jurisdictions have breach notification laws
~ Usually focus on customer notification of compromised data (e.g. PII/PHI)
— Scope of who must report can be surprisingly broad
» Optional reasons to notify law enforcement
— To benefit from criminal discovery process
— To be a good corporate citizen

Whether or not you are required by law to contact a law enforcement agency when an incident occurs depends on
the jurisdiction. Unfortunately too many companies are too timid to call law enforcement. If we want to get tough
with attackers, we need to be more willing to get law enforcement actively involved.

Some of the reasons you might be required to report are: a threat to public health or safety, substantial impact to a
third party, or a legal requirement for your industry. Also, note that you may need to notify the public about an
incident involving Personally Identifiable Information (PII) or Personal Healthcare Information (PHI), The scope
of who must report under some of these laws (e.g. California's SB1386) can be surprisingly broad.

Another reason to notify law enforcement is a selfish one: to benefit from criminal discovery in a court case. The
final reason involves just helping the community by making sure the attackers pay for their crimes.
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» Several points to consider when interfacing with law enforcement

— There will be two investigations (yours and theirs) with differing goals

— They usually don't go to the media without victim consent
> But they are usually under no strict legal obligation not to inform the media

— Might ask to watch attackers, in order to gather more evidence

— May ask for equipment if it is evidence
« Though you usually don't have to provide it, especially if it hurts business operations
»  Not providing any evidence (e.g. not even copies) may hinder the investigation

—  Will need access to personnel with technical details
Utilize the SANS SCORE: Law Enforcement FAQ
Always consult with legal counsel

There are several things worth considering if you decide to contact faw enforcement. First is that there will be two
cases, yours and theirs. Just because law enforcement starts a criminal investigation does not mean you must stop
yours. However the goals of a criminal investigation may differ from yours. Law enforcement investigations are
usually in support of criminal prosecution, where as a business's investigation is often focused on getting business
back up and running.

A common misconception about working with law enforcement is that they leak details of an incident to the press.
When you notify law enforcement of an incident, they usually do rof contact the press or media. Especialty if it
would hinder the investigation, or cause the victim to suffer further damage. Remember, law enforcement agents
do not want to malke the victim feel victimized again. With this in mind, in most jurisdictions law enforcement is
not forbidden from contacting the media.

Law enforcement agents may ask you to allow the attackers to continue, so they can observe and gather more
evidence. However short of a court order you usually don't have to comply. Similarly, they may ask for the
equipment (computers, hard disks, etc.) that have evidence on them. Again, without a court order you usually
don't have to comply, especially if it would negatively impact your business. Keep in mind that not providing any
form of evidence (e.g. not even providing digital copies) can significantly hinder an investigation.

When law enforcement first contacts a victim, they have no pre-existing knowledge of the victim networks, what
evidence exists, etc. So what law enforcement will need is access to people who have technical knowledge and
details of the incident, as well as access to people who can provide (copies of) the evidence. The time that victim
personnel spend working with law enforcement is time they necessarily are not spending on their job-assigned
tasks. Of course, that's just part of the nature of reporting.

For more see the SANS Interfacing with Law Enforcement FAQ: https://www.sans.org/score/law-enforcement-
faq
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« Establish a policy for outside "peer" notification

« Establish a policy for dealing with incidents involving remote
computers belonging to
- Business partners and joint ventures

— Your company
— Your employees
— Contractors and other employees who are not full time
» For VPN usage, include a warning banner saying that all systems
connecting are subject to remote search
— Include this notice in employee awareness initiatives

The unwritten policy on incident notification in some organizations is never to tell anyone anything for any
reason, However, if there is any chance of the incident spreading and people finding out you had an incident
because they were affected, this policy is not ideal.

What happens if the computer is not one that you own, but it has your data on it? The classic example is the
employee who takes work home and has a system compromise at home, which involves a business system or even
business data stored on his own home computer. Is the employee required to notify your organization? Are you
going to do a full backup of that computer? It has three years of TurboT'ax data on it! Are you going to erase that
hard drive?

For VPN usage by your employees, include a warning banner invoked upon VPN access that says that all systems
connecting through the VPN are subject to remote search by the organization. Include a notice about this search
possibility in employee awareness initiatives. Even though you won't often take this course of action, it is stifl
useful to have it as an option.

What about a consultant who visits your organization, and the consultant’s laptop is detected scanning the
organization’s file server? We know what you want to do, but what policy supports that?

What is your organization’s road warrior policy? Do you have hard drive encryption enabled? Are you prepared
in advance for such circumstances?
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Remain calm

— Even a fairly mild incident tends to cause stress
— Communication and coordination become difficult
Do not hurry; mistakes can be very costly

- Notes, logs, and other evidence are crucial
Handwritten notes can be a big help

— Judges and juries resonate with them

— The attacker cannot steal them from your machine or destroy them in a
denial-of-service attack

— They help you organize your thoughts and act as a governor on your speed
If you are going too fast to take notes, you are going too fast!

Whenever people are under stress, communication tends to degrade this is true even with experienced veterans.
Have you ever wondered why folks in professions where communication is life-threatening and critical, such as
police, firefighting, rescue, warfighters, and commercial pilots, all use a formalized language? You know what I
mean; "Alpha Yankee Zulu, this is Popeye niner, I have a bogey on your six.” They adopt a language that has
explicit meaning so errors of interpretation are less likely. They practice speaking that language so they can do so
when under stress. ' ' o

A sure sign that you are in too much of a hurry is when you don't have time to take notes! This is one of the most
common, least excusable errors incident handlers make. It is a sinking feeling when you get a phone call and the
person on the other end is telling you that the perpetrator of an incident from six months ago has been arraigned.
The court date is two months from now, and you realize you can't even come up with the date of the incident,
How long should you keep your records? The best answer is to consult your organization’s attorney, but in
general, keep them as long as possible. We have been contacted by the FBI asking for logs of events that occurred
years earlier.

Good record keeping is one of the most important skills that a handler must develop. This is also one of the more
difficutt things to test, and that is why your practical assignment is a detailed write-up of an incident or related
vulnerability. Handwritten notes serve many purposes, including appealing to ju_dgés and juries, not being subject
to electronic theft by the attacker, helping to organize the handler's thoughts, and governing your speed while
handling an incident. In short, if you are going too fast to take good notes, you are just going too fast!
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Take excellent notes in a bound
notebook with numbered pages

— Your notes may become evidence in court . .
two years later

~— Record all of your actions (e.g. questions asked,
commands typed, systems downed, etc.)

« Answer the Who, What, When, Where, Why, and How
— Whoand Why are often the most difficult in intrusions

» : Date and timestamp each entry in your journal
— Include date, time, and name of handler

« - Asmall audio recorder and a still camera can be valuable
— You may want to avoid video cameras, as they could be problematic

The handler must be certain not just to take notes, but to take good notes. The journalist’s standard questions of
who, what, where, when, and why are a bare minimum. Of the Ws, the hardest ones are who and why in many
computer incidents. It is especially important to record all of your actions, including the questions you asked, the
answers you received, the commands you typed, the systems you downed, and so on. Make sure you date and
timestamp each entry in your journal, including the date, time, and handler's name for each element you write.
The forms that are provided in the fneideni Handling Step-by-Step book have most of the crucial words built in:
date, time, location, operating system, and so forth, This can save a lot of time. The forms also remind notetakers
of what information they should be collecting. Another advantage to forms is you are a bit less likely to doodle!

A video might contain far more information about your operation than you want to give away. A single-shot
camera can certainly record the scene as you first saw it and is less dynamic than a video. I usually avoid using
video cameras in my incident handling activities, favoring a still camera instead.
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» Ifitis a quiet month

Foster management support for an IR capability Inudent

— Monthly or quarterly reports on brightly colored paper
— Graphically illustrate an incident you faced

—  Show jump-off points used in your network

— Collect historical support

Inc;dent
Update

~ Collect news articles on computer incidents and other related events
especially in organizations similar to yours

— Watch the Handler's Diary, and SANS NewsBites '
—~ Look for similar organizations to yours that are being compromised in the

B

news

"I know hackers can be a nuisance, but they can't actually hurt anything, can they? I mean they can't harm
anything setious.” A senior security manager said this recently. Now we could call him dumb or short-sighted, but
unless we reach him in ways he understands, he is going to be very tightfisted with resources for projects like
incident handling. What will convince him? Seeing evidence of damage (especially significant harm that could
affect his organization’s capability to compete) done to organizations just like his is very powerful.

To deal with this issue, write a monthly or quarterly report on a single page of brightly colored paper. Call it your
"Incident Report" and diligently prepare it for management to illustrate what your team has done in the previous
month or quarter. If it's been a quiet quarter, list other security incidents in the press and describe how your team
is taking proactive actions to deal with similar problems in your own environment.

Graphically iltustrating an incident, in essence creating a cartoon, is also a very powerful technique. If a senior
executive is able to "get it" and explain how an attack works to her peers, she is more likely to support your effort.

If we do not invest in communication, the only time an incident handling capability is appreciated is when there is
an incident (that scares management) and it is handled well. Getting and keeping management and system
administration support is a little like swimming upstream.

It is also helpful to look in the news for other similar organizations being compromised. There are great
reddit.com lists like r/netsec and r/pwned for these news stories.
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 Identify qualified people to join the team
« Choose local, centralized, or combination teams

« A multidisciplinary team is best
— Security (both physical security and information security)
— Network operations and management
— Legal counsel, Human Resources, public affairs/public relations
~ Disaster recovery / business continuity planning
— Union representation (if you are a union shop)

» Obviously, you won't get a full headcount for most of these

— But at least make sure there is someone assigned to you, with a fraction
(~10% or more) devoted to the incident handling cause

One of the challenging problems in building a world-class team is team members who are not hand-selected.
Once you get some momentum, everybody wants to get in on the act. When someone wants to forcibly join, or a
manager wants to force you to pick someone up on your team, this potentially can be a problem. There is more to
a good handler than even desire and technical skill, aithough those skiils are needed.

We recommend an inclusive approach: Anyone willing to study on his own time and able to qualify should have a
fair shake at making the team. One solution that seems to work well is a core team and then a larger team that
includes your legal and public affairs subject matter experts and security officers or all system administrators, If
your organization has one or more unions, then be certain to analyze the contracts with the union before an
incident occurs, and you will probably want union representation on the response team,

The demographics of your organization help determine whether a centralized team is at all reasonable. As a
general rule, if you have to get on a plane to handle an incident, the structure you have chosen is not going to
work well in practice.

Make sure that your team includes the following disciplines:

*  Security (both computer and physical security!). You need skill sets of team members to include incident
handling, forensics analysis, and malware analysus Those skills may be embodied in a single person or
divided among multiple people.

+  Operations (system administration)

*  Network management

*  Legal counsel

*  Human Resources

«  Public affairs / public relations

+  Disaster recovery / business continuity planning

*  Union representation (if you are a union shop)
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Prepare system build checklists
— Have most experienced system admins prepare a brief procedure for
backing up and rebuilding systems under their control

— One brief build document per system type

« For example, standard Windows desktop, standard SAMBA file server, standard I15
web server, standard Apache server, etc.

— They may have these already . . . if so, get a copy and even an image

— If not, help make it happen

Establish visibility and a compensation plan for the team

— Work times and loads vary widely

— Comp time is important; make sure management understands the need

Our computing environments are complex; no one knows every variant of UNLX and so forth. Although we are
trying to make sure you have a solid grounding in the basics of handling systers, memory fades over time, It's
useful to have the operations team in an organization prepare brief system build checklists that describe the
standard build of each type of system in the environment, in 5 or 20 pages per system type. Not only will system
administrators refer to these documents in their day-to-day work, but incident handlers will also find these
documents to be immensely useful in understanding the environment better. If these documents already exist, get
a copy for the incident handling team. If they do not exist, have the incident handling team work with system
admins to help create them during preparation time.

In addition, you may want to get a virtual machine image of your standard builds in the environment so you can
analyze them or at least compare discovered evidence and configuration information against them during an
incident. These virtual images can help an experienced handler during analysis.

A large organization with over 10,000 computers is going to rack up some incidents. This can cause the incident
handlers to burn out. Tt is kind of interesting; they tend to burn out just as they become good at their jobs. After
training and seasoning, they do a great job on a couple of hot problems and the next thing you know, they are
suffering from various stress effects. The solution seems to be a set of things, including rewards, compensation,
and time off, This might run afoul of your organizational culture, but consider this: When do incidents occur?
They often occur on Friday afternoons at 3:30 p.m. or later. Do the handlers and administrators go home and wait
until Monday to start on the cleanup? No, in almost every case, they stay until the job is done. So, we need to
reward these people and let them get some rest.

Y A i
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« Define incident handling team organization

— On-site/on-location techie handlers

« Often directly report to a business unit, with a dotted line to incident handling or even
_ the security team

— Command post with communications and management organization
support
« Kstablish a response time baseline
— Response time may vary (e.g. 15 to 90 minutes) depending on sensitivity

— Have a skilled person respond within N minutes at all major facilities
+ May not report to incident handling team, but instead may be part of the business unit

This is one of the most important ideas that came out of the incident handling research process. In a fairly large
incident, technically oriented "action" team members go to the site of the incident, collect data, evaluate the
situation, and make decisions (or make recommendations, depending on their site's philosophy). However, this
isn't half of the work required to handle a serious incident. A great deal of communications work needs to be done
through coordination with other groups, and there are times when the decisions that need to be made must involve
upper Inanagement.

The observation was made that police departments set up command posts when they need to handle large
incidents, and this architecture works well for them, Disaster recovery specialists do the same thing while
combating major fires, floods, or tornadoes. The command post needs to be identified in advance, and it should
have plenty of communication methods, such as phones, faxes, networks, cell phones, batteries for cell phones,
and staff who can collect the information coming in from the field and coordinate that information appropriately.
This is the command post team. ‘

In addition to the command post team, you'll also have local techie handlers. To help structure this group,
establish a firm time frame (some firm time between 15 and 90 minutes) for your response team to have feet on
the ground at the incident. Make sure you are able to have a technically savvy person respond within that time
frame at all major facilities. These people may not report to the incident handling team but instead may be part of
the business unit. Still, make sure that it's part of their job description to support your team.
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» Develop an Emergency Communications Plan
— Create a call list and establish methods of informing people quickly
2 Get a conference bridge number that can be set up with instant notice
—  Print (and laminate if you can) a credit card—sized list of incident response

team contact information

« Tnclude the name and contact information for each member, and include the
conference bridge number

» Pass them out to everyone on the team

— Test your call list and tree to make sure it works
» Try "normal” times and "unusual” times
» Use these tests to go through an incident scenario

When discussing the Emergency Action plan, we discussed how communications degrade when you are under

stress; this is true on the orgamzatlonal and individual level. So knowmg in advance that in a serious incident, you

“"may need fallback communications, it is possible to plan for this. Telephone communications include voice, fax,

and voicemail. Organizations should have call lists to reach key people and "soccer mom style" call trees in case a

large number of pecple need to be reached,

A shared voice mailbox for the core team allows each member access and is strongly recommended. The first
member on the scene leaves a message for the others. As additional information becomes available, it is added.
This way, the handlers on the scene do not have to stop and continue to give briefings. This works well but
requires discipline to leave messages and discipline not to call the handler on the scene to request an "update.”

Finally, consider getting a conference bridge number that can be set up with instant notice, Let your team know
the conference bridge access number but perhaps not the control number necessary to set up a conference. You
also should print (and laminate if you can) a credit card-sized list of incident response team contact information.
Include each team member's name, role, phone number, fax number, and PGP key fingerprint (if you are using

PGP). Also, make sure to include the incident response conference bridge number. Pass out this credit card-sized

list to each member of the team. In fact, give each member several copies for safekeeping.
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« The incident handling team needs to be able to access systems
— Sometimes without the knowledge of the system admin

» Can be controversial
— Still, the incident handling team needs controlled access to computing

resources

« Passwords for critical systems and crypto keys

« Strike a bargain with the operations team
— You'll notify ops management before logging in

— You'll use only handlers with the skills needed to admin that type of
operating system

When I have been the system administrator of a production system, I have never been really comfortable making
privileged passwords available to others. However, in an emergency, a handler might need access to critical
systems. One organization has a policy that says passwords are kept in sealed envelopes in locked containers,
After several years of implementation, the organization has reported that, although sometimes cumbersome, this
system has worked well for the company. Note that there is a two-fold responsibility here; the system
administrators must make sure the envelopes are kept up to date, and the handlers must make sure they tread
lightly on the systems, keep the administrators up to date on any changes they make, and above all, never use a
privileged password unless they are qualified on that operating system. One thing that is nearly certain to make an
incident worse is having someone who has no clue what he is doing fumbling around as administrator or root.

To help encourage your operations team to give you admin-level access to machines, promise the following and
then live up to the promise:

* You will notify the operations personnel on your incident handling team before you log in with admin
credentials,

*  Youwill use only handlers who have enough experience to administer machines of that given type.

Not many of us can change the way our entire organization does business, but we can certainly be responsible for
the way that we do business. Encourage people to write down critical passwords and encryption keys and store
them safely so they can be accessed if required. As encryption becomes ever more prevalent, an organization
must set policy about who owns the secret keys and passphrases and under what circumstances they can be used
and accessed.
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Establish a primary point of contact and an incident command
communications center

In critical sites, establish secured communications

Set up resource acquisition plans for the teams
— In advance, you need to get permission
— During an incident, you may need to quickly procure something; get ready

Set aside or get permission to spend $5,000 to $10,000 without going
through a multi-month procurement process

One of the functions the command post needs to be ready to provide is the rapid acquisition of things needed by
the teams. This can span the gamut from a drive to store forensics images to a backup computer to pizza and Coke
for a team that has been on the job for 12 hours and hotel rooms near the site so the team has a place to crash
when exhausted. If you are a manager and you are thinking "yeah, yeah," whose credit card do you think is going
to be pressed into service if you are not prepared?

Large organizations, in particular, can get very rigid about how things can and cannot be procured. 1t is wise to set
up the exceptions to the rules and execute an incident handling drill where these exceptions can be tested in
practice before they are needed.

Remember the test we apply to any of the recommendations: Would I be sorry if T didn't do it? Secured
communications can be commetcially available, including encrypted pagers and cell phones. They are costly and
the phones at least may not give you the quality you really want. That said, if you are in a large organization and
the incident involves many millions of dollars, this can be a real comfort. Large or small, there simply is no
excuse whatsoever for an incident team that has not established a method for exchanging encrypted email and
files, such as PGP or GnuPG.
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Provide easy-to-use, convenient reporting facilities for anomalous

activities

Educate users as they are hired
Publish a list of indicators of an incident

Use multiple mechanisms

+ Phone reporting: An incident response hotline
« Email: A main incident response mailbox

» Intranet website devoted to incident handling
Reward reporting: Controversial

Continually update management

Establish a war room

Should be a place where you can safely display information

Employees (especially network operations people, system administrators, and help desk workers) are the eyes and
ears of any organization. One organization rewards employees who report a suspicious (potential} incident with a
small cash award. Another writes a small article with a picture when an employee detects and reports an incident.
These and other methods of feedback encourage the employees to be alert, These types of things pay off time and
time again for the organization.

Make it as easy as possible to report; publish a well-known voice and fax number (your incident response
hotline), an email address, and a web address of an internal website devoted to incident handling. Employees can
expetience uncertainty about whether to report an incident; we want them to be as comfortable as possible. Some
people prefer to talk to people on the telephone, whereas others are more introverted and prefer email. Give
employees a choice. In a major attack, you do not know which of your communication mediums will still be
available,

The war room should have a lockable daor and a lockable file cabinet. Y ou should have a war room, not a war
cubicle. Given the close quarters, it's helpful if the room includes a thermostat for keeping the temperature
comfortable for the incident handlers and their equipment. Finally, I prefer to have no windows in my war room,
to avoid curious stares from the outside world. By windows, we don't mean the operating system! We mean
transparent panes of glass on the walls.
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» Conduct training for team members
— Setupa plannmg/tramlng meeting on scenarios
— Setup tools and techniques training
— Consider deploymg an internal honeypot for analysis
— Stock some high- capacrcy drives and practice forensics imaging

— (Advanced) Conduct war games
s Conduct a penetration test unannounced and see how your team responds

» Do this only with a more experienced team that has worked together at least six
months to a vear

Counter Hack Challenges has some fantastic resources
— Holiday Hack Challenge is available for free, maintained all year round

The #1 training issues are: .
» Creating forensics images under fire
= Keyboard skills under fire

To deal with these issues, have your team practice, practice, practice. It is easy to teach the incident handling
process at a general level, What takes persistence and concentration are to, hone the SklllS needed by the on-site,
al-the-console, incident handler. '

Knowing one method of image creation is not enough; you need to be ready to move to an alternate approach if
something goes wrong.

Knowing how to read the audit logs and investigate a file system requires knowing the operating system. This is
far harder than being able to read expert witness reports, and knowledge comes only with training and practice.

We like to walk into the Computer Incident Response Team toom at work and start a drill unannounced; it helps
your team stay "combat teady." Also, an internal honeypot can be a helpful tool to hone the analysis capabilities
of your team.

You also might want to consider conducting a penetration test of your environment unannounced to see how your
team detects and responds to it. However, 1 caution you: Only conduct such "war games” with a more
experienced team that has worked together for at least six months, Otherwise, an inexperienced team may trip
over itself and result in negative feelings with such an experiment.

There are also outstanding resources, such as Counter Hack Challenges (http://Www.counterhackchalienges.co‘m),
which can serve to continuously train your team through programs such as NetWars and NetWars Continuous.
Counter Hack Challenges also malkes a free online hacking challenge available as the Holiday Hack Challenge,
available at https://www.holidayhackchallenge.com
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» Coordinate closely with help desks
~ Help desk personnel are often the incident handler’s initial eyes and ears

« Pay particular attention to relationships with system
administrators and network administrators

— Involve system administrators in your team
» Trust your experienced admins' sense of things that "just aren't right”

— Conduct proactive training
— Recognize "power" log file reading
Encourage regular system backups by sys admins

We need to be candid with one another for a second: Many technical people denigrate the help desk function.
They are often entry-level positions and perhaps they do not have the system programming skills that are
developed over time. Handlers that wish to be successful best get down off their high horse. There is no substitute
for the thousands of eyes that your users have; it is a sensor network beyond compare. When they see something
“funny," they tend to report it to the help desk. Also, if a group is going to try social engineering, it is likely to be
tried at the help desk. Investing in your help desk, making sure they are trained to be part of the response process,
is sound practice!

System administrators and network administrators are the wild cards in incident handling. If incident handlers
find themselves in a culture where the team is at odds with the organization's system admins, the organization has
a real problem and it will manifest itself during an incident. The most probable reason for this tension is if the
incident handling team is primarily drawn from the organization’s security department instead of equally from
security and operations. Remember, if you do not trust each other during good times, you will not work together
well when you are under fire.

You simply can't handle a large incident without system and network administrators, but they are likely to make
those critical mistakes that happen in the first five minutes of an incident. The best thing to do is get them
involved, get them trained, and make them an integral part of your formal response capability.

By the way, if a system administrator, especially one that has been around for a while, calls you and says, "Hey,
this just doesn’t look right," you dismiss that clue at your peril. These folks know their systems and should be
rewarded well when they find the subtle clue that indicates a compromise or intrusion that would have-otherwise
been missed. o
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Great shared tool between Admins and Security
— Free, and maintained by Google
— Runs on Linux, OS X, and Windows clients

Python-based agent

—~ Remote memory analysis via Rekall
~ Detailed monitoring_df clients
GRR has the ability to pull in-depth forensic artifacts from
multiple systems

— Because the pull is asynchronous, it allows you to pull information from
computers that are not on the network at the initial request, but rather
when they are online again; very good feature for laptops

A fantastic tool for performing large-scale incident response and hunt teaming is GRR., Currently, this project is
being maintained by Google and is free. It also runs on Windows, Linux, and O8 X clients. One of our favorite
pieces of functionality in this tool is the ability to perform memory analysis on remote hosts when coupled with
Rekall. ' h ' ' S

1t also bas the ability to pull and siore a wide seleciion of felevant data frori & large nurnber of hosts in an

_asynchronous marmer. This means if a host is not on the network when a pull of information is requested, it can

wait until that system is back online and connects in to gather the data. This is especially powerful for systems
like laptops, which may not be online when the pull request is made.

You can get it here:

https://github.com/google/grr
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One way to use GRR is to create a flow, which is a script that runs on the GRR server, but makes calls to the
clients to perform various tasks. For example, you could create a flow to look for a file with a specific hash (or
other properties). You could run this flow across several clients, even an entire enterprise, using a Hunt.

Once you've identified hosts that have the file of interest, you can use GRR to interrogate those systems further.
For example, the screenshot on the slide above shows an analyst using GRR to examine the file system of a
remote client,
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Get a duffle bag and keep it stocked with items for incident
handling

Every jump bag is different, but some things to consider . . .

Don'’t steal from your own jump bag
Always have it ready to roll

Fresh media for holding file system images

Evidence collection software (e.g. FTK Imager Lite)

Forensic analysis software (e.g. SIFT, EnCase, The Sleuth Kit)
Network taps, and every type of network cable you might ever need
PC repair kit tools (screwdrivers, tweezers, mechanic's mirrors)
Extra copies of forms, personal items (e.g. deodorant, aspirin)

A jump bag is the name for the bag (or container) that you use to carry your incident response tools. If you do not
already have a jump bag, you might wish to try an exercise to see how long it would take to assemble one on the
fly; you might find it can take weeks.

Remember, never steal from your own jump bag. You will regret it! Odds are, whatever you "borrow" from your
jump bag "temporarily” will be the ifem you require on your next job. Of course, you likely forgot to replace it in
your jump bag, so you are out of luck. Therefore, always keep your jump bag intact and replenished.

No two jump bags are alike, but some of the items commonly found in them include:

®

e

Fresh media (e.g. blank USB thumb drives, blank hard drives) for storing evidence you collect.
Evidence collection software such as FTK Imager Lite, or dd.

Forensic analysis software such as the SANS Investigative Toolkit (SIFT}), EnCase, The Sleuth Kit, and so
on.

Hardware for monitoring network traffic, such as a network tap.

Every type of network cable you might ever need.

PC repair toolkits which usually contain tools like screwdrivers, tweezers, and mechanic's mirrors.
Exira copies of incident response forms.

Personal items such as deodorant, aspirin, and a change of clothes.
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Course Roadmap

» Incident Handling
* Applied Incident Handling

+ Attack Trends
* Step 1: Reconnaissance
» Step 2: Scanning
- Step 3: Exploitation
* Gaining Access

* Web App Attacks
* Denial of Service

« Step 4: Keeping Access
Step 5: Covering Tracks
Conclusions

This section focuses on the identification of an incident.

How do you detect an incident? The bulk of all detects will come from either sensor platforms or the things
people just happen to notice. Sensors include firewalls, intrusion detection systems, and system logs (especially
with Logwatcher software). To increase your chance of detection, consider burglar alarms sprinkled throughout
your organization. These include personal firewalls and intrusion detection systems.

People can be your eyes and ears, and they are also spread around the organization. The trick is to give them the
training to know that something is wrong and make sure they are aware of the risks and know to whom to report.
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Be willing to alert early!
Don't be afraid to declare an incident
— Even if there is no attack, you still help the organization

Maintain situational awareness
— Provide indications and warning
~ Provide current intelligence (up-to-date information) to incident handler

Fuse or correlate information

There is a pronounced tendency to wait until we are sure something is wrong before we alert. This is death itself;
the speed at which incidents occur requires us to field early. So, what if it is a false alarm? Use these as training
opportunities.

For an incident capability to really perform, there needs to be a constant stream of information. Make sure that
you construct your process to support and allow this constait stream. ' . o

This is one reason we recommend that you never send only one handler into the field unless you are very short of
handlers. The second tearn member can maintain communications with the command center. This really helps
with the situational awareness component.
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 Assign a person to be the primary incident handler
— Select a person to handle identification and assessment
— Assign him a specific set of events on a specific set of systems to analyze

— Empower him to escalate if needed
« Call back to the incident handling chief if additional resources or expertise are required

« Ideally, assign a helper

— If you have the resources, it's best to deploy two people to handle each
incident to gather evidence

If one person isn't in charge, no person is in charge. For smaller incidents, often of the "would you check this
out?" category, there is no need to send core incident handlers. Earlier, we discussed that a recommended practice
was to have a core team of well-trained handlers, and have incident handling skills and training as part of the job
for security officers or system administrators. An organization that does this benefits by having multiple levels of
trained "firefighters."” However, in such a case, it is important to set up assignments in a way that encourages the
system administrator to succeed.

A known, full-time handler should be given the assignment ina way that it is clear what is expected of him: the
quality of his investigation, what documentation he should produce, and when it is due. It is also important that he
knows who he can call if he feels he needs additional support.

Ideally, it's best to deploy two people to handle each incident to gather evidence more thoroughly. Therefore,
assign a primary handler and a helper,
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» Enforce a need to know policy

o Tell the details of the incident to the minimum number of people
possible

« Remind them that they are trusted individuals and that your
organization counts on their discretion

« Inform them that they may be required to testify
— This may scare them, but that’s OK

Nothing spreads faster than a ramor! Let's be up front about this. In many organizations, the culture is "we trust
our people.” That is great. If you go to court, the defense has the right, even duty, to call as many witnesses as
required. If 18 of the 20 people called to testify never understood what happened, failed to take notes, and are
now recounting the event a year after it occurred, what do you think will happen? A legal disaster might ensue.

Also, a tremendous percent of the time, what you originally think is going on tirns out not to be the case. This is
common and is an expected part of the incident handling process; in fact, the process is explicitly designed to
handle this. However, if those first clues and theories get published in the newspaper, it can be embarrassing to
your organization.

Sometimes it takes a long time to bring an incident to closure; sometimes we are dealing with an insider. If
someone blabs, that can be the tip-off that ruins your investigation.

Finally, many incidents occur because an individual made a mistake; perhaps someone was negligent in securing
the systems they managed. This individual may need to be admonished, but if your team is the one that leaks the
info, you will be regarded with mistrust from then on. If that happens, it is difficult to get the information you
need to do your job.
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« Ifthe computers may have been compromised, avoid using them
for incident handling discussions (email or chat)

» Rely on out-of-band communications
— Use telephones and faxes

— Be careful with VoIP, which can be sniffed and played back using a variety
of tools (Wireshark, Cain, and VOMIT) if it is not encrypted

« Make sure the team can send encrypted email, such as GnuPG,
PGP, S/MIME, and so on
— Share keys in advance

» Possibly encrypted cloud storage, such as Tresorit or SecureSafe

It is possible to compromise a system, break root, and have a sniffer installed and running in less than 30 seconds.
Once in control of a system, the attacker can monitor the email. In such a case, the attacker could reasonably track
every move you make if you use the network to discuss it. On that note, you aren't reaily an incident handler if
you don’t have the ability to send encrypted and signed email and files, using tools like PGP or Gnu Privacy
Guard. People can use your public key to send you sensitive information, and you can use your private key to
"sign” instructions so people know they really come from you.

If the computers you'd use to send email or conduct a chat are infected or compromised, pick up the phone and
give them a call instead. Be careful with VoIP connections, however, unless you have deployed VoIP with solid
encryption. There are a variety of tools that can turn a sniffed packet capture file of a cleartext VoIP conversation
into an audio file. This functionality is supported in Wireshark, Cain, and a tool called Voice Over Misconfigured
Internet Telephones (VOMIT).

( Fax,és ate a wonderful tool in incident handling. If at all possible, keep a directory with all the fax numbers in
your organization and their locations. Make sure your people have actual paper-based fax machines, and not one
of those free fax-to-email conversion services. First off, such services send data in email, in cleartext. Secondly, if
your mail servers go down, you won't be able to communicate with your team.

- Cell phones are important and handlers should be issued cell phones. In a long incident, several sets of batteries
may be needed. On the global scale, the Internet Storm Center has set up an out-of-band network of ham radio
opetators. With worm class attacks, it is entirely possible that the internet can be disabled. If that happens and
enough people fall over to dial-ups, it could.affect the phone system. The reason it could affect the phone system
is that there is a finite capacity of circuits. Think about it. Have you gver tried to call someone in an earthquake,
hurricane, or any other significant event and received the "I'm sorry, all circuits are busy” error message" Incident
handlers must think about out-of-band communications before the event!
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Make sure that the incident handling team has the ability to send and receive encrypted email among the team
members. Consider procuring encryption tools, such as the free Gnu Privacy Guard (GuuPG), the commercial
PGP, or the various S/MIME solutions available today. Be sure to exchange keys among the incident handling

team in advance!
There are also encrypted cloud storage providers, such as Tresorit or SecureSafe, These providers store your

encrypted IR files. Only systems with the proper authentication, encryption keys, and client will be able to access
the date. Be careful, this may violate some corporate policies,
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ntification Occur?

« Identification can happen anywhere in your environment, but
especially helpful zones for gathering events are Attacker
+  Network perimeter detection
— Identification occurs on network
—  Firewalls, routers, external-facing network-based
IDS, IPS, DMZ systems, etc.
» . Host perimeter detection
— Ildentification occurs when data enters or leaves a host
— Personal firewalls/TPS, local firewalls, port sentry tools
+ . System-level (host) detection
— Identification occurs based on activity on the host itself

—  Antivirus tools, endpoint security suites, file integrity tools, user
noticing strange behavior

« Application-level detection
— Application logs (web app, app server, cloud service, etc.)

Yictim

When we consider a high-level view of a network architecture, identification can occur pretty much anywhere in
your environment as you gather events. To help categorize the various zones in your environment to analyze for
evidence of attacks, consider these four levels: network perimeter, host perimeter, host (or system), and
application level.

Our network perimeter is monitored by firewalls, routers that generate logs, external-facing intrusion detection
systems, intrusion prevention systems, and other machines on the DMZ, These systems can give us earlier
warnings about attacks as they monitor our borders with the internet and other external networks.

The next layer down is the host perimeter, where we monitor activities across each host system's interface,
analyzing what the machine is sending out to and receiving from the network. This border can be monitored using
personal firewalls, host-based intrusjon prevention systems, local firewalls, and port sentry tools,

The next level of detection is host-based, where we monitor the actions on the host systems themselves. Antivirus
tools, file integrity checkers, and endpoint security suites often operate at this level. Also, a user noticing strange
behavior on her deskiop or laptop system falls into this category.

The final level is the application level, which is typically monitored via the logs generated by the application. The
application may be a web application, a server-side application used by thick clients, or even a cloud-based
service.

[deally, you want to catch the attack at your perimeter, but sometimes (often, in fact), detection only occurs at the
host or application level.
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4 tepdump -nn port 27017 . G S _
rhose output’ suppreSsed, dse =V er —vv for full protocol decode
eth0, link-type EN1OMB (Ethernet), capture size 262144 bytes
04 TP 192.168.179.142.45796 > 192.168.179.145:27017: Flags [5]

)62 IP 192.168.179.142.45796 > 192,168.179.146.27017: Flags [S]
TP 192.168.179.142.45796 > 192.168.179.148.27017: Flags [S}~
IP 192.168.179.142.45796 > 192.168.179.140.27017: Flags [S5]

) TP '192.168:179.142.45796 > 192.168,179.147,27017: Flags [5]
TP 192.168.179.142.45796 > 192.168.179.143.27017: Flags [S]
TP 192.168.179.146.27017 > 192.168.179.142,45796: Flags [R.]

L IP 192.168.179.140.27017 > 192.168,179.142.45796: Flags [8.]
94 TP 192.168.179.142.45796 > 192.168.179.140.27017: Flags [R]

'Ip 192.168.176.143.27017 > 192.168.179.142.45796: Flags [S.]-
32 1P 192.168.179.142.45796 > 192.168,179.143.27017: Flags [R]

IP 192.168,179.148.27017 > 192.168.179.142.45736: Flags [R.]
1P '192.168.179.147.27017 > 192.168.179.142.45796: Flags [R.]

vV viv o viv Vv v v v Y

The slide above shows an internal IDS sensor capturing network activity from a scanning tool, Specifically, the
scanning tool is attempting to find which hosts within a range of IP addresses are listening on TCP port 27017.
Two hosts, 192.168.179.140, and 192.168.179.143 respond with SYN/ACK packets, indicating they are listening
on TCP port 27017.

TCP port 27017 is nsually associated with the MongoDB service. There have been some Vvery costly (to the
victim) ransomware incidents where the data on unprotected MongoDB servers was encrypted.

Looking at the output, there are some points worth noting,. First is the odd TCP handshake with the two machines
that are listening on TCP port 27017. After each listening host responds with a SYN/ACK, the scanning machine
responds with a RESET instead of the usual ACK. Second, the source port for each SYN packet sent by the
scanning machine is static. It's common for operating systems to increment the source port for each new
connection.

Given the non-standard behavior, it is quite likely the attacker is using a tool to craft custom packets. If the
scanning system were a random machine on the internet, this might represent network enumeration before an
attack, However since the scanning system is internal, it strongly suggests this machine has been compromised.
Even more troubling is that root or Administrator permissions are normally required to run packet crafting tools.
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windows Firewall has blocked some featuras of superevibadkdoor on all public and private

networks,
3 Mame:
Bublisher: Unknown
Paths Ciitnols \superevibadkdoor . exe

Thiz app has already been blocked or unblodked for a different network tvpe.
Alow superevibackdoor to communicate on these networks:

5, Sl 3% vy e o wark nebacek, The

Public networks, such as those in airports and coffee shop :
berause these networks offen have fitle or no security)

vrhat sre the ek of slowmna aroann Brough 8 frew

This graphic shows an example of a host perimeter detection by a personal firewall alerting us to the fact that
superevilbackdoor.exe is trying to listen on the network.

Unfortunately, many users will blindly click 4/low Access. However even if the user does allow the program to
listen, we still have other options.
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_C:\> netstat -naob’ |_ more
| " Imgsve. Jaxe] R ' '
i % TCP 0.0.0.0:4444 . 0.0.0.0:0. LISTENING

P Isuperev:.lbackdoor exe] _ o : _
; i TCP: - 0.0.0.0:5357 10.0.0.0:0: "~ LISTENING
P Can not obtain ownership information S
Lo TCP T 0.0.0.0:16992 0.0.0.0:0 °  LISTENING
- [TMS.exe] :. o o :
i TCP . 0.0.0.0:49664 ©0.0.0.0:0 ° LISTENING
Can not obtain ownership information . '
TCP 0.0.0.0:49665 - 0.0.0.0:0 LISTENING
Eventlog : ' R .

svchost.ege] .

T On this slide we see an example of using the netstat command for host perimeter detection. The netstat
command shows us information about processes listening on the local system. The -n means to show port

! numbers and IP addresses instead of port names and host names. The —a tells netstat to show all processes. The
-0 and b tell netstat to show the owning process id and executable (or DLL) name associated with a listening

process.

You can see that superevilbackdoor.exe is listening on TCP port 4444. A point worth noting is that port 4444 is
the default port for many Metasploit payloads. So while listening on port 4444 does not guaraniee
superevilbackdoor.exe is malicious, it's definitely worthy of further investigation.

At the host perimeter we can get valuable information about what is happening on that host. However our global
view is much less than network perimeter detection.
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“+ Look up the service (port list)
— Internet Assigned Numbers Authority (IANA)
— Also, Google . ...
-+ Does the destination host run the service?
— Are you sure? o
— Isitincluded in your enterprise asset list?
« Could it be a backdoor? A service invoked by an attacker?

— A useful port list for legitimate and malicious use of ports is available at
SpeedGuide

For network perimeter and host perimeter analysis, when you determine a listening port number, you should look
up the port ta see its official assignment, as well as the potential malicious use of that port, There are a couple of
relevant port lists. The official port list is maintained by TANA (http://www.iana.org/assignments/service-names-
port-numbers). You may also want to consult a port list for commonly used trojans and/or malicious code.
Alternatively you can always type port portnum into Google (substituting por£num for the actual port
number).

Can you be sure that the packet detected at the perimeter is what the port list says? No, of course not; trojans
operate on TCP port 23, which is normally associated with the Telnet service. Additionally, many ports have
more than one interpretation, However it is an important start.

Daes the intended destination run the service that the packet had in its destination port field? If not, this probably
doesn’t indicate a good job of reconnaissance on the attacker's part, and the risk is probably very low. On the
other hand, if it looks like the attacker knows what she is looking for, you may be in some trouble.

How can you find out if the service is running? Try "1sof —i" on UNIX and also "netstat —a" on UNIX
or Windows. Also, you can scan the system with a port scanner like Nmap, but this may not be reliable. Some
attacker software only answers specially formatted queries.

A handy list of legitimate and malicious use of ports can be found at http:/_f’www.speedguidé.net/ports.php
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This graphic shows system-level detection via an antivirus tool and an antispyware tool, both of which alerted
when fgdump and netcat tried to run. The redundant layers of protection are a good idea, and we get even more
By information about what's happening at the system level.
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lication-Level Detection =

« Application logs are especially useful from
— Web apps.
— App servers for thick-client apps
— Cloud-based services

» Particularly useful data
— Dates
— Timestamps.
— Users (especially admins)
— Actions and transactions, including user input variable values

At the application level, incident handlers can analyze application logs to get a feel for unusual activity that could
be associated with an attack that sometimes cannot be discerned by looking at the other layers of identification
(network perimeter, host perimeter, and host-level). Such application logs are especially useful when gathered
from web applications, application servers that support thick-client applications, and cloud-based services.

Incident handlers should make sure that they have access to such application log data. For the most important
applications in their organization, they should also check in advance to ensure that the data includes useful
elements of each action taken within the application, Vital data elements, such as dates, timestamps, users
(especially administrative-level accounts), and actions/transactions, should all be recorded for later analysis. For
logged actions and transactions, it is especially helpful if the logs record all user input variable values, a frequent
avenue of application-level attack.

See the following resources for reviewing logs for other commonly used applications:

= Oracle: http://docs.oracle.com/cd/E27559 01/admin.1112/e27239/audit.htm

« Apache: http://hitpd.apache.org/docs/current/logs.html

* TIS: http://support.microsoft.com/kb/324091
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Fvant 1D Date Saurca P Message
1002 03-28-207% 2231166218 2 faited login{s) detected
5:44:56 606 PM
1002 03-28-2019 58.270.206.215 1 falled kogin{s) detected.
5:43:05.167 PM
1002 03-28-2079 94,23,199 47 10 failed login{s) detectad.
54212821 PM
100z 03-28-2019 15186185177 1 falled login{z) detected.
540010748 PM
1602 03-28-2019 14503%,117.227 1 falled login(s) detected.
5:39:05.407 PM
1002 03-28-2019 §4.37.208.190 1 failed legin{s) detectad,
: 53733288 PM

This graphic shows password guessing attacks conducted against a publicly accessible Wordpress website.

The value of application-level detection becomes apparent when you consider what this would look like from a
network perspective: a series of HT TP requests.

However, by looking at the application's audit logs it becomes apparent what was really going onl.
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ation AcrossAll Levels

» Ideally, you want to detect attacks at your network perimeter

« Unfortunately, some attacks are stealthy and are detected only
after infiltration occurs

 Many incidents are identified only when another site detects your
site attacking them

« This can cause your site to be blocked or posted on a "shame"
website

+ That's why you want identification capabilities at all four levels:
Network perimeter, host perimeter, host level, and application
level

If you visit the website https://isc.sans.edu/top10.html, you notice a top-ten attacker's list of IP addresses. From
time to time, we get irate emails from the owners of such an TP address until they realize the implications of being
one of the internet’s ten least wanted.

Many sites create ACLs directly from lists like this, so this could put an aspiring "dot.com" out of business faster
than no business plan and no product.

For that reason, incident handlers should make sure that they have access to attack identification information
across all the four levels we discussed: network perimeter, host perimeter, host level, and application level.
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SANS Intrusion Diséovery cheat sheets can
be helpful

— Designed for system admins to spot trouble and
call incident handling team for help

— One page for Windows and one for Linux, each a
trifold

— Available at SANS Pen Testing Resources page

~  Also included on the Course USB in the
Cheat_Sheets directory

— Free...make as many copies as you'd like; just
don't sell them

To help improve the identification process inside of organizations, SANS created its Intrusion Discovery cheat
sheets for Windows and Linux. They are freely available online at the SANS Pen Testing Resources page:
https://pen-testing sans.org/resources/downloads. They are also included on the Course UJSB, located in the
Cheat Sheets directory. These sheets are designed to educate system administrators in actions they can take to
look for anomalous behavior on their machines, including unusual processes, files, network usage, and so on. If
- system administrators spot trouble, the sheets instruct them to call the incident handling team (you). Put your
name and phone number on a sticker, affix it to the front of the cheat sheets, and pass them out to all of your
system administrators,

We'll spend much of the rest of this class (books 2—5) analyzing various events triggered by each attacl we
discuss. This initial list is an overview of the detatls we’ll encounter for the rest of this class,
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» No set of actions can detect every attack, but we shoot for the most
common signs

— Careful attackers using highly stealthy tools will be able to fly under the
radar screen

~ But we'll still catch many attackers
— Even the best attackers sometimes let down their guard
« These sheets expect system admins to know the "normal" state of
their systems e "
— So they can spot abnormal events

~ Cheat sheet tells them what to get familiar with and where to look for
deviations from the norm

Our cheat sheets face some obvious limitations.LFirst‘\f,‘no set of simple-to-perform commands is going to find
every single attack. If the bad guy is especially careful to cover his tracks and employs extremely steaithy tools,
we won't be able to detect his presence. Still, many attackers aren’t all that careful, and even some of the most
powerful tools leave tracks that we can spot. Even the more sophisticated bad guys accidentally leave a few
interesting tidbits for an observant system administrator to discover.

Another major limitation associated with these cheat sheets is that they require the system administrators to know
the "normal" state of their systems. The cheat sheets identify common areas of deviation from normal that a
knowledgeable system admin can spot. However, without a good gut feel of the normal status, these techniques
won't work. Therefore, over time, by exercising the tools and techniques covered in the cheat sheets, system
admins gradually grow more comfortable with what is normal. After learning the normal state, they can better
spot anomalies,
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Have the system administrators look for unusual /¢ )
— Processes and services. T e

— Files o e Boraae
— Network usage e
— Scheduled tasks
— Accounts R
— Log entries

— Other unusual items

— Additional supporting (third-party) tools
Let’s look at Windows cheat sheets in more detail

— The Linux cheat sheet is in your workbook (lab optional)

Beyond those common elements, the cheat sheets break down the specific technical activities into eight sections.
We need administrators to periodically took for unusual processes, files, network usage (including TCP and UDP
ports, as well as promiscuous mode where possible), scheduled tasks, and accounts.

We also need them to look at log entries for strange activities. Unfortunately, there are thousands of log entries

" that could be a sign of attack, yei We are confined to a single page. Therefore, we've listed a handful of the most~— -~

common log items that might indicate an attack. We also lista handful of other unusual items an administrator
should look for.

Finally, we list some supporting, third-party tools that go beyond the base operating system install to help secure
the system. These tools are immensely helpful, and some of them should have been built into the operating system
from the start. By adding them, we can significantly improve a system administrator's ability to view the status of
a machine. NOTE: If you don't want your system administrators to instail these iterns on their machines, make
sure you delete this section from the cheat sheet before distributing it to them. We put this item on the back panel
of the trifold so that it can easily be omitted from your copying process without looking strange.

To get into the details of these cheat sheets, we'll look at the Windows cheat sheet. You can take a look at the
Linux cheat sheet as an optional lab exercise in your workbook.

. [P
A
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Operatmg SystemVersmns i

» The latest cheat sheet apphes to Windows XP Pro through
Windows 10

~ The cheat sheet is on the Course USB, called
winsacheatsheet 2.0.pdf

— For earlier and less powerful versions of Windows (Windows 2000, XP
Home, 10 Home), we have win2ksacheatsheet.pdf

— There is also an older version on the USB called
winsacheatsheet 1.4.pdf

+  That version is just for backward compatibility purposes

On the Course USB, in the Cheat Sheet directory, there are several versions of the Windows cheat sheets.
The latest version, called winsacheatsheet 2.0.pdf, applies from Windows XP Pro up to and including
Windows 10. These versions of Windows include several new tools for analysis and troubleshooting built in, of
which the cheat sheet takes advantage.

For earlier versions of Windows, including Windows 2000 Pro and Server, and less powerful versions of
Windows, such as XP Home and Vista Home, we have included another version of the cheat sheet called
winZksacheatsheet.pdf. Given the limitations of these operating systems, this cheat sheet does not include

as many commands simply because these operating systems don’t have useful software for analysis built in. Yes,
you will encounter these older systems in IR and security assessments.

Finally, some organizations still rely on the earlier version of the cheat sheets {v. 1.4). We keep that one on the
USB for backward compatibility purposes.

For this class, we'll look at the latest and greatest version of the Windows cheat sheet (v. 2.0).
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On the Windows cheat sheet, we generally show the admins how to
check a given item in the GUI

Followed by one or more methods for checking the same item at
the command line

It's good to have multiple methods for checking the same thing

There is no "best" place to start for every situation
— Usually determined by the circumstances
— When in doubt, start with either processes, or network connections

Regardless of what you look at first, you always want to be
thorough and examine all areas of a system

Generally speaking, on the Windows cheat sheet, we describe how to check a given item using the GUI first,
followed by one or more methods for checking the same thing at the command line.

We offer multiple approaches for checking things for a few reasons. First, some admins are more comfortable

~ with the GUI, while others prefer the command line. Next, the command line lends itself better to scripting, so

system admins who want to write scripts to analyze their machines have a starting point for doing so. Also, with
multiple methods for checking, the cheat sheets can heip function as an educational tool, showing admins some of
the features of their systems that they might not have known existed.

There is no "best" place to start any type of investigation or incident response process. Usually it is determined by
the circumstances. For example, if you are using these commands during an incident that involves network
communication, you might want to start by looking at network connections, If instead one of the indicators of the
malware was a specific process name like superevilbackdoor.exe, you might start by looking at the running
processes,

When in doubt, you can choose to start with either processes, or network connections since every system will
have those.

Finally, regardless of what you look at first, you atways want to be thorough in your work and examine all aspects
of a system.
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C:\> net view \\127.0.0.1 “°7 Lookatfileshares .

C:\> net session - _ '_-.Lc'_)'QI(_ét. inbound SMBSGSSIOFIS :
C:\> net use

© C:\> nbtstat -8

To look for unusual network activity on a Windows machine, we start out by loaking at available shares using the
net view “\127.0.0.1 command. This action will show al} file shares on the local machine. System

administrators should check to make sure each share has a defined business need.

Additionally, administrators can see if anyone is connected to these shares by running the net. session
command. The output of this command shows any NetBIOS and/or SMB connections associated with file and
print sharing and other activities,

The net use command shows whether this local machine has made any NetBIOS/SMB connections to other
systems. net session shows connections fo this machine, and the net use command shows connections
this machine has initiated.

Finally, we have the administrators run the nbtstat -S comunand to focus on NetBIOS over TCP/IP activity,
These connections and shares are likely included in the resulis of the earlier commands on this slide, but a final
nbtstat check couldn't hurt. The -5 indicates that we want to see systems connected to our machine, listed by

IP address.
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“netstat -na
- ¢:\> netstat ~nach
Ci\> ﬁets.t_at' —_-nadb 5 -

C\> rietsl";" advfirewall show currentprofile

Beyond the built-in Microsoft SMB and NetBIOS components, we also need to look at TCP and UDP activity.
The netstat -na command shows listening and active TCP and UDP ports. By putting a number n after this
command, Windows continuously runs the command and updates the display every n seconds.

An additional useful item is the —o option for netstat (as in netstat -nao). This flag displays the owner
process 1D associated with each listening TCP and UDP port. Commmmmm

With the b option, netstat shows the EXE using the port and the DLLg that it has loaded to interact with the port.

For the netstat command to be useful, of course, the system administrator must have a good feel for the normal
TCP and UDP activity of the machine.

Finally, an administrator can dump the detailed configuration of the built-in Windows personal firewall by
running the following command:

On Windows 7 through Windows 10:
C:\> netsh advfirewall show currentprofile

On XP or Windows 2003:
¢:\> netsh firewall show config
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 Start Task Manager
— Look for unusual /unexpected processes

— Focus on processes with usernames SYSTEM, Administrator, or users in
the administrator group

C:\> tasklist

.C:\> tasklist /v

C:\> tasklist /m /fi "pid eq pid"

To look for unusual processes on Windows, the cheat sheet describes running the Task Manager tool by going to
Start | Run and typing taskmgr . exe

At the command line, admins can also view which process is running on the machine by using either of the
following commands:

" gi\> tasklist

For more details, you can run task1ist verbosely as
C:\> tasklist /v

Of course, this requires the system administrator to know what processes are supposed to be running on the
machine. Armed with the knowledge of the norm, she can then spot deviations,

And, you can get command-line options and loaded DLLs {modules):
C:\> tasklist /m /fi "pid egq pid"
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gCE\>IWﬁié §ro¢éss'lis£ full

- C:\> wmie process get name,parentprocessid, processid

ol o
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;

While the tasklist command is good, the wmic command provides access to very detailed information about
running processes. ' '

To get just a few details about running processes you can type

C:+\> wmic process list brief

Or to list the full details for each process:

C:\> wmic process list full

Since that is a fot of output, you might want to focus on just a few relevant fields. For instance you can get a
process name, parent process 1D, and process ID:

C:\> wnic process get name,parentprocessid,processid

If there is a particular process of interest, you can use a where filter:
C:\> wmic process where processid=pid get commandline

Pay close attention to any running processes that have base6d-encoded command-line options, especially
PowerShell, A number of different attackers and malware have used PowerShell's -EncodedCommand option
to specify the content of a script to run at the command line. This way there are no extrancous . ps1 files left
lying around on disk. (In a few slides we'll see how to use your Windows VM to decode base64-encoded data.)

Of course not every program that uses —EncodedCommand is malicious, but they are definitely worthy of
further investigation.
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xamining Services

Examine services using the -

C:\> services.msc R ) N
services control panel GUI

C:\> net start ~+. Examine running :se'f_. =X

Get more detail about eac

C:\> sc query | more _ Rty :
: : win SRIVICE s ot

C:\> tasklist /sve . naing !J__l_'_'eces__ses o

D

The services control panel GUI, which shows various services and their status, can be invoked by typing at the
Start | Run box or the comumand prompt:

C:\> services.msc

At the command line you can use the net or sc commands to get information about running services. To see a
list of running services with the net command:

C:\> net start

The sc command provides more detail of the status of each service:

C:\> sc query | more

Finally, to see which services are running out of each process on your system, you could run:

C:\> tasklist /svc
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« There are numerous registry and file locations that start software
automatically L __ .
— Called Autostart Extensibility Points (ASEPS)

o Registry keys commonly used by malware
— vHKLM\Software\Microsoft\Windows\CurrentVersion\Run

— Also RunOnce, and RunOnceEx
— - Inspect both HKLM and HKCU

C:\> reg query HK_LM\Software\Microsdft\Windowé\CurrentVei:sion\Run
Ci\> reg guery H_KI_.M\Sbftware\Microsoft\Windows\CurrentVer’si_on\RuhOﬁce' _
:C:\> reg query. HKIM\Sof tware\Microsoft\Windows\CurrentVersion\RunOnceEx

Windows has numerous registry and file locations that can be used to start software without a user taking a specific
action such as double-clicking on a program’s icon. These locations are called Autostart Extensibility Points (ASEPs).
Some sites also refer to these as Autostart Entry Points.

Despite the large number of ASEPs, quite a bit of malware uses the same few keys in the registry. These keys are
' regponsible for executing programs when a system boots up or when a user logs-on. These commonly used keys are:. .

HKLM\Software\Microsoft\Windows\CurrentVersion\Run
HKLM\ Software\Microsoft\Windows\CurrentVersion\RunCnce
HKLM\Software\Microsoft\Windows\CurrentVersion\RunOnceEx

A diligent system administrator who suspects system compromise should check out the values assigned under these
registry keys. The keys should be checked both in the HKLM (as shown above) and in the HKCU hives.

These items can be viewed in a GUI via the Regedit command.
C:\> regedit

Or, at the command line, their settings can be observed by running the reg command as follows:
C:\> reg query regkey

The reg command is case insensitive, which is nice if you have trouble remembering the capitalization of the various
elements in the registry. Here is a command that reads settings of the Run regisiry key associated with the local
machine (HKLM):

C:\> reg query HEKLM\ Software\Microsoft\Windows\CurrentVersion\Run

One of the best tools for reviewing the ASEPs on a Windows system is autoruns.exe from Microsoft. It's not built into
Windows, but it's definitely something worth considering. It can be found here:
https://docs.microsoft.com/en-us/sysinternals/downloads/autoruns
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= Chétkhs_ér _autostaif_t -

: C:\> dir /s /b "C:\Users\username\start Menu" T P,
folder-s R

» Sometimes it's easier to use a tool to summarize ASEP information

nsconfig to examine

'C:\> start msconfig.exe s AT
STartup Items .. .o oo

{C:\> wmic startup list full

The cheat sheets also list some of the autostart folders associated with users, These programs are automatically
invoked each time the given user logs on to the system, and are sometimes altered by malware.

To list the contents of a user's autostart folder on Windows Vista and Windows 7 systems type:

C:\> dir /s /b "C:\Users\username\Start Menu"

On Windows 8 and newer the startup folder is located in: C: \Users\username\AppData\Roaming
\Microsoft\Windows\Start Menu\Programs\Startup. On systems before Windows Vista the
equivalent command is:

C:\> dir /s /b "C:\Documents and Settings\username\Start Menu"

Sometimes it's easier to use automated tools to collect and summarize various ASEP folders and registry keys.
The built-in tool msconfig.exe will do this for you. It's worth noting that on some versions of Windows
msconfig.exe is not in the PATH used by cmd.exe. You can run it by clicking on the Start Menu, then click
Run and type msconfig. exe. Alternatively you can run it at the command line using the start program,

C:\> start msconfig.exe

Instead of msconfig, you can use wmic with the startup option to inspect autostart programs.

C:\> wmic startup list full

68 © 2018, Ed Skoudis, John Strand, Mike Murr




» Look for new, unexpected accounts in the administrators group

C \> 11isrmg3_;:_.msc'_ B
or

C:\> net user

Ci\> net-localgrdup administfatprs

The Windows cheat sheet asks administrators to look at the users and groups defined on the machine using the
lusrmgr.msc control. This local user manager interface can be used to check for unexpected accounts in the

Administrators group.

At the command line, a list of users can be displayed by running the net user command. To see which
accounts are in the administrators group, the following comymand ¢an be rug: ™~ 77

C:\> net localgroup administrators

© 2019, Ed Skoudis, John Strand, Mike Murr 69




« Check file space usage for sudden major decreases in space

C:\>» dir e:\

- Search for files
10MBin
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C:\> FOR /R C:\ %i in (*) do @if %~zi gtr 10000000 echo %i %~zi

Next, the Windows cheat sheet describes how to look for major decreases in free space on a machine. By using
the GUT or the dir command, an administrator can spot normal disk utilization and look for deviations.

We also have them search for unusually large files by using the system search routine to look for files larger than
10 MB. Such files could contain an attacker’s sniffer logs, stolen software, or pornography.

This search can be accomplished at a cmd.exe prompt by running
C:\> FOR /R C:\ %i in (*) do Rif %~zi gtr 10000000 echo %i %~zi

This command is based on a FOR loop, which iterates over a set of something. The /R indicates that we are to
iterate over files, recursively going through the file system. We start at C: \. Our iterator variable (% 1) takes on
the different names of various files. We'll iterate over files of any type (in (*)). For each file we iterate over, in
our do clause, we tarn off the display of commands () and use an TF statement. The iterator variable's file size
is referred to as 3~z 1. We check to see if the file's size is greater than 10 MB (gtr 1000000 0). If it is, we
display (echo) the file's name (%1)and its size ($~z1).

Alternatively, if we have GUI access to the machine, we can look for files with that size using built-in Windows
search features, On Windows 10 you can type gize:>10M into the search box on the upper right hand of the
Windows File Explorer tool.
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s Look for unusual scheduled tasks

— Especially those that run as SYSTEM, as a user in the
administrators group, or have a blank username

— Can use the GUI or command line

LC \> schtasks

Administrators also need a good feel for what tasks are normally scheduled to run on their systems. The Task
Scheduler GUI and the schtasks command can be used to list scheduled tasks. The Windows cheat sheet
requests that system administrators look for unexpected tasks that are scheduled to run with Administrator,
SYSTEM, or blank privileges, which might be signs of an attack.

" T taunch the Task Scheduler GUI elick Start | Programs | Accessoties | System Tools | Scheduled Tasks - oo

An older feature, the at command, can also be used to create tasks and display them, but it is limited. The at
command only displays those tasks created using the at command itself, and not those scheduled tasks created
with schtasks. The schtasks command shows a more comprehensive set of scheduled tasks, displaying
those tasks created using schtasks itself, the Task Scheduler GUI, and the at command.
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+ Review the event log for suspicious events
— "Event log service was stopped."
~ "Windows File Protection is not active on this system."
— "The MS Telnet Service has started successfully."
~ Look for a large number of failed logon attempts or locked-out accounts

[E:\> eventqﬁery.vbs /L security

.‘K_C::\>_ wevtutil ge security /f:text '

By running the Event Viewer control (eventvwr .msc), an administrator can look for anomalous event logs.
Some of the most telling events to look for include:

* Anindication that the event log service was stopped, which may have been done by an attacker to cover
tracks

* A sign that the built-in Windows file integrity checker (Windows File Protection) was disabled
* A sign that the Microsoit Telnet service has been invoked
* Anindication of a large number of failed logon attempts or locked-out accounts.

Some versions of Windows include the eventquery . vbs, which is 2 Visual Basic script. This too] can view
all logs by running it as

C:\> eventquery.vbs
To narrow down just to security logs, the script can be run with
C:\> eventquery.vbs /L security

Unfortunately, Windows 7 through 10 do not include the eventquery . vbs command. Instead, on those more
recent versions of Windows, you could run

Ci\> wevtutil ge security /f:text
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The cheat sheets tell
administrators to check the
performance monitor

... and look for unusual system
crashes
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As a final element, the cheat sheets remind the system administrator to look at the performance monitoring tool
associated with the Task Manager (Task Manager | Performance Tab) to see how the system is performing. Also,
it's recommended that system administrators look for unusual system crashes. Of course, neither circumstance is a
guarantee of an attack, but these are items for the admins to keep in mind when analyzing their systems.
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Dealing with Different E

« It's not uncommon to encounter different types of encoding

— Base64, Percent (URL) encoding, UTF-8, UTF-16 (little and big endian), etc.
« Newer Windows systems can run Bash
« To decode base64-encoded data in your Windows VM

— Click on the Windows icon in the lower left corner
— Type bash and click on Bash on Ubuntu on Windows

— Use echo to pipe the encoded data to base64 with the --decode option

- TIP:Don't try to type the baseb4-encoded data,just use copy and paste

5ec504@SEC504STUDENT : ~$ echo base64-encoded-data | base64 --decode

Many times you will come across strange encodings in IT security. One of the more common ones is Base64.

Lucky for us, modern Windows 10 systems come with the ability to enable Bash as one of the utilities available in
developer mode.

You can run this by simply selecting the Windows icon in the lower lefi-hand corner and typing bash. The user
113 and password for your VM is sec504

Then, to decode base64 data, you simply enter the following:
“'$ echo base64-encoded data | base6d --decode

Remember, there are many, many different encoding, decoding, and analysis tools in Linux. Now we can use
them in Windows!

You can also do this to remove Unicode spaces:

5 echo basebd-encoded-data | base6d --decode | iconv -f unicode
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» The Sysinternals tools are excellent (and free!)
~ Process Explorer gives in-depth information about running processes

—  Process Monitor shows file system, registry, network, and process activity
in real-time

_  TCPView shows listening ports (TCP and UDP) and maps them back to the
owning process

o Center for Internet Security has templates and scoring tools

The Sysinternals suite of tools (http://www.sysinternals.com) are an excellent set of tools you should consider
adding to your incident response and detection arsenal. A few favorites are:

= Process Explorer gives incredibly detailed information (including examining memory) for running
L Processes.
+  Process Monitor shows (and logs) file system, registry, network and process activity in real time.

o TCPView maps listening TCP and UDP ports back to the owning processes

The Center for Internet Security (http://www.cisecurity.otg) also has hardening templates and scoring tools for
Windows. They are amazingly useful starting points for hardening Windows systems.
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Course Roadmap

* Incident Handling
* Applied Incident Handling

* Attack Trends
» Step 1: Reconnaissance
* Step 2: Scanning
* Step 3: Exploitation
+ Gaining Access

* Web App Attacks
+ Denial of Service

* Step 4: Keeping Access
» Step 5: Covering Tracks
» Conclusions

Now that we've got a feel for the Windows cheat sheet, let's do some hands-on lab work with Windows. Some of
these labs just look at our box in its normal state. In other lab steps, we actually create the condition we want to
detect and then run the cheat sheet tip to detect if,
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We recommend using _ You can update the lab * You must be -

- the electronic copy of files by running - connected to the
the lab for copy-paste update-wiki (on internet to get
access, but you can use the LinuxVM) or - updates. See the
either form for the = - update-wiki.psl Connecting to the

exercises. _ _ (on the WindowsVM). Network instructions.

In this class you have two options for obtaining the directions for lab exercises: the printed workbook, or the
electronic workbook.

A copy of the printed workbook is included with the rest of your course materials. Many people enjoy working
~ from this printed resource since you can write on it, and you are allowed to bring it into the exam center with you.

A printed workbook has limitations though. As authors, we can't update it as frequently as we would like, and it
requires you to type many of the commands and attacks we'll complete manually. As an alternative, we
recommend using the electronic workbook (dubbed the wiki), available from both the Windows 10 and Slingshot
Linux VMs as the default browser home page.

In addition to copy-paste access, full-color images, and color style clements, the wiki also can be updated to
collect the latest changes to lab exercises. This could be entirely new labs that we add to the course material, or it
could be new techniques or typo correction to existing labs. From the Slingshot Linux VM, open a terminal and
run the update-wiki command to download the latest wiki content. From the Windows 10 VM, open a
PowerShell Command Prompt (not a standard cmd . exe Command Prompt) and run update-wiki.pslto

download the latest wiki content.

Note that your Stingshot Linux and Windows 10 VMs must be connected to the internet to download updated lab
content with the update-wiki scripts. See the instructions documented in the Connecting to the Network guide
(both in your printed lab workbook, and in the electronic workbook content) for instructions on configuring
VMware and the individual VMs to connect to the internet,
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Before you start the first lab exercise, let's take a quick look at what we call the anatomy of a lab.

Each lab is designed to give you hands-on skills in a specific area that we believe will be immediately valuable to
you when you get back to work. Although the specific steps for labs are different, they are all designed with the
same core components:

1. Each lab starts with a brief introduction to what the lab is, and what you'll learn by working on the
exercise in the Brief Iniro section,

2. The lab virtual machine requirements (e.g. Windows 10, Slingshot Linux, or both) are defined in the
Requirements for this Lab section,

3. Ifyou're an expert, you may want to complete the lab on your own. The Try It Yourself section gives
you just enough information to complete the exercise independently.

4. The Walkthrough section is the longest section, giving you step-by-step directions to complete the
exercise, along with tips, notes, suggestions, illustrations, and screenshats to make the lab easy to
follow and for the content to be immediately useful.

3. Atthe end of each lab you will find a Why This Lab Is Important section, reinforcing the lab
learning elements in a way that can be applied to our job as defenders.

6. Ifyou finish early, consider tackling one or more of the Bonus tasks. Most students don't get to
finish all of these during a standard class day, but you can continue to work on these after class, or
when you get back to the office.

7. Finally, the Additional Resources section gives you pointers and links to additional sources of
mformation. This could be recommendations for other related SANS courses, but also includes free
resources such as online learning resources, articles, and books that we recommend.
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» Determine whether an event is actually an incident
— Check for simple mistakes by users, admins, or others
— Assess the evidence in detail

— Ask yourself, "what other possibilities are there?"

« We'll spend the rest of our class discussing the methodology used
by attackers, to help familiarize you with items to watch for

« Maintain situational awareness, reporting to chief

is part of the process

A large number of "incidents” turn out to be false positives, or perhaps a nicer term is events. One of the most
important functions of an incident handler is to continue to assess the data to see if it indicates this could be
something other than an incident. The process should be optimized to encourage reporting and then deal with
false positives gracefully and efficiently. Keep in mind that this can be great training, especially for the second, or
Junior, person sent to the scene. A wise handler, who can already see what the situation is, can use the opportunity
to help educate the less experienced handler.

Orne of the most important responsibilities of a senior incident handler is to maintain situational awareness. What
is the effect of the vulnerability, can it be remotely exploited, is an exploit available, or is this a zero-day attack
(an attack that was previously unannounced)}? These types of questions help the handler come to a reasonable
initial assessment.
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- When looking at the situation, you need to determine how much
damage could be caused:
— How widely deployed is the affected platform or application?
—  What is the effect of vulnerability exploitation if a vulnerability is present?

— What is the value of the systems impacted so far? What is the value of the
data on those systems?

— (Can the vulnerability be exploited remotely (via a network connection)?
— Is a public exploit available? Was one recently released?

Purists may choose to use a point system, but the main idea is that by asking the right questions, you can come to
a reasonable injtial assessment.

How widely deployed is the affected platform or application? Obviously, the more widely deployed, the greater
~ the risk. A custom application means the containment is simple. A vulnerability affecting multiple Windows
Dlatforms fereally scary. e T

In terms of the effect, is it denial-of-service, reconnaissance, large-scale reconnaissance, information
compromise, user compromise, or privileged user (root or administrator) compromise?

What is the value of the systems impacted so far? What is the value of the data on those systems? Obviously,
high-value victim machines or systems storing sensitive data represent a much more significant risk,

Can the vulnerability be exploited remotely (via a network connection)? I not, agaim contaimment is reasonable; if
by the internal LAN, again containment is not too tough; if by the internet, you may need to configure a firewall
or router rule fast,

Is a public exploit available for the vulnerability? One source to check is the Common Vulnerabilities and
Exposures webpage at cve.mitre.org, also, bugtraq and isc.sans.edu. If there is no mention of a public exploit, you
may be dealing with a zero-day (not previously announced) vulnerability and exploit. This could be evidence of a
high-end attacker and raises the stakes.

© 2019, Ed Skoudis, John Strand, Mike Murr 81




ATT&CK.

*afe paga
e
Toninitde
Ruturenaed
Using tng At

Tathicy
Inifiaf Aceass
ﬁxmm 2

Friil [ega Escaialion
Datente Euavien
Credenkal Atcrts
Dilsespaery
Lateaf bcenent
Cefection
Erhlrsion
Cenrand and Contrs)
Tehwnnues
Tevhninue ikt
A Tethidimes
Wit
Linup
wIR0S
Troagis
Y Groups

o iy B e sy,

Puge D!S“mﬁm"

Techm_que Matrix

Lhgeal Svstern

Dby bagh_grofile and | Access Token 1Acesss Taken Accoum Account iAutomated Commondy
AppleScny - A it |Audio Caphire
Compromise P o .bashre danipulaiion | Mai i [} n D y e Sorip o Capt Exf lmmon Used Parg
o i e Commamication
Exploft Public- ’ . Application Application :
il D i Data T
Facing CMETP Aecassikility Accessibity BITS Johs iBash History  Viidow Deployment F:u_on'sélad B ‘a fough
I Foatures Feoatures . Collection Compressed | Removable
Application Discovery Softwara i )
Mextia
. Browser Distribuled N
Harchware Gommand-Lina . ¥ Dala Cannection
- AppCertDLis  [AppCert Dils iBinary Padding Brite Foice  Book Component  ;Cliphoard Daia]
Additions Interface N . {Encrypled Proxy
Disqorsry Object Moded :
ot - :
Replication . . File ang Exaloitation of : Custom
Through Control Paned ) . Bypass User Credental ) ‘Oata Transler {Command and
Applnit DLis Appinil DLLs ) Directory Rermote Datz Staged L
Removable ftems Accaynt Control Durmping . . - Size Limils Controt
) : Bistovery Bervices
Media Protoce]
Exfitration
. N~ . . iMewartk Data from Custom
Spearphishing {Dynamic Data Application Application Credentials in ) ) . iOver - .
N . . CMSTP ) Bervice Logon Scripis | information ; N Gryplographic
Attsrhment  [Exch 1 ] Shimiring Files . "y tAltemative
Scanning Repositories Pratocol
Protoco
Exfitration
. er Lo Cver
Spearohishing | Execution Authentication Bypass Us Clear Corenand Credentials in Netweork Shase Dasa drom
sheayie? 1217 Ascount ) H . Fass the Hﬂs}i Cammand and [Data Encading
i * Lo iHistore iDisgovary . S

One of the most effective tools to assist in incident response released in the last few years is the MITRE
ATT&CK matrix. This is a collection of techniques used by actual malicious attack groups over the past fow
years. It is a great place to start looking for gaps in your preventative and detective capabilities.

One of the nice features of the matrix is that it breaks the techniques up into the various phases attackers £o
through. Further, for many of the different techniques, it also has example code to test if your organization can
detect the various classes of attacks,

It can be found here:

https:/attack mitre.org/wiki/Technique Matrix

If you want more scripts to practice with, check out the Red Canary Atomic Red Team:

https://redcanary.com/blog/atomic-red-team-testing/
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» Ask yourself:

» Lenny Zeltser has prepared an Initial Security Incident

—  What level of skill and prerequisites are required by an attacker to exploit
the vulnerability?

— Is the vulnerability present in a default configuration?
— Is a fix available for the vulnerability?

— Do other factors exist that reduce or increase the vulnerability's risk or
potential impact, such as the possibility it is a worm?

Questionnaire for Responders
— Series of cheat sheets to help assess an incident

What level of skill and prerequisites are required by an attacker to exploit the vulnerability? Also, does he have
the skills to do anything to the system after he breaks in?

Is the vulnerability present in a default configuration? All too often, the answer to this is yes. The chances you are

running default configurations are high, so this raises the risk level.

Is a fix available for the vulnerability? If so, this will be a major part of containment.

Do other factors exist that reduce or increase the vulnerability’s risk or potential impact, such as the possibility
that it is a worm? This can be the reason you drop your internet connection for your entire organization. In the
case of Nimda, UUNET estimates it reached saturation in about two hours across the entire internet. For SQL
Slammer, a massive outbreak occurred in 15 minutes.

Lenny Zeltser, SANS Instructor, has written a cheat sheet with these and more questions on it to ask while
responding to securify incidents. Lenny’s cheat sheet is available at https://zeltser.com/security-incident-
questionnaire-cheat-sheet/.
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Identification: Establish Chain of Custody
* Be careful to maintain a provable chain of custody

— Do NOT delete ANY files until the case is closed out, and even then, if you have
storage space, save them for a document retention time frame approved by
your legal team

— Identify every piece of evidence in your notebook
— Control access to evidence

Each piece of evidence must be under the control of one identified person
at all times

— Include a lined page with the evidence to record all hand-offs: who and when
— Record when you lock it up in storage
When turning over evidence to law enforcement, have them sign for it

A recommended practice is to keep everything together for a particular case. Before you touch anything, if there
is reason to suspect this could go to court, it is wise to fill out attestation forms to the tune of "I, John Doe, 1 April
2013, am in room 23, 1416 Able St, and am looking at a Dell server, serial number XXX. This computer is
suspected of being involved in criminal activity. At 21:43, we are disconnecting the network cord. We have done
nothing else with this machine.” And on it goes. To the extent possible, account for every action you take or
command you type. Cameras, if allowed, can be useful. Often, all the evidence will fit in a gallon-size Ziploc bag,
and you can read the evidence listing through the plastic. Keep it in a locked container that very few people can
access.

To help maintain an inventory of alf evidence you exchange with law enforcement and improve the chain of
custody you maintain, have law enforcement officials sign for all evidence you hand over; make sure all the
evidence is accounted for, and make sure the list includes some description of the "value" of the evidence. Also,
give them a copy of your evidence, not the originals, unless they specifically require and ask for the originals.
Most of the time, coptes will suffice,
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Course Roadmap

» Incident Handling
- Applied Incident Handling

Attack Trends

Step 1: Reconnaissance
Step 2: Scanning

Step 3: Exploitation

+ Gaining Access
* Web App Attacks
+ Denial of Service

» Step 4: Keeping Access
» Step 5: Covering Tracks
» Conclusions

@

. Let's review where we are in the process. We have prepared to some extent. We have identified a possible
incident. We have gone on scene and we have introduced chain of custody.

= The goal of containment is to keep the problem from getting worse. Before we fire, we should take the time to
e aim! Try to do a decent survey and review of the situation before altering the system.

When an incident handler first arrives on location, there is a chance that the system is pristine in terms of
evidence and information. As soon as the handler starts to recover the system, there is a point in which the
evidence starts to become contaminated. If at all possible, the file system image creation should come before this
point so there is a copy of the unaltered system,
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The goal of the Containment phase is to stop the bleeding

~ Prevent the attacker from getting any deeper into the impacted systems or
spreading to other systems

We discuss

— The sub-phases of containment

— Methods for short-term containment

— Evidence collection

— Methods for long-term containment

For Containment, we want to stop the bleeding. How can we arrest the attacker in his/her tracks before he/she
causes more damage? That's what Containment is all about!
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Declare Incident

i Containment actually has
e several components

Long-Term Containment

. Start Clean Up

Containment includes three sub-phases: short-term containment just to stop the damage, followed by collecting
evidence, followed by long-term containment to make sure the bad guy is denied access. Let's look at each of
these in more detail.
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» Deploy a small on-site team to survey the situation
e Typically, these will be the same personnel as the Identification team
— Secure the area
— If possible, use preprinted survey forms provided at
www.sans.org/score/incidentforms
— Review the information that was provided to you from the Identification
phase

If you are dealing with a suspected crime, still or digital cameras can be used to record the scene, where you were,
where things were located, and who was in the room.

A recommended practice during a survey is to trace down all the wires in a room; be especially alert for
impromptu networks and anything that is telephony or wireless.

The incident actually started before you arrived; don't treat time zero as your arrival on the scene! What you see
when you arrive may not be what the original user saw; things could change. For example, the RingZero trojan
would start on the desktop but then remaove itself from the deskiop. If the user says he saw an icon on the desktop,
and you looked and didn't see it and decided he was wrong, this doesn't make you a world-class handler, now
does it? Take the time to review the evidence that was created before you arrived on the scene. This includes what
everyone saw, heard, and did. It also includes whatever documentation was made.
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» Once an incident has been declared, document various characteristics

» FIRST Case Classification is a good starting point

— Incident Category

« Denial of Service, Compromised Information, Compromised Asset, Internal Hacking,

External Hacking, Malware, Policy Violations

— Criticality (affects response time)

» Level 1: Business critical systems, 60-minute response time

» Level 2: Non-business critical systems, 4-hour response time

» Level 3: Possible incident, non-business critical systems, 48-hour response time
— Sensitivity (affects who should be notified)

-+ Tevel 1: Extremely sensitive (CSIRT, management)

« Level 2: Sensitive (CSIRT, management, system owners and operators)

« Level 9: Less sensitive (CSIRT, affected employees)

In moving to the Containment phase, we have declared an incident. Tt is important to document various
characteristics of the incident early on in our Containment phase. The FIRST organization distributes an incident
Case Classification document that recommends characterizing an incident based on three areas: its general
category, the criticality of impacted systems and data, and the sensitivity with which information about the case
itself should be treated.

- You-can find the document at-https://www.first.org/resources/guides/csirt -case. . classification.html.

From a category perspective, most incidents fall into one or more areas of the list shown above. It is important to
note that a single incident may be in multiple categories, such as Compromised Information, Malware, External
Hacking, and Email, all in the same incident. You may want to add new categories here as attacks evolve.

The criticality rating of an incident will help determine how quickly you'll need to assign a team and deploy to
handle the situation. For highly critical incidents, you may want to establish a baseline of response time at 60
minutes, or perhaps even less for some organizations with critical computing needs. Customize these time frames
based on the type of information your organization handles and the criticality of its computing base.

The sensitivity metric here determines the types of personnel with whom information about the incident can be
shared. For a case that is extremely sensitive, we may only want to share information with the incident response
team and management. For sensitive cases, we may add in the system owners and the operations teams. For less
sensmve cases, we may inform more emplayees, such as in the case of an isolated virus infection.
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|nf .. mM nagement h

. "I'dentify a senior management sponsor for your team

« CISO, CIO, legal counsel, etc.

« When you declare an incident, notify your management sponsor
and get help to assist in the incident handling process
— Notification may be a mere email
— For more serious incidents, a phone call or visit

« Get a copy of the corporate phone book

* Assign a minimum of two people to each incident: a primary
handler and a helper

— Make sure both take notes of their actions and observations

If'a person sitting next to you suddenly fell ilf with a heart attack, what do you do first? Hopefully, you answered
that you would alert the emergency medical system! Even though being treated in the first minutes from when
your heart stops is your best chance of recovery, the time spent asking for help is not wasted.

Your incident handling team should have a senior member of management as its sponsor. This manager can help
to clear out obstacles when you are under fire. To do that, you should strive to find a sympathetic senior manager,
such as a Chief Information Security Officer (CISQ), Chief Information Officer (CIQ), senior legal counsel, or
another related position that makes the most sense in your organizational structure.

Always let this management sponsor know that you are in incident mode, either via email or, for a more serious
incident, with a phone call or visit. If you do not have a formal incident team reporting structure, advise your
manager and the security peint of contact at a minimum. I cannot count the number of times that, at ten o so
minutes into the incident, T realized I was over my head and needed reinforcements or specialists. It takes time to
mobilize people. As soon as the incident is identified, you may wish to put them on alert.

One of the things that I am learning is that T can’t do it all. If you are the primary handler on site, it is really a
chatlenge to take notes, secure the area, and so forth. This is not a lone ranger sport. Realize you will probably
need help and arrange for it in advance. Assign a minimum of two people to each incident: a primary handler and
a helper. Have them both take notes independently of the other. Sure, there might be some conflicts in their notes.
However, I'd rather take that small chance while avoiding the chance for crucial evidence slipping through the
cracks!
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» Notify your local or organizational incident handling team
e Notify your manager and security officer

« Remember vertical and horizontal reporting
— Inform management (of course)

- Create entry in incident tracking system

— Inform impacted business unit

- CyberSponse‘_:is a commercial IR tracking system
— There's the free RTIR Incident Response Tracking tool

There is a dynamic tension in many organizations between security and line management. If this is an issue in your
organization, it can be a good idea to make sure both groups are kept in the loop throughout an incident, Users
should be aware that when handlers are under fire, they may drop impottant information. In a large-scale attack, a
handler might see a message, think that he will get right to it, and have 60 other things come up. For this reason, it is
good practice 0 encourage users to demand a reply.

This is also a good reason why everythmg repmted to a help desk or ¢ incident handlmg center should be glven a

trouble ticket; it helps prevent loss of critical information. From a user's perspective, the best examples of horizontat
reporting might include the system administrator, help desk, and the incident reporting structure. Talk about good
news, bad news! If he reports to all three (and many will), then three different trouble tickets get created, and there is
a significant chance that actions will be taken that could damage the forensics evidence. On the other hand,
additional eyes on the problem can be a good thing. The best solution is for the incident handling reporting structure
to communicate closely with the help desk and system admin shops.

Some commercial Security Information Management (SIM) and Security Event Management (SEM) products
include the ability to assign an incident number around a group of events to track them together. Some go so far as to
include a collaborative environment for incident handlers to conduct analysis and share conclusions across a
distributed team. One such product is CyberSponse. It is @ commercial-grade IR tracking system that greatly
simplifies the sharing and centralized collection of IR data across your team. It can be found at
http://cybersponse.com.

Alternatively, the Request Tracker for Incident Response (RTIR) tool is a ticketing system targeted to incident
handling tracking. Its focus is on helping incident handlers stay organized when conducting their work by providing
an incident tracking number for each overall incident, plus tracking numbers for individual conversations.

You can find RTIR at hitp://www bestpractical.com/rtir/
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» Another option is CyberCPR
— Brainchild of fellow SANS Instructor Steve Armstrong

» Web app that tracks incidents, systems, and evidence

— Enforces need-to-know on incidents

— All files are hashed and encrypted upon upload

— Tracks user tasks and activity

— Tracks attacker campaigns

— Automates key analysis

— Secure real-time OOB chat

. While a commercial tool, 1—3 users will be free

Another option is CyberCPR, the brainchild of fellow SANS Instructor Steve Armstrong and coded by several
SANS Community Instructors and SEC504/560 and FOR408/508/610 alumni, it’s designed around the DFIR
user. Deployed as a hardened web application app (locally or with a cloud provider), it was designed to enforce
need-to-know at the incident level, allowing the existence of sensitive investigations to be suppressed from those
not involved.

It supports the incident handler by providing a central repository for evidence found and protects legal
admissibility by encrypting and hashing (MD3 and SHA256) all data uploaded, This provides a secure alternative
to emailing evidence and updates around the network. When system admins are provided accounts, they can
upload large logs and files directly into the application, preventing what is known as evidence dispersal (where
investigation evidence is scattered around various systems).

All items can have formal notes and comments added to them by that incident's users, and these notes are indexed
and searchable. Incident tasks allow the Incident Manager to track actions they have delegated to other users.
Together, these facilitate the secure coordination of evidence collection (the what), the recording of the reasons
for that collection (the why), and the required timeline of analysis (the by when), Once analysis is complete, logs
and artifacts can be uploaded for others’ review, notes, and comment upon the analyst’s actions.

For out-of-band (OOB) communications, the tool includes both shoutbox type chat and one-to-one messaging
capabilities, allowing things like system admin or access passwords to be transmitted securely.

Best of all, as strong community supporters, Steve and his team have committed that the 1-3 user version will
always be free. This allows SMEs to benefit from the tool's commercially funded development and new features
without breaking the bank (https://www.cybercpr.com).
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 Keep a low profile
— Avoid looking for the intruder with obvious methods from the

= compromised machine (ping, traceroute, nslookup)

n — Don't tip your hand to the attacker

| — Maintain standard procedures

s Local handlers should keep making reports to the command center
as they gather and analyze evidence

- Rookie incident handlers can be spotted a mile away with a network logging system. They find an attack that
\ appears to originate from an IP address. Then they ping the address, perform an nslookup, and traceroute to it.
o (Sometimes, they even telnet to it!) You know, that might just tip off the attackers.

Some handlers feel that we should maintain normal procedures; if system backups normally took place at 02:45,
then when 02:45 comes around, if at all possible, do what you usually do, This may matter in some cases of high' -
value, but in general, the attacker couldn’t care less.
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» Try to prevent the attacker from causing more damage
— While minimizing the changes to data on the system(s)

— We want untainted evidence and can only get that through our image creation
process

« Some possible short-term containment actions
— " Disconnect network cable
~ Pull the power cable: Loses volatile memory and may damage drive

— ' Using network-management tools, isolate the switch port so the system cannot
receive or send data (or place on an "infected VLAN™)

— Apply filters to routers and/or firewalls
'Change a name in DNS to point to a different IP address
. You could also use WordWebBugs to track the attacker
— Documents that "call back" to identify where sensitive data is located
~  They are built into the Active Defense Harbinger Distribution

For short-term containment, we just want to stop the attacker’s progress without making any changes to the
impacted system itself. We want to keep the target machine's drive image intact until we can back it up.
Therefore, this short-term containment typically involves disconnecting network access and/or power.

If you have the ability to control your switch infrastructure, you may want to consider isolating the switch port to
which the impacted machine is connected, or even placing that system on an isolated, infected VAN so that you
can still communicate with it, but it cannot infect other machines.

Another option is based on the fact that most attackers target systems based on their IP address (such as
198.167.22.13) and not their domain name (www.[yourdomainname].com). If this is the case, another option for
short-term containment involves altering DN so that the domain name(s) for the impacted system(s) points to a
different TP address, perhaps one where you have a newly installed, secured machine offering up the desired
production service. Once that new DNS address record has propagated, your users relying on the domain name
will be accessing the new system at the new IP address. The attacker, if he or she is using an IP address to hit the
target, will continue to go to the old IP address, You could place a honeypot at that address, simply null route all
traffic going to the address, or just leave it as a completely non-responsive, unused address.

You could also use WordWebBugs to track the attacker. These documents call back (preferably to a non-
attributable system) so you can identify where your sensitive data is.

R
dE

http://'sourceforge.net/projects/a.a't{d/ o
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If short-term containment disables the system (such as removing it
from the network and/or denying legitimate users access to the
machine)

~ Make sure you advise someone in the business unit responsible for the
system

— Usually the information or application owner

Advise them in writing with a signed memo or at least an email
that gets acknowledged

They may disagree with your advice to drop the system

In disagreements, the business unit almost always wins!

Containment (both short- and long-term) might stop the system from performing various business actions.
Therefore, make sure you get approval before taking action that will impact business. Call the business unit teams
before dropping a system.
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« For external attacks, coordinate closely with your internet service
provider |
— It may be able to assist you in identification, containment, and recovery
— Especially for large packet floods, bot-nets, worms, and virulent spam
— The information you provide may save someone else a lot of pain
— We need to work together as a community to foil widespread attacks

+ Also, you may need to rely on someone else’s ISP to get a bot-
infected system taken offline

Most organizations realize they need to coordinate with their ISPs to bring some incidents under control,
especially in large packet floods, wide-scale botnets, and their communications channel, worms, and virulent
spam. Many ISPs are experienced af network-based exploit and denial-of-service types of incidents and are
efficient at handling them. ISPs often keep system and even network logs, at least for a reasonable time frame.
Also, they may be able to spare other folks that get their service from the trouble that you had to go through.

By the way, you should be aware of one group that is extremely experienced in handling incidents; these are the
computer and network staff of colleges and universities. As your organization is paying for employees’ higher
education and training, it can be a good idea to make contact with the computing staff at your local educational
institution. If you build a relationship with them, they can really help you when you are under fire.
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Make forensics images of affected system(s) as soon as is practical
— - This initial image will be used as a source for forensics analysis

— Grab an image of memory as well as the file system

— Don’t do graceful shutdown—you'll lose valuable data!

Volatility Framework and Rekal can capture and analyze memory
Use blank media

— " 0ld media often contain remnants

— Newly purchased media may have some data on it, so beware

If possible, make a bit-by-bit image to get all file system data

Not all incidents will allow you to do a full backup and analysis

—  Time-sensitive incidents may require advanced network, domain, and live forensics

Many forensics tools will automatically calculate hash of collected evidence

Failure to take complete notes is the most common error that incident handlers make.

Faiture to make a good working forensics image is one of the most common errors. This is compounded because
the incident handler is often called to work on a system that hasn’t been backed up in a long time, sometimes
years. Of course, the data is irreplaceable and mission essential. Many systems are being purchased today with

‘multi-hundred gigabyte hard drives and no tape or other backup methods. If you do not make a good forensics of 7

the system before you start doing detailed analysis, you drastically reduce the chance of that system information
bemg usable in court. The other attorney could claim that you modified the system. Tf you must do things on the
system before backing it up, and sometimes this is necessary, try to log each command you type and the system’s
response.

This initial forensics image in the Containment phase serves as a source for forensics analysis. Make syre to get a

_copy of both the memory and the file system. You will not be able to make forensics images for all systems in all
incidents. Some incidents may require you to rely on network domain and live forensics.

The ideal image, however, is the binary', bit-by-bit imégé; this gets everything on the disk, including deleted and
fragmentary files. One of the most popular tools for creating binary images on UNIX and Windows machines is

;" dd. Tuseitall the time, apd itisa major component of the SANS Forensics Track (SANS Security 508} for
' "gathermg system images for analysis. It is built into many UNIX and Linux distributions and is available in many

incarnations for free for Windows. My favorite Windows version is available at
http://www.gmgsystemsine.com/fau/. Google has released a powerful tool called Rekaif for capturing and
analyzing memory on Windows machines. Volatility Systems released a tool called the Volatility Framework that
fikewise can be used to capture and analyze memory dumps.

One nige feature of using tools designed for digiial forensics is they calculate cryptographic hashes for you
automatically. This is useful for demonstrating that the evidence has not changed since you collected it.
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 Write Blockers and Drive Duplicators

» Consider using a write blocker if practical

~ Hardware write blockers sit between computer and hard disk to intercept
write requests

— Software write blockers run on the host directly
~ Usually can't use a write blocker on live systems

» Consider getting a hardware drive duplicator if you frequently
image drives
— Much faster than using a laptop with two external hard disks

« Drive storing evidence usually needs to be 10% bigger than the
evidence
— File system overhead, file format overhead

When collecting evidence, you may want to consider using a-write blocker: This is a device that is designed to
prevent processes from writing to disk (both internal and external). A hardware write blocker sits between your
computer and the hard drive's controller to intercept (and block) write requests. A software write blocker achieves
its goals by ruaning on the host and hooking into write requests.

It's not always practical to use a write blocker, so don't consider this a requirement. If you are collecting evidence
from a live system that cannot be shut down (e.g. business critical server) then you usually can't install a write
blocker because you'd end up negatively impacting business.

If you image hard drives on a regular basis, you may want to consider investing in a drive duplicator. They're not
cheap, but they are much faster than using a laptop with two usb cables connected to two external hard disks.
Drive duplicators also usually calculate cryptographic hashes on the fly,

The drive you store your evidence on usually needs to be at least 10% larger than the original drive. This is to
account for the file system overhead when imaging a drive and saving it as a file. Also, various different evidence
file formats can include their own metadata.
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Acquire logs and other sources of information How far did the
attacker get?

Review logs from neighboring systems

Make a recommendation for longer-term containment

— Document recommendation in signed memo

— Ultimately it's a business decision, informed by the incident handler's
input

Make sure to watch out for trust relationships concerning the affected system. The most important trust
relationship is often the desktop of the system administrator to the system and to other systems they administer,
Look over the logs from nearby systems and trusted machines. Try to get a feel for how far the bad guy may have
penetrated.

"This is that critical moment: Do you down the box? Ts this a contaifi and cleani or & watch and leain? Most people

contain at this point; however, sometimes the affected system(s) are crucial to your organization's operations.
While you probably wouldn’t want to keep running themn at all costs, it makes sense to accept a higher risk in such
circumstances.

Remember, the ultimate decision for downing the machine is a business call. Make a recommendation, which
should be documented in a signed memo to the business owner of the machine. Realize that you won't always get
your way on such decisions.
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~+ Once we've got our backup for forensics analysis, we can start
making changes to the system

» Therefore, we can implement longer-term containment strategies

« Ideal: If the system can be kept offline, move to the Eradication
‘phase
— Get rid of the attacker's stuff

» Less than ideal, but sometimes necessary: If the system must be
kept in production, perform long-term containment actions

Long-term containment might change the drive image of the impacted system. That's OK because we've already
gotten our backup for forensics analysis.

Ideally, we can keep the compromised machine offline for an extended period of time while we fully éradicaté the
attacker's artifacts, possibly by rebuilding the system or restoring it from a backup. In such cases, our long-term
containment steps actually involve detailed eradication. In other words, after creating forensics images, we move
to the Eradication phase when extended downtime is acceptable. However, for critical production systems,
extended downtime is usually not permissible. In such cases, the incident handlers must stay in the Containment
phase, performing long-term containment aciions on a live system to keep it running.
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Numerous potential actions, including

— Patch the system, and possibly neighboring systems

— Insert Intrusion Prevention System (IPS) or in-line Snort/Suricata

— Null routing S

— Change passwords

~  Alter trust relationships

~  Apply firewall and router filter rules

— Remove accounts used by attacker, shutting down their backdoor processes
“Remember, you still need to do eradication |

The idea for long-term containment is to apply a temporary Band-Aid to
stay in production while you are building a clean system during
eradication

There are several long-term containment activities, but the most likely, by far, is just patching the system if the
attacker compromised it by exploiting a vulnerability. Handlers should also patch other nearby or similar systems
to ensure that they do not get compromised. If patching is impractical over the short term, you may want to
consider deploying an in-line intrusion prevention system, such as a commercial solution or even in-line Snort or
Suricata, which can block some attacker activity. Other long-term containment options that allow us to keep the

system in production include null routing, in which we. configure routers to drop packets associated with a given,

source or destination TP address used in the attack. You may need to change passwords for accounts to introduce a
discontinuity in the attacker's access, Likewise, trust relationships between machines may need to be altered
and/or broken so that an attacker with access to one environment cannot simply access another set of systems
without reauthenticating. Firewall rules and router access control lists may need to be tightened to prevent deeper
attacks as well. Of course, you may need to remove accounts created by the bad guy and kill any processes that
offer the attacker backdoor access to the machine.

Don't think you're done with the incident handling process, however, just because you applied a patch! You've
still got the Eradication, Recovery, and Lessons Learned phases.
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ontinue to Consult with System Owners

» Keep system owners and administrators briefed on progress

« Don't play the blame game
— Never allow fault to be an issue during incident handling
— Assigning fault now closes down important avenues of investigation
— Sometimes, as you learn more, assumptions change

— If fault absolutely must be assigned, do that during the Lessons Learned
phase (Phase 6), not the Containment phase

One of the goals of a top-notch incident handler is to be as low impact as possible on the folks whe own the
computer with the incident. In some sense, we are guests or servants, We will be with the system for a short time,
but it is not ours. We don't depend on it or administer it, It is important to keep the system administrator and the
owner up to date on the situation. If you do not, they will try to get information from the command center and
they may decide that they do not trust you. When this happens, it is harder for everyone.

Very often, assumptions change as more information becomes available during an incident. Early assumptions are
often proved wrong. If you were to blame an individual and the facts later showed that person was not at fault,
your credibility would be lost, at least in that part of the organization. There is more than just credibility at work
here. Even though you are there to help, in some way, you are identified with your otganization's security forces
and you have access to their secrets. It is really important not to foster resentment; you need their trust and
support to do your job,
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t Now we turn our attention to what is probably the hardest problem in incident handling-—the complete and safe
removal of any malicious code and other artifacts left by the attacker on the system, such as pirated software,
pomography, and other illicit data. Although malicious code is not an issue in many incidents such as fires (or a
denial-of-service attack), this is one of the hardest problems a handler faces. This is why the GIAC Certified
Incident Handler {(GCIH) invests so much time covering malicious code,
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Overview =

« With the bleeding stopped, the goal of the Eradication phase is to
get rid of the attacker's artifacts on the machine

» Determine cause and symptoms of the incident
— Use information gathered during identification and containment
— Try to isolate the attack and determine how it was executed

Now, with the bleeding stopped, the goal of the Eradication phase is to get rid of the attacker's artifacts on the
machine, including accounts, malicious code, pirated software, porn, or anything else the bad guy left on the
machine.

Reformatting and reinstalling the operating system from scratch may be considered a valuable shorteut in the

handling process. Although it is certainly true that total destruction of the contents of the disk takes care of any

malevolent code, the opportunity for reinfection via the same channel after you reload the operating system still

exists. There are many cases where handlers have taken systems down and reloaded the operating system only to

have the box compromised again a few days later. The best course of action is to determine what the cause of the
_incident was, to find the vector of infection, and take action to prevent this from happening again.

The network system and forensic skills needed to do this are difficult to develop and, while we continue to try to
make top-quality training available, there is no substitute for actual experience.
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Locate the most recent clean backup
— Search for a recent backup before an intrusion

In case of a rootkit-style attack (which modifies the operating
system itself)

—  Wipe the drive (zeroing it out)

— " Reformat the drive

—  Rebuild the system from the original install media

— Apply patches

~ Without a complete reformat, the attacker's residual data, tools, and
access may linger

Backups simply do not happen as often as they should. They also are not tested in some cases. If an affected
system has a recent clean backup and you can identify when the compromise occurred, recovery is a matter of
wiping the drive (zeroing it out), reformatting the drive, reinstalling the operating system, reloading the data from
backup, adding any lost data, and fixing the vulnerability that caused the prablem in the first place.

Tf no backup is available, Joading data by hand from a USB drive to a reinstalled OS is a tricky and expensive
process. If your organization has a central incident handling team, you may want to establish a policy that this is
the responsibility of the affected group or department.

In any case, here is the bottom line of eradication: There was an incident, you show up, you save the day, you are
a hero! This is great. The problem comes back six hours Jater, and you are a goat! This is not great. Err on the side
of caution; make sure all parties know that if the safest course is to down the system and scrub it, they are making
a risky choice. Don’t keep doing business exactly like you were before being compromised.
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-Removing Malicious Software
» ' Remove malware inserted by the attacker
— E.g. viruses, backdoors, rootkits, etc.
« Ifarootkit (user or kernel) was used, you should rebuild
— Format the drive
— :Operating system (and PATCHES!)
— + Applications (and PATCHES!)
— ‘Data (the hardest one, possibly tainted backup)
« Encourage the impacted business unit to rebuild
— Reviewed by the computer security team (including incident handlers)
« There may be times where the attacker did not use malware
— Use legitimate services such as SSH and Remote Desktop

Viruses are fairly interesting. They are easy to deal with after the antivirus companies have analyzed them. You
just let the software clean up the problem, and it does a great job. Dealing with viruses that don’t yet have
antivirus signatures is a much harder problem,

If the attackers change the operating system itself by installing a rootkit, you should rebuild from the original
install media and install patches. Make sure you patch the system thoroughly, or the attacker will retumn.

Also, encourage the impacted business unit to do the rebuild under your supervision. That way, you can make
sure they understand the build process. Furthermore, they can verify that the system is functioning properly.
Finally, you can verify that all patches are installed when they rebuild the machine.

It is also common for an attacker to use common and legitimate services, such as SSH and Remote Desktop, to
persist and spread. It is incredibly important to monitor the logs of these services for irregularities, like strange
source TP addresses and multiple concurrent logins from a single user TD,
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Implement appropriate protection techniques
Applying firewall and/or router filters

Moving the system to a new name/IP address
Null routing particular IP addresses

Changing DNS names
Applying patches and hardening the system

Once your system is hacked, the word gets out and every pea-brained hacker on the planet lines up to take another
shot at you. It is not enough to simply recover the system; the security of the affected system{s) needs to be
upgraded. If it is a production system, you may hear arguments that the organization cannot risk modifying a
production system. This is a valid and important argument. The flipside is that if the system was compromised, it
must have some vulnerability. If we do not remove the vulnerability, the system may become compromised again.

The simple trick of changing the name and TP address of the system can solve many problems.
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Perform vulnerability analysis

Remember that attackers often use the same exploit and backdoors
on multiple machines

Perform system vulnerability analysis
Perform network vulnerability analysis
Search for related vulnerabilities

If possible, scan your entire network for interesting ports with a port
scanner, such as Nmap

A vulnerability scanner, such as Tenable's Nessus, OpenVAS, Rapidy
NeXpose, and Qualys can also be a big help

Look for them throughout your environment

Vulnerability scanners, such as Tenable's Nessus, OpenVAS, Rapid7 NeXpose, Qualys, and others, can identify
weaknesses in your organization’s internal network, Nessus and Nmap, two free tools, are among my favorites for
scanning,.

After placing a suspect system on a small hub and doing the backup, I have sometimes found it helpful to run
Nmap on the target computer from another system on the hub. Several times this has given me insight into the
potential problems I may be dealing with by showing unexpected listening ports,

Running a security scanner on the neighboring systems in a compromise can help you make sure you have full
and complete eradication. If one system is compromised, there is every chance the number is actually two or

more,
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Now it's time to get back in business. That's what the Recovery phase is all about.
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« The goal of the Recovery phase is to put the impacted systems back
into production in a safe manner
 Validate the system

~ Once the system has been restored, verify that the operation was
successful and the system is back to its normal condition

— Always ask for test plans and baseline documentation
— Run through the tests, or better yet, have the business unit retest

« Run through user acceptance testing documentation

Remember that after you have touched the machine, everything that breaks is your fault. Be sure to get the owner
of the machine to sign that it is back in full operation, Make every effort to ensure that the system is working
properly before leaving the scene. If some functionality is not present, the default stance is usually to blame the
incident handling team in some organizations. You need to proactively avoid such a situation by having the
business unit test the machine before going back into production,

User acceptance testing documentation can also be fantastic to validate that applications are working properly.
This is the documentation that an application has to go through before it can be officially deployed.
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» Decide when to restore operations
— Try for an off-hour time slot
— It's easter to monitor carefully

— You will often be overruled on this, with the business opting to restore
service immediately once systems are rebuilt and ready

» Put the final decision in the hands of the system owners
— Provide your advice, but they make the final call
— Document your advice in a signed memo

The decision of when to put the system back into business has to be made by the system owner. As a handler, you
can give them advice and be helpful, but this is their call. They are the ones that depend on this system.

Document your advice in a signed memo to the system owner. Remember, you may not get your way in this
decision, but at least you document your recommendations.
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» Monitor the systems

— Once the system is back online, continue to monitor for backdoors that
escaped detection

— Utilize network and host-based intrusion detection systems and intrusion
prevention systems

« If possible, create a custom signature to trigger on the original attack vector because
attackers will likely try the same thing again

— Also, carefully check operating system and application logs

Needless to say, if the eradication was not complete or the infection vector was not closed off, the earlier you
detect reinfection, the better off everyone is. It is also politically better if the handlers detect the problem and
show up to fix it than if the problem comes to light because business operations are affected. This is a serious
problem. Many times handlers take some shortcut along the way, or there is something you never discovered
about the attack vector, and the problem comes back.
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« Itis critical to regularly check if the system compromised again
~ Attackers like to return to systems they've already compromised
— Not always using malware, sometimes logging in via normal mechanisms
 Write a script that checks whether the artifacts left by the attacker have
returned and run the script daily (or even more often) for several months
'~ Look for changes to configuration via registry keys and values
— Look for unusual processes
— Look for accounts used by the attacker
Look for other artifacts we discussed during the earlier lab
— Look for simultaneous logins
» In other words, apply the cheat sheet techniques
—  But now looking for specific attacker artifacts indicative of the attacker
—  Over 100 examples of checker commands at Command Line Kung Fu blog

One of the most important things for incident handlers to do in the Recovery phase and in the months following an
incident is to check regularly to see if the attacker has returned. Most human attackers that compromise machines do
retutn to the scene of the crime, making the same or similar changes to the system that they made upon initial
compromise. Some attackers do not use malware, preventing handlers from using malware detection to identify the
attacker's return. Instead, these attackers use normal fogin mechanisms to access the system and reconfigure the
machine to maintain control; We need to look for these changes aggressively to detect an attacker’s return.. . ..

Because of this fact, we urge handlers to write up one or more simple scripts that they can run on a daily basis to
look for artifacts left by the attacker in the previous compromise cycle. If the attacker comes back and creates the
same artifacts again, your script should detect that fact and netify you. We recommend running the script daily or
even more often.

Your seript could look for changes to the configuration of a Windows machine by checking for changes to registry
keys and values using the reg command, which works remotely using the reg \\MachineName syntax. For
example, if the attacker alters the configuration of an application via a regisiry key so that it logs credit card
numbers, make sure you look for that kind of change in the registry.

Or you could look for unusual processes using the wmic command (which works remotely when run with wmic
/node : MachineName /user:Admin /password:password)orthe tasklist command (which can be
run remotely using the psexec command from Microsoft Sysinternals). On Linux, you could use the ps command

fo get a list of processes.

Also, look for accounts the attacker created, which can be pulled via wmic with wnic useraccount list
brief orthe net user commands. On Linux, you can get this information via cat /etc/passwd.

Likewise, you should look for other artifacts covered by the Intrusion Discovery cheat sheets. The good news is that
your script can look for specific items created by the bad guy during the earlier incident, so you can focus in on
detecting certain changes to identify the attacker's return. The blog at http://blog.commandlinekungfu.com/ inciudes
more than 100 examples of commands that check various aspects of system status for Windows and Linux,
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Suppose an incident was detected at 4:30 p.m. on a Friday afternoon, just as you were hoping to slide out the
door. You stayed all night and finally got control of it at about midnight. While it was going on, you had all that
adrenalin; you felt like you were part of something pretty darn exciting and now you just wish it would go away!
The adrenalin has worn off and you are tired; in fact, you are sick of the whole situation and would prefer to live
your life without ever hearing about it again!

It takes discipline to do the report. It takes even more to attend a Lessons Learned meeting, but it is important.
Attackers are improving. We have to improve as well. One way to improve is to learn from our mistakes and
move on to make new mistakes instead of repeating the old ones. This is the primary purpose of the follow-up
part of the process!
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» The goal of the Lessons Learned phase is to document what
happened and improve our capabilities
« Develop a follow-up report

— Start as soon as possible, right after recovery (i.e., going back into
production)

| — Assign the task to the on-site team
—~  SANS SCORE has sample forms to include
» Encourage all affected parties to review the draft
— Attempt to reach consensus and get sign-off

— Document any disagreements so there are no surprises in the future

The only one that really can or will write the report is the on-site handler, The handler submits the draft to the
head of the incident handling team. This chief edits the document and interacts with the handler to make sure the
document reflects what actually occurred, in light of the organization’s culture. We should allow everyone
involved to review the draft. Have everyone involved in handling the incident sign off on the report, agreeing to
its contents.

The SANS SCORE project has sample incident handling forms at https://www.sans org/score/incident-forms

: If anyone has a strong disagreement about the facts of the matter, he can submit that, and his statement can
i remain a part of the incident record. It is far better to find out that you have a lack of consensus before going to
court than during court!

® 2019, Ed Skoudis, Jchn Strand, Mike Murr 115




« As soon as practical (within two weeks of resuming production)
» Review the report

 Finalize executive summary

+ Keep it short and professional
— Maximum length: Half day

After the report has been reviewed, schedule a Lessons Learned meeting. In general, the main purpose of such a
meeting is to get consensus on the Executive Summary section of the report. This mesting should oceur within
two weeks of resuming production, while the events and report are still fresh in people’s minds.

What is the most important thing for an executive summary to cover? How much the organization saved by
having an effective incident handling procedure and team!

During every incident, mistakes occur, We learn from these, improve our process for the future, and move on.
Sometimes we run into policy or other organizational problems that hinder bringing the incident to a close. We
note these and submit them to management for its consideration.

Follow-up meetings are never the most popular of events. Everyone is tired; they have been under stress. The
system is now back in operation and the last thing anyone wants to do is have a meeting to rehash painful
memories.

However, this is a valuable tool for organizational improvement. This is the hardest time not to blame people. The
focus should be on process improvement,
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» Based on what you learned, get appropriate approval and funding
to fix
— Your processes

— Your technology
— Improved incident handling capabilities

Do a root cause analysis
— E.g. attacker was able to guess a weak password

—  Why was the weak password allowed in the first place?
s Lack of policy
+ Lack of enforcement of policy
= Weak policy

We want to have constant improvement so the cause of the incident can be eliminated or minimized. You must go
to management and make a compelling case for fixing the problem that caused the incident in the first place. This
may mean an alteration to the processes or technology in your environment.

When trying to improve, you will want to do a roof cause analysis. This involves looking beyond just the
immediate problem, and trying to find out why such a problem could even occur. o

For example let's assume an attacker was able to gain access to a system because of a weak password. Obviously
you will want to change the password, examine the compromised system, and so forth. However it's also
important to ask why a weak password was able to be used in the first place?

Was there no password policy to begin with? Perhaps there is a password policy, but it wasn't properly enforced
on the system the attacker compromised. Or perhaps there is a password policy, and it was enforced but the policy
(unintentionally) allows weak passwords.

It's important to do this type of process because the differing underlying causes require different solutions.
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Now let's discuss how to handle an enterprise-wide incident,
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» Determining if one system is compromised can be difficult

« Doing this at scale across thousands of systems can seem
impossible

o With the right tools and techniques, it is possible

 Many of the data points are already being collected in your
environment

« You just need to know where to look

Lo There are many different tools at the disposal of any incident responder who is working a large-scale incident.
Some of these tools are commercial, and others most likely are being used actively by your enterprise right now.

However, the goal of any enterprise-wide incident response engagement is the same: to identify indicators of
compromise across multiple machines and user accounts,

The vast majority of environments are already collecting logs and data for many of the components we will
discuss over the next few slides. It is just an issue of tapping into those data sources and extracting the proper
data.
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Ingressand EgressData

« Need to start somewhere
« Connection data from the various points of presence is a good start

I.  WVeb Proxy
2. DNS Cache
3. Connection Logs

When we are working any incident, the first thing our responders ask for is the logs for the egress connections
from the firewall, the DNS cache or DNS logs, and, finally, the logs from whatever external web-filtering device
the organization is using.

There are a couple of reasons for this. First, the logs from these devices work well, as they serve as filter points
for all traffic leaving the environment. Remember, in situations like an incident, the goal is not to stop an attack
from coming in, but rather to be able to detect command and control points and identify additional internal
systems that may be compromised. In addition, if a network is configured properly, all egress traffic should either
flow through an egress firewall, resolve a domain via DNS, or connect through an egress web Proxy.
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» DNS can be very powerful
— Simply reviewing a DNS server’s logs and cache can reveal systems that
are connected to known bad IP addresses and domains

» DNS Blacklists is a Python script by Ethan Robish to identity
traffic to known malicious IP addresses and domains

~  Feed it DNS logs, cache, etc. Anything with IP addresses / domains
— Uses regular expressions for flexibility

» Need to feed it a list of malicious hosts

+ Malware Domain List is a great site for updated lists of known bad
actors

DNS data can be one of the most powerful tools you have for detecting malicious traffic leaving your
environment. First, there are many examples where traditional AV fails to detect well-known malicious programs
from running. Second, many of the domains used by well-known botnets and C2 channels tend to be more static
than the code base for the malware. Finally, it is relatively easy to compare the logs and/or the current cache for
your DNS server with well-known evil domains and IP addresses.

One of the tactics we use as part of an initial incident response is to compare the current cache of the DNS server
with a list of evil IPs and domains by using a tool like dns-blacklists.py. One of our favorite lists to compare with
is the one from Malware Domain List.

You can find Ethan’s Python script at: https:/bitbucket.org/ethanr/dns-blacklists

Malware Domain List is at: http://www.malwaredomainlist.com/mdl.php
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» Many organizations do not review these logs
— Often, this is due to HR issues

» However, regular review can uncover compromised systems that
are connecting to known bad C2 sites

« Review the length of URLSs being visited
— Many malicious URLs are very long

« Review user agent strings
— Many malware specimens use older or odd user agent strings

Most every enterprise environment today has some sort of web proxy content filter to restrict employee access to
sites with objectionable content. Further, these can be powerful incident response tools for any responder.

There are a couple of things to look for. First, you can once again see if there are any IP addresses or domains
being accessed that are known bad actors. Sure, many of these providers have their own regular updated
blacklists. However, it is good to get a second, or even a third, opinion,

Next, look at the length of the URLs being accessed. Many variants of matware will use long encoded URLs
either as a command and control mechanism or as a way to deliver payloads. However, be careful because many
legitimate sites also use long URLs. We recommend using this in conjunction with other indicators of
compromise. For example, let’s say one of your systems pops an AV alert. You then notice that some of the
domains it is accessing are odd. Then, look at the URLs as another possible investigation item. This also has the
added bonus of potentially identifying additional systems that are also compromised in the process.

Finally, review the user agent strings. If most of your systems are Windows 7 with the newest version of Internet
Explorer, and you start seeing Windows XP with IE version 6, this could be malware. At the least, it is a system
that needs to be upgraded. The reason for this is that some malware uses old user agent strings to "blend in."
However, over time, they forget to upgrade or modify them.
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Sifting through thousands of packets can be daunting
However, reviewing NetFlow data can reveal interesting patterns
in connection statistics

- Systems beaconing out every 30 seconds

— Systems beaconing out at random intervals

— Connections that live for far longer than they should

Real Intelligence Threat Analytics by Active Countermeasures can
do this

Hunting for evil actors is a big part of SANS SEC511: Continuous
Monitoring and Security Operations

Another, often overlooked, component is seeking out beaconing data. It is often assumed that malware makes a

persistent connection back to the bad guys’ command and control systems. However, with today's modern

malware, this is just not the case. Rather, malware today tends to connect back at regular (or irregular) intervals.

In order to detect this connection metliod, it requires the analysis of the connection logs of your egress firewall

that performs Network Address Translation (NAT) from internal RFC 1918 TP addresses to extetnally rotatable IP
. addresses. Eric Conrad has an excellent tool to parse these log files.to find connection attempts,

It can be found here:
http://tinyurl.com/505and511
It is also part of the SEC511 Continuous Monitoring and Security Operations class.

The Real Intelligence Threat Analytics (RITA) product from Active Countermeasures can also do this type of
analysis. It can be found at https://www.activecountermeasures.comy/free-tools/rita. We'll take a look at RITA in
the next lab.
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Now, let's have a quick enterprise-wide incident lab.
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Next, we need to have a way to extract data from multiple internal computers to look for indications of
compromise.

There are a number of useful techniques, and not all of them require an investment of third-party software. In fact,
many of these tools are already incorporated in most enterprise environments.
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command on multiple systems

C: \> wmic /node:@systems. txt product get oo
. name ,version, vend.or /Eormat:asv > Softwarelnventory txt

o All the commands we ran in our Windows Cheat Sheet lab can be
run against multiple systems

Earlier, we discussed the awesome power of WMIC. There is no greater tool for quick-fire incident response than
WMIC. During the Windows lab, you were able to see that WMIC can query just about everything. However, the
real power of WMIC is the /node switch. With this switch, you can run WMIC commands on multiple systems. at
‘once and have the data reported back to you in CVS or XML format for easy parsing.

It requires you to be a domain admin in order to be completely effective. This is a consistent theme for all of these
tools.

Above are just some of our favorite IR WMIC commands.
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« Dependencies
~ PowerShell 3.0. A simple domain-wide install of 3.0 is required

— For full functionality, install Handle.exe and autorunssc.exe from
Sysinternals from Microsoft

— For the machine launching the scripts, install Logparser from Microsoft
— Enable Windows Remote Management on all targeted systems

+ Add all hosts you want checked into a text file and loaded into the
Kansa-Master directory

‘on each system.

Before we get started, some setup work is required. The required steps in the slide will configure Kansa properly.

The major thing to take from this is that all the required components for Kansa to run properly are from
Microsoft. It is fairly easy to pull these files down and disperse them via Group Policy to the systems in your
environment.

Note that autorunssc.exe and handle.exe need to be installed to the C:\Windows directory so they can be found by
Kansa when it runs.

Also, this type of baselining is critical for effective incident response. The point is, run this before an incident
occurs. This is a powerful tool, but it is only as good as the admins who run it,
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. PS C: \Kansa master>.. \kansa. psi Targetllst \hosts Ext —ModulePath :
.\Modules -Verbose -Analysis . .
 VERBOSE: Found . \Modules\Mj ules conf s
~ VERBOSE: Runnlng Modules L
Get-Netstat
Get-DNSCache
- Get-Handle.
.. output truncated S 3 R
VERBOSE: $Targets are clarence bob_jackle james'Jason
VERBOSE Waltlng for Get—Netstat to complete L

Td -  Name PSJobTypeName State ';' HasMoreData_ Location .

351 Job351 RemoteJob S Completed - True - ' ' clarenc. ..
VERBOSE: Waiting for Get-DNSCache to complete. I Lo
352 Job352- Remotedob . Completed True . Ccolarendl, ., -

The slide image is what Kansa looks like when it is running properly.

Note that it can be run on multiple systems by using the -Targetlist switch with a file listing all of the
systems you want it to run on.

Also, it is helpful to use the -Analysis switch. This triggers all the stacking components and analysis
components, It is far easier to do incident response when comparing and contrasting systems against each other
rather than fooking at each system as a one-off.
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“Kansa in Action

+ Kansa supports the ability to pull the total count for specific
things, such as Autostart Extensibility Points (ASEPs)
« In the following example, notice the count column on the left side:

cnt Image Path Mbb
o programs that ~ SErEEITIRSTS 78af816051e512844aa98
ICORI N © \vCagent.exe . 54879ccbd9pd262£20058 -

»f sisjiile: Jdmgstor\cgmgstor.exe 60668az2bcfa2f1882bee8
c:\program files\gcat\gcat.exe b7971393%987c80e204de
.10 c:\program files\hpwbem\storagel\service\hpwmistor.exe 202274cbldedaee?27862cC

10 c:\hp\hpsmh\bin\smhstart.exe 5cT4cTcdde9f78255caea’
10 c:\msnipak\winZ012sp0h\asriconfigureasr.vbs : 197a28adb0bd04fed0led

In the slide image, there are a number of different autostart programs pulled from ten different systems. Rather
than attempting to review each system’s ASEPs, you can simply look at the total count of ASEPs, which exist on
all systems.

Ideally, you should be looking for one-offs or entries that do not appear on all systems.

This can be a total nightmare in environments that do not practice consistent build processes and solid change
management.
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1 : . -5

1 0231.1,12. 10.1in= addr arpa " 5 - T#ST\Domain Admins
1 www.trulyevil550.com 5 Administrator

1 ‘www.monkeycheesepants. com 1

‘ot Account
: clarence.. TEUser

1 Support 31337

Mlcrosoft Windows.Defender

{D65231B0 -B2F1-4857-R4CE~ A8E7C6EA7027}WlndowsPowerShell\v 10\powershell.exe .
- {D65231B0-B2F1-4857-A4CE- A8E7€6EA7027}\OpenW1th exe

{D6523}_BO ~B2¥1-4857-RA4CE- A8E7C6EA7027}\Fondue exe

C: \Users\Adm1nstrator\Downloads\msf exe

Ideally, malware jumps out at you. However, in reality, you are hoping to get two things from Kansa. First, you
want to make the size of the data you are sifting through smaller. Think of the needle-in-the-haystack analogy.
You are trying to make the haystack much smaller.

Second, you are trying to look at what exists on a smaller scale, that is, to look at what is installed and runnmg on
a few systems. This is where you will find malware and backdoors interesting.

Of course, your entire environment can be compromised with the same malware. Although this does happen, we
usually find that bad guys use malware for initial compromise and then use existing credentials to pivot and
pillage. .
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d Incident Handling

At this point, we completed the six-step incident handling process: Preparation, Identification, Containment,

Eradication, Recovery, and Lessons Learned. This is a seasoned process that has worked for a large number of
organizations and will work for you. Next, we work on some of the specific types of incidents that we may run
into.

We look at several incident types and apply our six-phased process to them. We start with espionage.
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Stealing information to subvert the interests of an organization or
government

~ Consider the high-profile Aurora, Titan Rain, and Night Dragon cases

— Large organizations, high-value information theft

Many cases of unauthorized access to corporate systems are for espionage
purposes

—  Almost every espionage case prosecuted by the US government involved a
trusted insider

Espionage and insider criminal cases do not benefit from many helpers

—~ Risk of information leak or evidence contamination rises as additional workers
are added to the investigation

— A senior member of management, such as the CIO or Chief Security Officer,
must be advised, as well as the legal staff

Many recent high-profile attacks were espionage

If you are thinking, "Espionage could never happen to our organization," think again. Espionage is not limited to
governments and the military in any way. The focus of most espionage is not military; it is economic, and this
includes the work done by government intelligence agencies.

‘Businesses routinely are involved in the activities of collecting information about their competition or trying to
prevent the competition from getting information about their activities. As long as this is legal, we generally refer ~
to this as competitive intelligence.

As handlers, we are primarily focused on the defensive strategies, of course, but we should take a minute to think
about some of the obvious offensive techniques. Some common techniques include:

«  Open source searches by your adversaries to see what information is publicly available
+  Posing as a customer or potential customer to gain sensitive data

+  Hiring critical employees as insiders, in effect working on behalf of your adversaries from the inside of
_your organization

There have also been a large number of high-profile compromises where the attackers were motivated to steal
sensitive corporate secrets from large multinational companies.
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Esplon age PreparatlonTarget Analys:s

« Ask what the most probable targets (information and processing
capability) of the activity are
« For each probable target ask
— What is the information worth?
— Who (outside the organization) might benefit from having it?
— What are all the possible ways to acquire these targets?
— What are the two or three most likely ways to acquire these targets?

KODAK referred to its multilayer emulsion technology as the crown jewel. What are the jewels that are most
valuable in your environment? These are quite likely the target(s).

This is critical; the physical differences between your organization and your competition are probably minimal.
Those trade secrets, marketing contacts, business plans, and so forth make all the difference. The odds are fairly
high that these crown jewels are the target. By now, you are learning to think like an attacker to some extent.
What would you go after if you were interested in plundering your organization? How would you get to this
information? Document the results of this exercise and share the information with management to get their input.
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« Before-/after-hours access, work weekends, volunteering to empty
paper recycling

= » Pattern of access viclations in audit trails

| » Leak seeding (media leaks)

] » Thumbprint critical files and search for keywords

— Custom network-based IDS signatures

— Custom firewall/IPS signature-matching technology

~ Google searches can be useful if attacker is storing information on publicly
accessible websites

Activity that begins too early before the working day or goes on too late has always been a good indicator.
- Technology changes, not human nature. Many organizations have been sold out by trusted insiders; the trick is to
[ be alert for this, to work to keep awareness up and keep running leads to ground.

A great way to thumbprint critical files is to invent an acronym that doesn’t actually exist and plant it into the
document. Then, if you have content-sensing firewalls, intrusion detection systems, or network-based intrusion
prevention systems, they can be set to look for the string. Google searches can also be useful in finding data that
Fio has been jeaked and placed on the web.

; 8 | Intentional leaks work well, especially as you start to close in, and this is a standard practice used to hunt down
the source of information being released,
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Maximize Data Collection .~~~

 Ensure that access records of the affected facility are collected and
protected
— Records from badge access systems
~ Phone records from your organization's PBX (Private Branch Exchange)
— Log books
~ System and Network logs
— Surveillance videos

« Collect as much back data as possible

» Make sure you can access this type of data when you really need it
— By asking for it periodically, as a course of doing business

One of the huge challenges is to get some degree of a chain of custody when you are dealing with a lot of data
and in a large number of formats, This can quickly end up filling a dozen or more copy paper boxes. When
possible, take cryptographic hashes of critical log files. These are very small and can be stored in multiple
focations. T have even mailed them to trusted friends, simply asking them to store the hash or PGP signature of the
file for me without telling them why, To the extent possible, make every effort to keep the data as pristine as
possible.

Also, you want to use some care in the collection of the data; you can get away with one cover story, but at some
point, people start to talk. This is why incident scenario training is such a valuable tool. I you are asking for door
"badge swipe" records a couple of times a year and it is well known you are training, you not only make sure the
logs are being kept and can be retrieved, but when you really need them, it will not arouse anywhere near as much
suspicion or interest as it would if no one had ever asked for them before.
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» If an outsider is collecting the information, you may be able to
provide erroneous information and actually benefit from the
incident |

. If you suspect the information is being collected and distributed by
an insider, this is less likely to work
— However, the technique can be used to pinpoint the insider
— Make up a fake activity called "Project XYZ" or a bogus bid for a client

— Configure a network-based IDS and/or antivirus tool with custom
signatures to look for this fake data

You may also be able to use erroneous or misleading information to detect that a leak exists. This is a classic trick
and can sometimes not only help track down the insider, but if you are really clever, you can use this to your
advantage.

One of the most difficult cases T have worked on involved contract bids where there was some reason to think that
an insider, probably a system administrator, was accessing information on the bid. Tn this case, we constructed a
completely fabricated bid (that turns out to be a lot of work, by the way) and really kept up the act, making
changes as the bid deadline approached, sending information from the boss to the folks making up the bid. All the
while, the real bid was being prepared by a different team composed of a couple individuals that were supposedly
"on leave." The idea was to feed the other side encugh wrong information to really screw them up. It didn’t work;
probably there was some error in the fake bid that tipped our hand. Either the other side was actually that sharp
that they could spot the fake or perhaps we were dealing with a second person that was able to observe what we
were doing, This is a hard sport!
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For incidents involving unauthorized use, the attacker is allowed normal access in the course of doing business.
However, the attacker abpses this access, using it in an unauthorized fashion.
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« For unauthorized use, the user is allowed normal access but is
abusing it

il » Numerous possible categories

‘ . but let's focus on two areas that incident handlers are frequently
called upon to support:
— Email problems
— Inappropriate web surfing

Unauthorized use is something that every handler is likely to face. We deal with a couple of common problems:
N unsolicited, non-spam email and inappropriate use of computing resources. As we look at this section, keep in
o mind that you are an incident handler, not a cop, not a lawyer, not your organization’s Human Resources
department. Don’t cross the line and do their jobs for them. On the other hand, you are likely to be coming from a
technical perspective. Who better than to assess the situation and collect, protect, and analyze any evidence than
the handler?
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« Message(s) from the employee's machine
» Alllogs from employee’s server(s) and email server(s)

» Logs from organization's mail relay(s), even if you are SURE it is
internal

» Firewall/intrusion detection logs

« When comparing logs, timestamps matter

— Be certain to account for clock skew
— Are the timestamps UTC/GMT or local ("wall") time?

Keep in mind that you may face situations where the mail appears to be coming in externally. For example, it is
coming from the internet, but it could still be someone internally sending it. The simplest example of this is when
an employee surfs to Hotmail to send the note into the organization. If you have decent monitoring, this is easy to
run to ground. If he uses a telephone and calls up to an ISP to send the mail, you may have to pull phone records
or work with faw enforcement to subpoena records from the ISP,

Many log files are perishable. As soon as you know you may need to collect evidence, you probably should. Have
I mentioned that it is a good idea to SHA-1 and MDS5 hash logs afier they are closed? This point about perishable
is important: Many times, the employee that is receiving the offensive mail doesn't say anything until he has
received 15 or so over a six-week period. Then, he hands the stack to his manager, who doesn’t know what to do,
so she sits on it a week before giving it to HR, and HR waits two days until the manager calls back and then HR
calls in a handler. Remember from the first part of this course, we were talking about awareness and knowing
how to contact your organization’s incident handling capability? Situations like this are where the rubber meets
the road. If you don’t know there is a problem for six weeks, it may not be possible to collect all the logs needed
to do a complete investigation.

When collecting log files from multiple sources (firewalls, IDS systems, AV logs, etc.) it is important to keep
track of clock drift/skew. This is when one system is 5 minutes faster than another. Another piece of information
to keep track of is if the timestamps are in UTC/GMT time, or if they are local time (the time you would see if
you looked at an analog clock on the wall). If they are in local time, you need to know the time zone the logs were
written in, so you can adjust for things like daylight savings time.
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From: JohnDoe@hotmail.com
To: JohnSmith@myorganization.com
Subject: Affair

John, everybody in the office knows
you are having an affair with Mary.What
if your wife finds out?

&1 Handlers are not responsible for mending broken hearts, but they may have to deal with them. A common
situation is for a female employee to receive unwanted email. It is usually pretty easy to determine the source in
these cases. After all, the prospective suitor wants to be noticed and found. Once the data is in, this is an HR
thing, not a handler issue.

S Domestic disharmony is also usuaily prétty easy to run to ground. After all, the source will be someone close to
the victim. Take a look at this message. Who is on your short list for people that might have sent this? John
Smith's spouse and her close friends and relatives. If any of them work in the same organization, that could be a
clue. For some reason, Hotmail has been the most often used service for insider-sent problem email messages.

Sorry to harp on how the initial data is often misleading, but I worked a case in Colorado where malicious code
that damaged five computers was sent into the organization from an account with the name of a female
employee@hotmail. By the time 1 was alerted, they had restored all the operating systems on the computers,
which put the best evidence in doubt. They had also begun the inquisition of the female employce. We were able
to pull the mail, firewall, and DS records, but this facility had a tradition of people going to Hotmail during the
L] day, so we had about 20 leads. We actually were able to solve this case and get a conviction, but it was by pure
dumb fuck, not by something we were able to do. It was a 15-year-old kid who bragged about what he did.
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~Email Scenario 2: Phishing
From: security@bigbank.com

To: victim@yourlSPnet
Subject: Critical Changes to Your Online BigBank Account

Dear BigBank valued customer,
You can report phishing *
1o the bank (or other =
“organization that

“appeared to send the .

- email), the ISP and the .-

~ Anti-Phishing Worki

In order to service you better, we have made some changes to
the way you access your BigBank Online Account. From now on,
access will be managed by BigBank Online Management Center.

Please note that BigBank Online Management Center will be the
only way you can access your account.

Click on the following link to access your account:
www.bigbank.com/login.asp

This email represents a phishing attack. The perpetrators are trying to harvest account information from
unsuspecting users by setting up a website that poses as the actual banl's site, Then, with an email blast often
carried by worm-infected systems (see the previous slide), they trick usets into surfing to the attacker's site. You
should report phishing to the bark, the TSP, and www.antiphishing.org,

The links included in phishing emails are actually accessing the attacker's site but trick a user in any one of a
variety of ways, Often the attackers use an <A HREF> tag to display certain text on an HTML-enabled email
reader screen, with the link actually pointing somewhere else.

First, and perhaps most simply, the attacker could simply dupe the user by creating a link that displays the text
www.goodwebsite,org but really links to an evil site. To achieve this, the attacker could compose a link like the
following and embed it in an email or on a website:

<A HREF="http://www.evilwebsite.org">www.goodwebsite.org</A><p>

The browser screen will merely show a hot link labeled www.goodwebsite.org, When a user clicks it, however,
the user will be directed to www evilwebsite.org. Browser history files, proxy logs, and filters, however, will not
be tricked by this mechanism at all, because the full evil URL is still sent in the HTTP request, without any
obscurity. This technique is designed to fool human users. Of course, although this form of obfuscation can be
readily detected by viewing the source HTML, it will stili trick many victims and is commonly utilized in
phishing schemes,

More subtle methods of disguising URLs can be achieved by combining the above tactic with a different
encoding scheme for the evil website URL. The vast majority of browsers today support enceding URLS in a hex
representation of ASCII or in Unicode (a 16-bit character set designed to represent more characters),
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. » Suppose a manager calls and complains

- — Employee spending too much time on the web

— Access to sexually explicit material

i - Advise manager that all such calls should be directed to Human
Resources

« Only respond if HR requests such action
in writing!

Unauthorized use comes up from time to time. An incident handler may receive a call from a manager saying,

“I'm concerned about Bill Smith, his work appears to be off, can you:
A) Access his email?
B} Use the intrusion detection system to track his activities?
C) Copy his hard drive while he is away from his desk?
D) All of the above?”

Your answer, even in an organization with warning banners and no presumption of privacy, should be NO! If the
same call comes in from Human Resources, and you have written a policy for when your organization might do
any of the above, then ask them to confirm their request in writing. You may have to do these things because you
are an expertt in collecting and assessing evidence.

It is one thing to randomly monitor for certain strings, "SECRET,” "CONFIDENTIAL," even "Supermodels.” It is
o another thing entirely to use your skills to target an individual. Make sure that you are on firm, written, legal
e ground.
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 Corporate Access of Inappropriate Websites.

« Sexually explicit web access is a major problem for many
organizations

* Such material is considered inappropriate because
— It could be a factor in a sexual harassment case
- It could embarrass your organization

— These sites sometimes distribute spyware and other forms of malicious
code

« Our jobs as incident handlers involve helping our organizations
minimize damage from the misuse of computer systems

+ We sometimes are called to get involved with this type of situation

You know the story about the elephant on the table? There is an elephant on the dining room table, but no one will
talk about it. This metaphor illustrates a typical problem with a substance abuser in a family: everybody sees it,
but no one wants to talk about it.

Sexually explicit access is one of the biggest money vectors on the internet. Yet no one wants to talk about it, A
lot of your organization’s time is lost. Further, if countermeasures are not applied, your organization could be in
for a major lawsuit. That said, incident handlers are not responsible for the organization’s policy. Senior
management manages risk and, in the final analysis, this is simply one more risk management decision.

One thing you want to establish from a policy perspective is what to do if you happen to run into images that are
illegal, such as child pornography. Do you call law enforcement? Probably; there is a better than even chance that
they already know those images are in your facility. Speaking of possessing illegal materials, if your organization
has a public FTP server, be sure and check it closely from time to time for hidden directories. The best place to
store illegal files is on someone else's computer.
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« Tfsuch activity is suspected, the wisest choice is to implement

» This is not foolproof, but it works for flow reduction

» Also, it shows the organization's culture does not condone such
activity

proxy countermeasures to block access to such sites
— Forcepoint

— Symantec Blue Coat

— Numerous others

~ By stopping 90% of the problem, it allows handlers to focus on the
remaining 10% and other sensitive issues

Nothing beats NetNanny-style filtering software to keep your organization out of hot water. For one thing, you
just can't argue with a proxy about what is appropriate or not; it just does its thing and people seem to accept that.
Also, you really don't want a sexual harassment suit. It takes a lot of time and money to deal with, and your
organization will get a lot of negative press.

You should encourage your organization to filter out unwanted websites using a web filtering tool, such as
Forcepoint, Blue Coat, or others,
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This section covers the classifications of insider threats, how to identify potential insider threats, and how insider
threats can be prevented.
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» Simply stated, a threat from an entity with access to your data
— An employee: including contract and temporary employees
— Abusiness partner: someone that has legitimate access, but is not an
employee
» Such attackers usually have valid credentials and knowledge of the
environment and its business practices

What is an insider threat? Simply stated, it's a threat from an entity with access to your data. This class deals with
employee and business partner threats.

A well-intentioned employee makes mistakes that allow proprietary information to leak, or to allow access to
your proprietary data,

In the physical realm, this could be an employee holding the door into a sccure area for the person carrying lots of
books or papers. Or someone that states she simply forgot her badge.

In the cyber realm, this could be an employee at a help desk being socially engineered out of an ID/password
combination or a trusting soul that gives their ID/password combination to another.

The disgruntled employee could be someone who believes he may have been overlooked for a promotion, feels
he is better than others, and has a need to show it.

The unnoticed employee (ak.a. the secret thief) is probably the most serious threat you have to your
infrastructure. This could be someone operating for a competitor, gathering data for sale to the highest bidder, or
someone working for a foreign government,

One point I want to make is that when I use the term "employee," I include employees at all levels (even
executives can be suspect), as well as contract and temporary employees.
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Warning Banners and Insider

« Since insider threat activity can involve employees, make sure they
are aware of your monitoring

» Warning banner should advise the user that:
— Access to the system is limited to company-authorized activity
— Any attempt at or unauthorized access, use, or modification is prohibited
— The use of the system may be monitored and recorded

— If the monitoring reveals possible evidence of criminal
activity, the company can provide the records to law enforcement

« Have legal team review this banner, approving it in writing

» Be careful of local privacy laws, especially in Europe
— European Data Privacy Directives may impact that crucial line

Before any electronic detection of insider threats can begin, you must ensure that employees are aware of your
monitoring policy,

Should your monitoring uncover any illegal activity, it will be hard, if not impossible, to pursue any criminal ot
civil charges without proper warning screens on the front doors of your systems. It is important that your
company displays a warning message at each login point. This includes all points of remote access, be it VPN,
SSH, FTP, dial-up, or all internal sign-on locations. This includes all single-user and shared terminals. This
warning message should cover the following five points. It must advise the user that:

1) Access to the system is limited to company-authorized activity

2) Any attempted or unauthorized access, use, or modification is prohibited
3) Unauthorized users may face criminal or civil penalties

4} The use of the systemn may be monitored and recorded

5} Tf the monitoring reveals possible evidence of criminal activity, the company can provide the records to
law enforcement

Make sure your legal staff reviews and approves of this wording in writing, That way, they'll support you if a case
should ever be challenged. Also, be careful not to run afoul of the European Data Privacy Directives.
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« Gathering intelligence on system activity
—~ What websites and FTP sites are being visited?
- Hacking tools, encryption tools, steganography software, free web-based email sites
« Monitor message boards for posted financial or merger
information |

Gathering intelligence on your employees’ activities

» General searches on the internet are acceptable
- Casting a wide net is fine

— Targeting a particular employee should only be done with written HR
approval!

Now that you have warned your employees that they may be monitored, you can begin looking for threats.

The best way to identify insider activity is to gather intelligence through proactive scanning and monitoring. You
should always be alert for anomalies and keep copious records of those anomalies. These records assist you in
identifying a threat to the business,

Monitor message boards for posted financial or merger information.

Detection of anomalies can be accomplished by two means: intelligence gathering on your systems, and
intelligence gathering on your employees’ activities. Although no one wants to live in the world of Big Brother, it
is important the activity be logged for accountability, company protection, and possible legal action.
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» With written approval from HR, you can monitor an individual
suspect's activity:
— Identify equipment being used

— Identify the operating system used
— Identify the suspect's IP address
— Begin monitoring HTTP activity
— Monitor the IP address using IDS tools
— Monitor email
« Working with HR before an incident to establish roles,
responsibilities, and HR triggers is also very important

After getting explicit approval from HR, you can start monitoring a specific employee's actions. Make note of the
following items:

Equipment identification
A laptop that the suspect takes home or a desktop PC: Is a modem attached? How about a wireless access point?
Are there other wireless technologies, such as EVDQ, in use?

Operating system identification
This helps you identify the tools to use.

Identify IP address
If dynamic, set to a static [P so you can more easily track the system’s activities.

HTTP activity
Are the intranet and internet sites visited pertinent to the suspect's duties? Are web-based email services being
used?

IDS use
Monitor the traffic to/from the IP to identify inbound and outbound traffic,

Monitor email

Grab copies of email to and from the suspect. Be particularly careful to view mail offline so that you do not send
an auto reply to the message originator,
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» Monitor phone numbers called
» Confirm background check data
» Monitor work habits

» Perform an after-hours visit
— What is in/on the desk?
— ‘What equipment don't you know about?
— Photograph your findings

— Create a system image

« Review collected evidence
— Summarize your findings, what does it all add up to?

Monitor telephone calls made and received

Look for patterns in the numbers dialed. Avoid monitoring conversations unless approved by legal counsel.

Confirm background check data

Ensure a background check was performed. Review the data so you can better understand the suspect. If one was
not completed, consider a background check, but realize that a full check may take several weeks.

Monitor work habits

Is the suspect working late into the evening? Or working from remote locations more often?

After-hours visit

What is the suspect storing in his or her desk? Look for items that don’t belong. If possible create an image of the
suspect's system using industry-recognized software such as FTK Imager Lite.

Review the data

Review any evidence you collected using forensic tools such as EnCase, and The Sleuthkit. These tools will
examine allocated space as well as unallocated space, slack space, swap space, efc. Such an examination can help
determine if the suspect accessed data without authorization. The examination can also reveal what else the
suspect may have been doing, such as using hacking tools.

Summarize vour findings

Does it fook like there is an actual threat? Actual threats need to be eliminated and possibly prosecuted. Perceived
threats, someone exhibiting the trigger signs noted earlier, can be transferred and/or offered employee assistance.
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» Attack Trends
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* Step 2: Scanning
* Step 3: Exploitation

* Gaining Access

* Web App Attacks
» Denial of Service

* Step 4: Keeping Access
* Step 5: Covering Tracks
* Conclusions

Let's look at the legal issues surrounding incident handling and see how they impact the incident handler's job.
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 In most countries, computer crime falls into two categories

— Traditional crimes facilitated by a computer
— Crimes in which the computer is the target

» The Department of Justice has a portal for US cybercrime laws

Georgetown Law Library's International and Foreign Cyberspace
Law Research Guide is a great resource for international computer
crime laws

» Always incorporate your organization's legal department into any

incident or interaction with law enforcement

Generally speaking, in most countries, computer crimes fall into two arenas: crimes in which the computer was
used to facilitate traditional criminal activity (acting as a storage or analysis device for the criminal who might be
dealing in drugs, participating in organized crime, trading child pornography, or engaging in terrorist activities),
and crimes in which computers are the target of the attack (where criminals break into, steal informatien from, or
crash computers). Some criminal activity fits into both arenas at the same time.

Many people who take this class are from other countries, whose laws we cannot cover due to time constraints.
To address every country for each participant in this course, we’d take up an entire week just going over
cybercrime laws. Thus, if your country is not covered on the list we’ll address, and you have a significant interest
in the cybercrime laws of your country, feel free to contact your instructor offline during a break, asking about the
cybercrime situation in your country. Your instructor may have experience in that country or may be able to refer
you to someone who does.

Most US laws related to computer crimes can be accessed via htp://www justice.gov/criminal/cybercrime/

Georgetown Law Library's International and Foreign Cyberspace Law Research Guide is a great resource on
internationa] laws and treaties related to cybercrime. You can find the guide at
http://guides.ll.georgetown.edu/c.php?g=363530&p=4715068

Regardless of the country you are working in, always consult with a lawyer on sensitive or potentially sensitive
issues.
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Next, to close out the day, let's do a lab on incident response tabletops.
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« We completed the policy, procedure, and analytic fundamentals
— These are crucial underpinnings for successful incident handling

» Tomorrow we focus on the technical attacks and defenses

— Step-by-step

— Offense must inform defense

So, there you have it: the incident handling process. Keep in mind that policy and procedure are absolutely

essential in security, especially incident handling. Tomorrow we focus on how computer attackers undermine our
systems and how to detect them and defend at each stage of the attack.
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Handling
« Attack Trends

= Step 1: Reconnaissance
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» Web App Attacks
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* Step 4: Keeping Access
« Step 5: Covering Tracks
» Conclusions

Next we are introduced to VMware Workstation and Player, which are virtual machine products from VMware.
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» VMware is a virtual
machine environment

— Emulates various PC
hardware components in
software

« Single-host operating
system

— One or more guest
operating systems

Process

VMware is simply an emulator for a PC, all created in software. You install the VMware program on top of
another operating system, known as the host operating system, such as Windows or Linux. Then you can boot up
virtual computers within VMware, each of which is referred to as a guest operating system or a virtual machine.
Each guest has its own memory allocation, virtualized network adapters, hard drive(s), and other hardware
components. The different guests and the host appear to be truly independent operating systems, all running on
the same hardware.

In my own incident handling and malware analysis activities, I rely extensively on VMware. I use it to practice
hacking between virtual systems, perform forensics analysis of compromised machines, and safely test malware
specimens. In fact, I don't know how I could do my job today without VMware or another similar virtual PC

product.
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» Virtual machines are inherently useful for
— Incident response
— Malware analysis
— Digital forensics
— FEthical hacking
—  Practice hacking

» This class uses VMware Workstation, VMware Player, or VMware
Fusion

— Qther virtual machine platforms aren’t officially supported, but you are
free to try them

o You can use VMware for so many different applications, including incident response, malware analysis, digital
. forensics, ethical hacking, and even practice hacking. VMware can be applied to many in-depth information
[T security tasks.
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« VMware machines consist of files in the host operating system,
typically grouped into a single directory for each virtual machine
— .vmx = Virtual machine's configuration
— nvram = Stores the state of the virtual machine’s BIOS

— .vmdk = Stores the virtual disk file, the hard drive image(s) of the virtual
machine

— .vmss = Suspended state file, for a paused virtual machine

.vmsn = Snapshot file, used for taking a snapshot of the system state for
restoring it later

So, what is a virtual machine inside of the VMware application? It consists of a directory with a bunch of files
holding information about that guest operating system installation, The virtual files making up a VMware guest
include files with these suffixes:

vmx = Holds the virtual machine's configuration, including hardware and network settings.

nvram = Stores the state of the virtual machine’s BIOS, including the BIOS boot program, clock settings,
and so on.

.vmdk = Stores the virtual disk file, that is, the hard drive image(s) of the virtual machine. A single
virtual machine may have multiple virtual drives, so there could be more than one .vindk file.

.vmss = Holds the suspended state file for a paused virtual machine. This suspended state includes a copy
of RAM and the current console screen view.

.vmsn = Stores a snapshot file, used for, well, taking a snapshot of the system state for restoring it later.
This snapshot feature is immensely useful, especially when analyzing malware. Before I run malware
that could be destructive, I take a snapshot. Then, if the malware hoses the machine entirely, I can roll
back to the most recent snapshot, restoring the system easily without having to rebuild!

You can back up the entire contents of a virtual machine, RAM, hard drive, and all, by simply creating a directory
with a copy of all of these files. You can even zip it up for safekeeping.
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For VMware Player, invoke guest machine by simply opening it
— When you close the Player, it suspends the guest

— When you open that guest again, it resumes where you left off

For VMware Workstation, using the VCR-like controls, you can
— Stop a virtual machine ;

—~ Suspend (pause) a virtual machine

— Boot or resume a virtual machine
— Reset a virtual machine (reboot)

i Faverites SANSHI Linua/ 0848

i PphCrack . .
f i & wndows e Professond Z:::t os: :Zpglﬁm
Take a snapshot ora virtual S SRR e gueation Ble: EADacuments and Setingtckede\Des
£

machine
— Revert to a snapshot

VMware Workstation includes VCR-like controls for running guest machines. VMware Player does not. With the
Player, you can simply invoke a virtual machine by opening it. When you close the Player, it essentially suspends
the guest machine. Upon reopening, the guest will be activated in the state where you last left off.

In VMware Workstation, each virtual machine can be easily controlled from within VMware using the VCR-like
controls. You remember VCRS, right? Youl can stop a virtual machine by hitting the red Stop button. Hitting Stop,
however, without gracefully shutting down the system is the equivalent of pulling the power cord on a physical
system. Be careful! Your drive could get out of synch, and other problems could occur if you just hit Stop.
Instead, you might want to suspend the virtual machine using the Pause button, which is akin to hibernating it.
That operation is quite safe.

Also, you can boot a virtual machine by hitting the green Play button.

You can even reboot a virtual machine by hitting the red and green arrow button. Again, this is like applying a
hardware reset on a real system, so be careful.

Finally, you can snapshot the virtual system or revert it to a previous shapshot using the Snapshot and Revert
buttons.
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 Controling ScreenVie

* VMware Workstation supports three different screen view modes
— Navigation Bar Mode: Shows favorite virtual machines
— Full-Screen Mode: Virtual machine takes up entire screen
— Quick Switch Mode: Provides tabs to switch between machines
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VMware Playet does not offer many options for screen views. The guest is a window on top of the host operating
systemn. When running VMware Workstation, the guest can interact with its user on the desktop using three
different views:

* Navigation Bar Mode: Shows your favorite virfual machines defined on the system. These are
essentially shortcuts to the guests that you use the most. This view is the easiest for jumping between
different virtual systems running simultaneously.

*  Full-Sereen Mode: In this mode, the virtual machine takes up the entire screen. This mode makes it look
like (from a user interface perspective) the virtual machine is the only thing running on the box. It hides
the host operating system from the GUI entirely.

*  Quick Switch Mode: Provides tabs to switch between machines at the top of the screen while hiding the
host operating system GUI. It's like a blend of the other two modes.

Always remember that you can hit CTRL+ALT to jump out of virtual machines back into the host, regardless of
the screen mode you are using. On a Mac press Cotnmand (8)+CTRL

Also, to send a virtual machine a CTRL+ALT+DEL, you need to go to the VMware window and select VM |
Send Ctrl+Alt+Del.
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— VM | Manage | Virtual Machine
7 Settings

L — CD/USB

— Network adapter

In VMware Workstation or
Player
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G In VMware Workstation or Player, to adjust any of the virtual hardware settings of a guest operating system, go to

VM | Manage. There, you can adjust the amount of memory devoted to your virtual system. Also, you can mount
a physical CD-ROM, or even an ISO image of a CD from your file system, That's particularly helpful.

One of the most important settings in these configuration options is associated with the network adapter: your
Ethernet configuration.
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» Virtual machines can use one of three network options:
— Host-only network: Nothing other than the host OS can get to
the virtual machine across the network
— Bridged network: The host and virtual machines behave as

though they are sitting next to each other on a switch
» Introduces virtual machine MAC addresses on the LAN
« Puts host network interface in promiscuous mode (to capture traffic destined for
the virtual machines)

— NAT: The host acts as a NAT device, which the virtual machines sit
behind

Virtual machines can use one of three network options, as follows:

= Host-only network: With this option, nothing other than the host OS can communicate with the virtual
machine.

* Bridged network: With this configuration, the host and virtual machines behave as though they are
sitting next to each other on a switch, This introduces the virtual machine MAC address on the LAN.
Also, it puts the host network interface in promiscuous mode (to capture traffic destined for the virtual
machines, the host will have to grab packets destined for MAC addresses that don't match the hardware
address). Keep this in mind! I've had many students freak out when their network interface is in
promiscuous mode, thinking an attacker installed a sniffer. However, in reality, these students put their
interface into promiscuous mode themselves by selecting bridged networking, It's not really a security
risk. Also, whenever I'm hacking from a virtual machine across a real network, I always use this mode. I
don't want any network address translation to get in the way of my packet generation tools.

* NAT: In this mode, the host acts as a NAT device, which the virtual machines sit behind. All packets get
their source IP translated so they appear to have come from the host instead of the guest operating system.
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Make sure
Connect at power on
has a checkbox

state is checked

- o Use bridged mode for labs that require direct network access
| o Inthe VM settings, select Network Adapter on the Hardware tab
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] In the SEC504 and SEC560 classes, some of the labs will require your virtual machines to have direct access to a
physical network.

L To make this happen go to the Virtual Machine Settings (press CTRLAD) and select the Hardware | Network
e Adapter. Under Device status make sure the Connect at power on box is checked. If the virtual machine is
currently running, also make sure the Connected box is checked.

Under Network connection make sure the Bridged radio button is selected and the Replicate physical network
connection state box is checked.
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» VMware is very powerful!
« Be careful with those network settings!
» Enjoy!

That's VMware. Tt will serve you well in this class, and T hope you find it useful on the job.

That concludes this introduction to VMware. You can either leave now or stay for the Intro to Linux mini-
workshop.
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Linux is powerful but is also complex

Still, even with little exposure to Linux, you can fully participate in
the hacker tools workshop

This course segment is designed to get you up to speed with Linux
After this, you won't be an expert, but you'll be ready to go for the
workshop

— Qur focus here is on practicality, not theory

To fully participate in this class, you need a basic working knowledge of Linux. We're not expecting you to be an
expert by any means. Everything you need to know about Linux for the workshop will be covered in this

introductory workshop.

We will not be covering Linux installation, You should have done that before coming to the session, as described
in the class requirements.
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 Bash is the default shell on many Linux distros

» Command history, accessible via up and down arrows
— Use left and right arrows to position cursor to edit command

» Tab completion for directory and file names
— Tab once to expand to unique
— Tab twice to show non-unique matches

« CTRL+R to search command history

« CTRL+Lto clear screen

» CTRL+C to abandon current command

» Home key to go to start of command line, End key to go to end

Throughout this session, we use bash as a command shell, one of the most common command shells in Limx
distributions today. This shell includes many ease-of-use features that make interacting with Linux simpler. You
should memorize each of these items, as they will save you much time and effort, making Litux a lot friendlier
for you.

Bash, like many other shells, remembers your shell history, letting you access it by pressing the up and down
arrows to access and edit recent commands, which you can rerun by simply pressing Enter.

After you choose a previous command, you can press the left and right arrow keys to position your cursor to edit
the command.

Also, bash supports tab auto-complete for the names of directories and files. When accessing something in the file
system, just press Tab for the shell to expand it to a unique name that matches what you've typed so far. If there
are multiple items that match what you've typed (that is, there is nothing unique yet), you can press Tab again to
show the names of all files or directories in your current working directory that match what you've typed so far.
That is, Tab expands to a unique value, and Tab-Tab shows all items that match what you've typed so far if
nothing is unique.

You can also search your history in bash by pressing CTRL+R at the start of a command line. Then start typing
characters, and bash jumps back to the most recent command that has the characters you typed in that order. You
can then press Enter to rerun that command or the left or right arrow keys to edit the command.

The CTRL+L option clears the screen, or you can simply type clear. The CTRL+C command lets you abandon
the current command and get back to the command prompt. There is no need to delete the current command by
holding down the backspace or Delete keys. Just press CTRL+C to get rid of the current command.

The Home key included on some keyboards lets you jump to the beginning of a command line, whereas the End

key lets you jump to the end. These options can help you jump around in long commands to make altering them
easier.
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» Account Stuff (logging in, useradd, passwd, su, whoami, terminal
control)

» File System Stuff (structure, cd, pwd, ls, abs and rel referencing,
mount, eject, mkdir, cp, find, locate, gedit, cat, less)

+ Running Programs (PATH, which, ./, ps, jobs)

» Network Stuff (ifcfg-etho, restarting interfaces, ifconfig, ping,
netstat)

» Building Tools (tar, configure, make)

» Other Odds and Ends (grep, man, info, shutdown)

Y Here's an outline describing the topics we'll cover. We'll start with Account Stuff.
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In as Root versus Non-Root (useradd)

« For almost all activities, you should log in as a non-root user
~ A # prompt means you are root
— A $ or other prompt means you aren't

« User's home directory is where that user is placed after logging in
— Also stores that user's files

- The -'ﬁser_add @om;‘h@f}d: E
. adds a user, but does not set.

their password or create their -

. ~-home directory (for that use .
root@slingshot:~# useradd -d home-dir login 5 ; :

Go ahead and create a non-root account on your system.

Keep an eye on your prompt. If it's a $, you just aren't root. If it's a #, you are root.

As root, type the following:

# useradd —-d /home/fred fred

The login account "fred" will be created, with a home directory of /home/fred. The system will automatically
assign a non-root userlD to the account. The userID is just a number associated with this account for the purposes
of assigning permissions. The home directory is where config files and other personal files for this account are
stored.

By default the useradd command does not create the user's home directory, nor set their password and other
information. However the adduser command will.
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» Use the passwd command to change passwords

sec504@slingshot :~3 passwd
‘Changing password for sec504.-
{current) UNIX password:
Enter'new UNIX password:
' " Retype new UNIX password
' passwd password updated buccessfully

root@élingshot :~% passwd login

L Currently, the fred account we created cannot be used because we haven't yet set a password. (The password isn't
blank; the account is just disabled until we enter a password.) We need to set a password for the new fred account

by typing:

# passwd fred

[tvpe account password here]
[retype account password to verify]

If fred wanted to change his own password, fred would type (from the fred account):

5 passwd
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« Only use root access when you truly need it
— For most of the tools used in this class, you'll need root privs
— Ifyou do need root, use the sudo command

« To determine who you are currently logged in as, use whoami
» For more details, use the id command

o U S d R i d ¥ whoami
- Using sudo means you only need.. . roos
© to remember your own password . 4 id

uid=0{root) gid=0(root) groups=0(root)

secb04@slingshot:~$% sudo su - - . o |

[sudo] password for sec504: e e R R R
n ] ants cannot ssh'i

root@slingshot:~% ur > .cannot.ssh

~directly. Ssh in as a regular user and use sis

If you are logged in already, you run commands with the privileges of another account via the sudo command.

To get a root prompt, you could run:
$ sudo su —

Then you can type in your account's password, and if it has sudo rights to run a shell as root, you'll get a root
prompt on your system.
The whoami command shows who you are currently logged in as.

Type the following:
# whoami

Given the # prompt at the beginning of this command, you will likely see root on the output. Try:
# su fred

{Notice that the prompt changed!)
$ whoami

Here, you should see that you are now fred. You can exit your most recent su by running:
$ exit

(The exit means that we are leaving the user fred and returning to root.)
# whoami

Now you should be root again (note the # prompt),

For even more details about your current user id and privileges, use the id command;
# id
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» Account Stuff (logging in, useradd, passwd, su, whoami, terminal
control)

File System Stuff (structure, ¢d, pwd, Is, abs and rel referencing,
| mount, eject, mkdir, cp, find, locate, gedit, cat, less)

« Running Programs (PATH, which, ./, ps, jobs)

« Network Stuff (ifcfg-etho, restarting interfaces, ifconfig, ping,
netstat)

s Building Tools (tar, configure, make)
« Other Odds and Ends (grep, man, info, shutdown)

Here's our pesky outline again. Let's cover File System Stuff next. This is the longest section simply because so
much of Linux is oriented around its file system,
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 Linux File System Structure

 The top of the file system is called /
« Abunch of things are under slash

» Here is a representative sample of what’s under /
— Varies for different versions of Linux

root bin shin® dev et¢ home lib mnt  proc tmp usr var opt

AN

passwd  shadow bin * man ‘shin log

* Executable programs are stored in /bin and /sbin.

* /root is the root login account's home directory. This is hugely important because if you log in directly as
root, this will be your initiaf location in the directory structure. If you log in as an individual user other
than root, you'll be put in that user’s directory, typically somewhere inside of /home.

+ /dev stores devices (drives, terminals, etc.).

* /etc holds configuration items, like the account information (stored in /ete/passwd) and hashed passwords
(stored in /etc/shadow).

* /home contains the user's home directories.

+ /lib contains common libraries.

* /mnt is where various remote and temporary file systems (CD-ROMs, floppies, etc.) are attached.
= /proc is a virtual file system used to store kernel info.

* /tmp is for temporary data and is usually cleared at reboot,

* /usr holds user programs and other data.

* /var holds many different items, including logs (/var/log/).

*+ /opt stores optional items and is often a location for specialized tools that have been added to a
distribution.
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“gec5048s1ingshot

_ sec504@slingshot:
sec504@slingshot

/

sec504Rslingshot:
sec504@slingshot:

/home/se'cSU.él__ :

r~%-od /tmp-
| 86c504@51ingshot:

:/S8 pwd

/tapé pwd

./'tmp$ ed .7

If you are following along, let's change to the tmp directory:

5 ed /tmp
$ pwd

What do you see?

S ed ..
§ pwd

What do you see?

$ ed ~
s pwd

What do you see?

b ,(:'
¢
/!
Pl
{ ,’Jw"
;
Ve
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sec504@slingshot:/etcs 1s Use s wdir to l'SE the

acpi host.conf pm . contents of adtrectory

adduser.conf hostname pnm2ppa.conf “1s by _|tself.shows.wha_t ES_ g
| - in the current directory -

sec504@slingshot: /etes$ 1ls -al
total 1448

,:'drwxr xr x 165 root root 12288 Jun 8 2018

drwxr-xc-x 24 root root 4096 Jul 19 2018 haFSKWtV“‘h g

. drwxr-xr-x - 3 root root 4096 May 29 2017 acpi
“to-rw-r--r--, 1 roet root® 3028 Feb 15 2017 adduser.conf

If you are following along, type;

5 ed /etc
$ 1s

What do you see?

$ 1s -al

You now are looking at details associated with your /etc directory. System configuration information is stored
here.
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« You can refer to files with their full path in the file system
(absolute referencing; everything starts with "/")

sec504@sllngshot ~$ ‘od /etC/lnlt
se0504@sllngshot /etc/rn1t$ pwd
/etc/lnlt : : o

« QOryou can refer to frles relatlve to your current workmg dlrectory
(everything starts assuming where you are currently located)

sec504@slingshot:~$ ed /etc

sec504@slingshot:/ete$ ad init
sec504@sllngshot /etc/1n1t$ pwd
/etc/rnlt

For any file, you can refer to it using the refative reference {based con your current working directory), or the
absolute reference.

Try the following, using absolute referencing for the directory:

S od /etc/init
S pwd

Or you can do it in two steps, using relative references:
cd /ete

pwd
ed init €& Note that we dropped the leading /

Wy A 4 4

pwd

What do you see?
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« To create a new directory, use the mkdir command
« Make a temporary directory

. -Change to -/tmp."
sec504@slingshot:~$ od /tmp . 2. Print working directory ..
sec504@slingshot:/tmp$ pwd 3. .-Make a directory called test
- /tmp -4, . List detailed contents’
sechC4@siingshot:/tmp$ mkdir teat ' current directary .-
secb04@slingshot: /tmp$ 1s —-al ' R
total €0 .
drwxrwxrwt 15 root root 4086 Mar 31 06:09 .

drwxr-xr-x 24 root root 4096 Jul 19 2018 : .
—rWm e ———— 1 secb04 sechid 0 Mar 31 05:08 config-err-jdxlul =
drwxrwxr-x 2 sech04 secb04 4096 Mar 31 06:09 test '

To create a directory, use the mkdir command. Let's create a test directory in our /tmp directory.

$ ed /tmp

$ pwd

5 mkdir test
$ 1s —al

What do you see?
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. _s-eé504@slingshot:~$ locate whoami

Jopt/lair-vl.0.5/npm-whoami.l

/opt/lair-v1.0.5/npm-whoami .nd -
“/opt/lair-v1.0.5/whoami.js -~
/usr/bin/whoani o

» The find command exhaustively looks for stuff

sec504 @slingshot:~$ “Find / -name whoami
/usr/bin/whoami

The locate command is an efficient way to determine where files are located on the system. It consults a local
database installed and updated by the system administrator for files that are frequently sought. It runs quickly and
doesn’t consume a lot of resources. However, it cannot locate items that are not loaded into its database.

To try locate, type:

5 locate whoami

If your system complains that there isn’t a locate database or that it's out of date, you can manually update the
database by typing the command:

# updatedb

To do a comprehensive search of the directory, you can use the find command. This command consumes a lot of
resources. Several finds running simultaneously will slow a Linux system to a crawl. Still, find is the best way to
find something if locate doesn’t work.

Let's try to find a file on the file system. Type the following:
¢ find / -name whoami

What do you see?
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« There are several editors included in most Linux variants:
vl, gnu-emacs, pico, meedit, gedit
» For new users, gedit is easy to learn (and powerful!)

sechb04@slingshot:/tnps$ ed ~
sec504@slingshot:~§ gedit test file

“file fora text edi

...:::_:_ Sfmllarnotepad s

Open v (| “test-fle

Using gedit {s easy and fun!

You may need to edit a file at some point. You can use any editor you are comfortable with. If you are new to

Linux, you should consider using gedit, one of the easiest editing tools commonly installed in Linux. If you have a
GUIL you can use gedit.

Let's create and edit a file:

$ ed ~ (change to the home directory)
$ gedit test file (let's edit and create a file named "“test_file")

Now, edit your file. Type in a bunch of junk. Use the function keys to save it.

[ told you gedit was easy!
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 sec504@slingshot:~$ cat ~/test file

" sech04@slingshot:~§ ecat /etc/passwd
"bin:x:2:2:bin:/bin: /usr/sbln/nologln :

.secb04@slingshot:~3 head '/etc/p'a'.'sswd':' .

Using gedit is easy and fun!

daemon:x:l:l:daemon: /usr/sbin: /usr/sblnno_ogln
sysi1x:3:3:sys:/dev:/usr/sbin/nologin.

root:x:0:0:roet: /root:/bin/bash

bin:x:2:2:bin:/bin: /usr/sbin/nologln :
sech04@slingshot:~$ tail -n 27 /etc/passwd ]
fred:x:3003:1004:: /home/fred: :
mlke.x.1004.1005../home/mlke /bln/bash

So, you just edited a file. How can you see its contents? You can use the cat command:

$ cat ~/test file

Also, you can look at other files:

5 cat /etc/passwd

This shows the contents of the password file! (Note that on most Linux installations, the passwords are stored in
another file, /ete/shadow). Typically, in most modern UNTX installations, /etc/passwd just contains account
information.

Alternatively, we can view portions of files using the head or tail commands. The head command shows the first
10 lines of a file by default, By specifying head -n [n] [filename], we can view just the first n lines. Similarly, the
tail command shows the last 10 lines of a file by default, or we can use the -n [n] syntax to view a different
nureber of trailing lines. Consider the following commands:

$ head /etc/passwd

$ head -n 1 /etc/passwd

5 tail -n 2 /etc/passwd
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Viewing Output (less)

« Useless filename toview files that are larger than one screen

— Use up and down arrow keys to scroll through a file
— Can also pipe the output of commands to less

secb04@slingshot:~$ less test file 48 _To_quit ]_é__s —
Using gedit is easy and fun! T ress:-i_q
test file (END)
secb04@slingshot:~$ ls /dev

agpgart loopl snapshot tty33 tty7 ttysS8s

autofs loop?2 snd ©otty34  ttyB  tty59

block loop3 sr0 tty35 tty9 uhid

sec504@slingshoti~$ 1s /dev | less I _ _ _
agpgart e L T e L
autofs ~Use the { operator 1o feed the .

“output of a command into less.

In addition to cat, there are other commands you can use to look at files. The less command is one of the best to
use. Try typing:

3 less test file

You should see the contents of the file.

In addition to looking at files, the less command can also be used to help look at lengthy output from a command,
Try typing:

$ 1s /dev

This shows you all the devices {virtual and otherwise} on your system. It's a long, unwieldy list. The less tool lets
you interact with this output in a better way.

Type:
5 1lg /dev | less

By piping the output of Is through less, you can now use the cursor keys to scroll up and down through the output.
The space key jumps forward one page. Use the g key to quit. The pipe takes the output of one program and feeds
it into the standard input of another program.
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- Account Stuff (logging in, useradd, passwd, su, whoami, terminal
conirol)

« File System Stuff (structure, ¢d, pwd, Is, abs and rel referencing,
mount, eject, mkdir, cp, find, locate, gedit, cat, less)

» Running Programs (PATH, which, ./, ps, jobs)

» Network Stuff (ifcfg-etho, restarting interfaces, ifconfig, ping,
netstat)

» Building Tools (tar, configure, make)
» Other Odds and Ends (grep, man, info, shutdown)

You guessed it . . . another outline slide. We will now discuss running programs, This section is important (not
that the other ones aren't important). People frequently mess up on this stuff and get confused because Linux
worls differently from Windows in running programs,
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» When you run a program, tries to find the program in the list of
directories called your path
— Accessible as the SPATH environment variable

« To see which directory a program runs from, use which program

sec504@slingshot:~$ echo $PATH'

/home/sec504/bin: /héme/sec504/ . local /bin: /usr/local/
" sbin:/usr/local/bin: /usr/sbin: fusr/bin:/sbin:/bin:/u 3 _ )
sr/games: /usr/local/games:/snap/bin: /opt/JohnTheRiPD R X lxare Rk

er/run:/opt/metasploit-4.11:/opt/course www/vsagent—- ¥ PATH _-a:*é_éépér'
504: /home/sec504/go/bin ' ' AR b)'/'cb'lo_'ns_"
gechb04@slingshot:~$ which 1ls e e
/bin/ls

When you type a command at the prompt, the system looks in your PATH to find the right program to run.

Look at your path by typing: T P Wpe oty
$ echo $PATH

The echo command means "type the following." The $ before path means, "What follows isn't a string of
characters; it's a variable." The variable we want to type is our PATH.

The result is a list of directories where the system searches for programs based on what we type at the command
line. These directories are separated by a ":". If you type a program name at a command prompt, and the program
isn't in your PATH, the system will tell you that it cannot find the program. You have to either refer to it
absolutely or relatively or add its directory to your PATIH.

If you want to see where in your PATH a command has been found, you can use the which command. Try typing:
S which l1s

That's where your 1s program really is!
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_ Cmd line::

it

» Note that the current directory is not in your path!
— This is good because you cannot be tricked into running a trojan horse
~ Think what would happen if I created a backdoor named ls

sec504@sllnqshot ~$ cp /bin/nc ~/superev1lbackdoor
se0504@sllngshot ~$ superev1lbackdoor
superev11backdoor ‘command not found-
sec504@511ngshot ~5 /superev1lbackdoor

Cmd line: ~C : [
sec504@sllngshot ~$ /home/secSO4/superev1lbackdoor

This is an important point that confuses people because UNIX functions differently from Windows on this
issue.

For security reasons, your current working directory (the one shown by pwd), also referred to as ".", is not in your
PATH. That's & good thing! If "." were in your path, an evil attacker could name an evil trojan horse program Is
and put it in your home directory. When you ran Is to look at your home directory's contents, you'd run the evil
trojan horse! For this reason, "." isn't in the path by default and shouldn't be put in your path.

This also means that if you change directories to a place in which a program file is located, you cannot just type
the program's name to run it. Instead, to run the program, you have to type . /programto run it.

If the system ever complains that it cannot find a file but you can see the file in the current working directory
using Is, you likely just need to start the program by typing:

5 . /program

On Windows machines, the current working directory is in your path. Therefore, if you change to a directory with
an executable and type the executable’s name on Windows, the program runs. Yes, it's convenient . . . However,
it’s a security hole!
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« Updating your path changes the directories searched through for
executables o

seci04@slingshot :~$ PATH=SPATH: /home/sec504
sec504@slingshot:~$ superevilbackdoor.
Cmd line:

secb04@slingshot:~3 gedit ~/.bash history g

Although we DO NOT recommend it, you could add a directory to your PATH temporarily. Type the following:

S aecho $PATH

Look at your path. To change your path temporarily, you could type (NOT RECOMMENDED):
§ PATH=SPATH:/another directory

Now type:

$ echo SPATH

Your path will now include the additional directory at its end.

This change applies only to this terminal and any processes started from this terminal. When you log out, this
change goes away, and your path has its criginal settings.

To permanently change your path, you must edit the ~/ .bash_profile file. I advise you to avoid editing this
file if you are new to Linux. The default path setting is good for most purposes.
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» To see running processes use ps

. sec504@slingshot:~$ ps aux | less

root .

‘RS TTY

— (sort of like the Windows Task Manager)

- STAT.

| USER = PID %CPU $MEM ~ VSZ _ START 71
root 10,0 0.4 189480 10016 -7 Ss 06:46° - 0:02 /sbin/init -
root '2-.0.0°0.0 L0 Qg2 8 . 06:46  0:00 [kthreadd] -
S

T 06:46

TIME COMMAND

3 000000 0 . 0:00 [ksoftirgd/0]

Sometimes you need to see what processes are running. The ps command shows you a bunch of info about all
running processes, Try typing:

5 ps aux

50 You get an exhaustive (and exhausting) list of all running processes.
Let's use our little "less" trick to make this cutput more readable:
5 ps aux |} less

Now you can scroll up or down and get a better feeling for what's running on your system.

Unlike Task Manager on Windows, the ps command does nof update continuously. However the top command
does.
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» At asingle command prompt, you can run and control multiple
programs simultaneously

SeC504@SllngShOt ~$ find / -name ls

/bin/ls

e

sec504@sllngshot ~5 find / -name ls _
/bin/ls : L R
Ay " Th _bg command aEIows
[11+ Stopped paused program to conti

secH048slingshot:~$ by
[1]1+ find / -name ls & : Lo -
sech04@slingshot:~8& /usr/llb/kllbc/bln/ls
[Li+ Exit 1 find / -name 1ls

You can temporarily pause programs with CTRL+Z and get your command prompt back. This is quite useful,
because you can run more programs if you want.

Also, you can restart the paused program running in the background with the bg command. The fg command
starts it running in the foreground, as you might expect.

Let's try it. Type:

$ find / -name ls

Before it finishes running, press CTRL+Z.

Now restart the program in the background by typing:

5 bg
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sec504@slingshot:~$ nc -nlp.2600 &

[1] 2848 _ o _
gec504@slingshoti~3 ne -nlp 4444 & .
C[2] 2849 : 1 : -

-5048s1ingshot 1~ § jobs ST S T
]- 2848 Running - .. no -nlp 2600 &
[2]+ 2849 Running né--nlp 4444 &
sec504@slingshot:~§ £g 1. : o -

nc -nlp 2600 -

The § obs command gives you a list of all programs you have kicked off that are running in the background. The
fg command can also be used to restart a specific paused prograrmn in the foreground by giving the job number

after the fg command.

If the find command from the previous slide has finished, type the same command again, but this time run it in the
background using the & after the command invocation. '

$ nc =nlp 4444 &

As it runs in the background, type the Jobs command:

5 jobs

Look at the job running. You can move it to the foreground by typing:

S fg 1
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» Account Stuff (logging in, useradd, passwd, su, whoami, terminal
control)

» File System Stuff (structure, cd, pwd, ls, abs and rel referencing,
mount, eject, mkdir, cp, find, locate, gedit, cat, less)
« Running Programs (PATH, which, ./, ps, jobs)

B Network Stuff (ifcfg-etho, restarting interfaces, ifconfig, ping,
netstat)

» Building Tools (tar, configure, make)
« Other Odds and Ends (grep, man, info, shutdown)

Anather outline slide. Gee, these outlines are fun.

Now we will cover getting and staying networked in Linux.
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« Network configuration is in the file /etc/network/interfaces

— It's text, so use your favorite editor, such as gedit
— (an set interfaces to static or DHCP, specific IP addresses, netmasks, etc.

« To apply changes, restart networking services

sech04@slingshot:+§ sudo su =

[sudo]| password for secb04: -
root@sllngshot ~4% gedlt /etc/network/lnterfaces' p
*% (gedit:2933): WARNING **: Set document metadata
failed: Setting attribute. metadata gedlt position
nét supported :
root@slingshot:~# service networklng restart-
root@siingshot:~#

To set your network interface options in Linux, you can edit the /etc/network/interfaces file. By
putting in the appropriate information, you can configure your interface for static addresses or dhep.

If you change the interfaces file, your changes will not be applied to the interface immediately. Instead, you need
to restart your interface. Type (as root):

# service networking restart
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secb04@slingshot:~5 ifconfig :
ethO Link encap:Ethernet HWgddr 0G0-.0-.20-23-04:5¢e
o inet addr:10.10.75.1 Mask:255.255.0.0
1o Link encap:local LoopjfH
inet addr:127.0.0.1 Ja
sec504@slingshot:~% ip a @ !
1: lo: <LOOPBACK,UP,LOWER UP> M¥queue state UNKN...
link/loopback CG0:00:00:00:00:00 brd 00:00:00:00:00:00
inet 127.0.0.1/8 scope host lo
2: eth0: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gdisc pfifo ...
link/ether 00:0¢:29:23:04:5%e brd ff:ff:ff:ff:ff: £f
inet 10.10.75.1/16 brd 10.10.255.255 scope global eth(

Let's see if our interface changes were applied to the system. To look at your interface configuration, type:

# ifconfig

You see your IP address, netmask, MAC address, and various other nifty items. If you have one ethernet card,
you see two interfaces, the local loopback interface with the address 127 . 0. 0. 1 and your ethernet interface,
called etho.

Instead of using ifconfig, you can also use the ip command with the a (for address) option on most modern
Linux systems,

# ip a
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« Ping sends ICMP Echo Req_uest messages to another host
o — Prints out whether it gets a response
— You can use it to verify that you are properly networked

sec504@sllngshot ~$ ping 127:0.0. 1

PING 127.0.0.1. (127.0.0.1) 56(84) bytes of data.
64 bytes from 127.0. O'l icmp_seg=l ttl=64 time=0. 098 ms
64 bytes from 127.0.0.1: lcmp_seq*Z ttl=64 time=0.071 ms
AC c
-~ 127. 0 0.1 plng statistics —--
2 packets. transmitted, 2 recelved 0% packet loss, tlme 1001ms
rtt mln/avg/max/mdev = 0.071/0, 084/0 098/0.016 ms -

To verify that you are properly networked, you can ping another machine, The ping command is similar, but not
identical, to the Windows ping program. One of the biggest differences is that a Linux ping keeps sending pings
[y until you press CTRLAC to stop it. By default, the Windows ping sends out four ICMP Echo Request packets and

then stops. Linux just keeps going until you stop it.
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« To show information about network usage use netstat

— It can show routing tables, current connectlons and listening ports
— Canalsouse l1sof -i or ss o

Ty

rootéslingshot:~% netstat -nap
Active Internet connections (servers and estaklished)
Proto Recv-0 Send-{ Local Address Foreign Address State PID/Program name

tcp 0 0 127.0.0.1:3306 0.0.0.0:% LISTEN 1004 /mysqglid
top G . 0 0.0.0.0:80 0.0.0.0: : LISTEN 1013/nginx -g...
tep 0 0 0.0,0.0:22 6.0.0.0: | LISTEN 990/sshd

Now look at what's using your various TCP and UDP ports. Type:

$ netstat -nap

There's a lot of stuff there. It can be a bit difficult to read as it scrolls by, so try this:

5 netstat —nap | less

You can scroll up and down through the output. We'll discuss how to do better searches through this later.

Note that various TCP and UDP ports are shown as LISTEN, These are waiting for a connection, Others may
indicate that they are ESTABLISHED. These have existing connections.

You can also use the command 1s0f -1 or the ss command from the iproute2 suite of tools.

S
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. Account Stuff (logging in, useradd, passwd, su, whoami, terminal
control)

» File System Stuff (structure, cd, pwd, Is, abs and rel referencing,
mount, eject, mkdir, ¢p, find, locate, gedit, cat, less)

 Running Programs (PATH, which, ./, ps, jobs)

« Network Stuff (ifcfg-etho, restarting interfaces, ifconfig, ping,
netstat)

Building Tools (tar, configure, make)

+ Other Odds and Ends (grep, man, info, shutdown)

1 You know that to use Linux in the workshop, you have to run tools. To run them, in many cases you need to build
and install them. As you see from the outline slide, we'll cover building and installing tools next.

Some programs are installed by using tar files. Others are RPMs. Still others use "configure” and "make." How do
you know which tools use which format? Most of the tools include a README file. Look at the README file
(using cat, less, or gedit) for instructions on installing the tool. The course notes for the main class also include
directions for compiling and installing.

By the way, we have you compile and install the tools so that you can get experience with doing these tasks. In
the wild, you may need to compile and install new versions of these and other tools, so we want to get you ready.
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« Ifafile name endsin . tar, it is a tape archive image
« Ifafilenameendsin .tar.gz or . tgz it is also compressed
» Extract using the tar command

P verbose, £ means read from
sech04@slingshot:~# tar xvi file.tar RIS le el

sec504@slingshot:~% tar zxvf file.tgz

Some files are stored as tape archives, abbreviated tar. This doesn't mean they were on physical tapes; the lingo
just lingers from the olden days. Although tapes may or may not be used, tar files are used all the time. Think of
them as being like ZIP archives in Windows. You take a bunch of files and glom them together in a tar file.

To open a tar file, you use the tar command with the xvf parameters. x means extract. v means be verbose;
give me a lot of output to let me know what's going on. £ means get this from a file.

If the tar file has been compressed using a tool called gzip, its name will end with a suffix of . tar. gz or
simply . tgz. To open these, you need to use the taxr command with the xvf and z flags. The z flag means
ungip this before you open the archive,

‘When the archive opens, all files and directories associated with it will be automatically created in the current
working directory and below.

We won't demo this during the Intro to Linux mini-workshop. You'll get a chance to use tar files during the main
class.
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» Some tools you need to compile yourself

— Many tools include a script, typically called configure, to determine if
: dependencies are installed, where libraries are located, etc.

l e — The make program is often used to compile, and then install the tool

root@slingshot:/opt/nmap-ldtest# . /configure

o checking whether NLS is requested... yes

‘ checking for gce... goco . ' -
checking whether the. C cdmpil_er works... yes

; root@slingshot: /opt/nmap-latést make

Lo Compiling liblua o : : : _
L make[1]: Entering directory '/opt/hmap-6.47/liblua’
_rpot@slingshot:/opt/nmapwlatest# make install

Although some programs ship as tar files and others as RPMs, many just ship with a script called configure.
N You need to run this script first, which checks your environment and creates a set of options necessary to get the
i tool compiled on your device. After running configure, you run the make command, which compiles and
builds the tool, Then, by typing make install, the program is loaded into the appropriate place.

We won't demo this during the Intro to Linux mini-workshop. You'll get a chance to use configure and make
during the main class.
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« For some tools, there is no configure script
~ You simply use the make program to compile it
— Or compile it yourself using gcc

sec504@slihgshot:~$ gec -o notabackdoor superevilbackdoor.c '
sec504@slingshot:~$ ./notabackdoor

Some tools don't have a configure script. For these, you just run the make command.

Some tools don't even use make. Instead you compile them by hand using a compiler. The syntax to compile
source code using the goc (GNU C Compiler) tool is:

% gecec -o cutput sourcecode.c

(Make sure to substitute the executable file name you want to create for output, and the name of the file that
contains the source code for sourcecode. c)
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» Account Stuff (logging in, useradd, passwd, su, whoami, terminal
control)

« File System Stuff (structure, cd, pwd, ls, abs and rel referencing,
mount, eject, mkdir, cp, find, locate, gedit, cat, less)

» Running Programs (PATH, which, ./, ps, jobs)

« Network Stuff (ifcfg-etho, restarting interfaces, ifconfig, ping,
netstat)

» Building Tools (tar, configure, make)

p Other Odds and Ends (grep, man, info, shutdown)

L Hetre are some other odds and ends that can help us use Linux throughout this course,
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» The grep command filters text that matches a pattern

© The * means
ol filés.__--_ 4

secb04@slingshot:~$ ed /ete

" sechb04@slingshot:/etcS$ grep root *
grep: acpi: Is a directory
aliases:postmaster: root
aliases:nobody: reoot
secB(4@slingshot:/etc$ grep —ir root * Wi
cups/cups-files.conf:#RequestRoot /var/spW
cups/cups-files.conf:#ServerRoot /etc/cups

Grep is a powerful tool for finding data. It can look through files or the output from commands to identify
particular strings, We will just scratch the surface of its use,

To look for a given string in a set of files in a directory, you can type:

$ grep root *

This prints all occurrences of the word "root" and the file in which it appears in the current working directory. Try
the following:

$ cd /etc

$ grep root *

See the word "root" in any files here? Which ones?

By default, grep.is case sensitive. This means the strings root, rOoT, and Root are treated differently. To make
grep ignore case use the —1 option. Also grep by default does not recurse into subdirectories. To make grep
search subdirectories use the -r (recursive) option. You can specify the options individually (-1 -r)or
combined together as shown below,

5 grep -ir root *
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......

(1128412 -

secSOll@sllngshot ~$ nc —nlp '77'7‘7 &

sec504@sllhgshot $ netstat -nap | grep' 7777 . SANRETS
tep 0 0 0.0.0.0:7777 - 0.0.0.0:%  LISTEN -28412/nc B
sec504@slingshot:~$ ps aux | grep ne

secs04 28412 0.0, 649641832 pts/0 & 23:50..0:00 nc —nlp 7777

sec504 1 1088 pts/0.. S+ 23:51

O OO grep -——color auto ne _

Grep can help isolate information about the usage of particular ports and processes. First start a neteat listener on
port 7777 (so we have something to search for),

3 ne -nlp 7777 &
At the command prompt, type:
8 netstat —nap | grep 7777

This says, "Run the netstat command to show me TCP and UDP port usage, send the output to grep and have grep
show me any lines with the string 7777 in it." The results indicate if anything is listening on or using port 7777.

Likewise, you can use grep to help you find particular programs. At a command prompt, type:
$ ps aux | grep nc
This shows you all processes running the nc program on your system.

You might see more output than expected when using grep. This is because grep searches for a pattern in lines
of text. The grep tool doesn't try to interpret the output of an arbitrary command. So it doesn't know you want a
port number, or just the nc process (instead of the grep cominand you ran to search for nc processes),
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« The man and info commands show detailed usage information for
other commands

secb04@slingshot:~$ man 1s
Ls {1} User Commands L3 {1}

NAME )
1s - list directory contents.

Psec5048slingshot:~$ info 1s
10.1 '1s': List directory contents

The ‘ls’ program lists information about files (of any type,

To learn more about Linux, you can use man or info.

Try the following:

$ man ls

Interesting . . . and chilling. The 1 s command is complex!
Also, try:

$ info 1s

And, check this out to learn more about man:

$ ‘man man
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« For a one-line summary of a command use whatis command
» The command apropos keyword searchesthe man pages

sec504@51ingshot ~§ whatis J.fconf:l.g

ifconfig (8) . . - configure a: network 1nterface
sec504@slingshot:~$ apropos’ network ' -
interfaceg (b} .. - ~ network erface conflguratlon for 1fup and 1fdown

aseqnet: (1) = - BLSA sequ
avahl autOLpd (8)_ ~_IPv4LL

The whatis command is useful for getting hints from the system about what various commands do. It won’t
change your life, but it might just jog your memory about some esoteric command.

I usually just use the main page, but some people prefer whatis.

Try typing:

5 whatis ifconfig

You can also use the apropos command to search for topics and the commands related to those topics:

$ apropos network

This is the equivalent of man —k to look up something by keyword, as in:

% man -k network
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_ Shutting Down (shutdown and reboot)

» Can shut down (or reboot) at the GUI or command line
— Some Linuxes require you to be root to use the command line
— Your Slingshot VM does not

secS04@slingshot:/tmp$ shutdown —h now

. séé504@slingshot:/tmp$ shutdown —-r now

You é_a_n_ _'_Sp_ecify'a'tinjé_t'o; shut d

to shut down in |

When you are done with Linux, you should shut it down gracefully. You can do this from the GUI, but I usually
Jjust do it from the command prompt.

Some Linux systems require you to be root to run the command-line tools to shut down your system, Your
Slingshot VM however does not. To gracefully shut down your system, type:

$ shutdown -h now

The —h flag means "halt" the system. Of course, "now" means do it right away, You can actually schedule the
system to shut down at another time using this command, too. For example, to shut down in 10 minutes from:

5 shutdown -h +10M

You can also use the shutdown or reboot command to reboot the machine by using -r instead of —h. To reboot, I
usually just type:

# reboot
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» You have the building blocks you need to participate in the full
class

» Linux is powerful but sometimes frustrating
» Refer to this section during the main class

o Ask for help from instructors, teaching assistants, and mentors if
required

You are now ready for the full class Linux labs! Use your newfound Linux skills for good, not evil!
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This Course Is Part of the SANS Technology Institute (STI) Master's Degree Curriculum.

If your brain is hurting from all you learned in this class but you still want more, consider applying for a master’s
degree from STI. We offer two hands-on, intensive master’s degree programs:

«  Master of Science in Information Security Engineering

«  Master of Science in Information Security Management

If you have a bachelor’s degree and are ready to pursue a graduate degree in information security, visit
E www sans.edu for more information.

www.sans.edu 855-672-6733 info{@sans.edu
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“As usua! SANS courses pay for themselves by Day 2. By Day 3, you are itching
to get back to the office to use what you've learned”
Ken Evans, Hewlett Packard Enterprise - Digital Investigation Services

SAMS Programs
sans.org/programs

GIAC Certifications

Graduate Degree Programs
MNetWars & CyberCity Ranges
Cyber Guardian

Security Awareness Training
CyberTalent Management
Group/Enterprise Purchase Arrangements
Dol 8140

Community of Interest for NetSec

Cybersecurity Innovation Awards

Search SANSInstituie

SAMS Free Resources
sans.orgfsecurity-resources

= E-Newsletters
MewsBites: Bi-weekly digest of top news
QUCH!: Monthly security awareness newsletter
DRISK: Weeldy summary of threats & mitigations

= Internet Storm Center

» IS Critical Security Controls
= Blogs

+ Security Posters

« YWebcasts ‘

* InfoSec Reading Room

= Top 25 Software Errors

+ Security Policies

s Intrusion Detection FAQ
* Tip of the Day

« 20 Coolest Carsers

» Security Glossary




