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Introduction

Why should you learn about VMware vSphere? Although the concept of virtualization has
been around since the days of mainframe computing, VMware was and is the company
that made virtualization a mainstay in the x86/x64 space. Originally, VMware introduced
a desktop virtualization product called Workstation followed by the server virtualiza-
tion products GSX and ESX and a datacenter management product called VirtualCenter.
Today, the ESX and VirtualCenter products have converged into the vSphere platform.
This platform allows I'T administrators to get greater utilization out of existing physical
servers and reduce the overall datacenter footprint, sometimes by 50 percent or more. It
also provides features to allow for high availability and scaling up with a predictable level
of performance. Today, vSphere is used by 100 percent of Fortune 500 companies and
distributed by over 75,000 partners.! This means that if you intend to get a job in the IT
space, whether you are working for a large organization or a big partner, you are likely to
be working with vSphere. Because of this, companies look for individuals who are certified.
Holding the VMware certification lets companies know that you are qualified to work with
vSphere at a guaranteed level of competency.

The purpose of this book is to help you pass the Professional VMware vSphere
6.7 (2V0-21.19) exam, exam number 2V0-21.19. The exam is closely tied to a ver-
sion of vSphere. This book focuses on vSphere 6.x (6.5, 6.7). The current version of the
certification, VMware Certified Professional - Data Center Virtualization 2020 (VCP-DCV
2020), is based on the 6.7 release of vSphere and covers installation, configuration, and

administration. VMware’s information about the exam is posted at
www.vmware.com/education-services/certification/

vcp6-7-dcv-exam.html

This book covers all of the objectives tested for in the exam and includes topical
information, lab work, and review questions. Because this book covers many of the tasks
an administrator would perform on a day-to-day basis, this book should remain a useful
reference even after you have passed the exam and earned your certification.

What Is vSphere?

The datacenter virtualization platform known as vSphere consists of multiple components.
At its core is ESXi, a bare metal hypervisor that allows an x86 server to be virtualized.
This virtualization allows the server’s compute resources, as well as attached networking
and storage resources, to be utilized by virtual servers (known as virtual machines, or
VMs). These VM can each run individual workloads with defined resource settings,
allowing all of the server’s resources to be efficiently utilized. vSphere includes VMFS, a
filesystem optimized for virtualization, and vCenter Server, a management tool used to

1.www.vmware.com/company/why-choose-vmware.html
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collectively manage all of the virtualized servers in the datacenter as well as providing
advanced features like vMotion (live migration), High Availability (designed to manage
unplanned downtime and maximize VM uptime), and a Distributed Resource Scheduler
(designed to optimize performance), just to name a few.

Why Become VCP-DCV Certified?

There are several good reasons to become VMware certified, particularly with the VCP-
DCV certification:

Provides proof of professional achievement There are basically two types of orga-
nizations that work with vSphere. First, there are companies that have a vSphere
implementation. Second, there are partners of VMware that distribute and implement
vSphere for their customers. In both cases, it is vital that the individuals working with
the implementation know what they are doing. It is typical for these organizations to
actively look for candidates who are certified so that they can feel confident that the
person they are hiring is capable. Gaining the VCP-DCYV certification shows organiza-
tions that you are one of these people.

Increases your marketability Having the VCP-DCV certification establishes your
capability to employers and indicates that you can potentially step right into the posi-
tion with little or no training. This benefit to the employer can often translate into a
better salary for you. Furthermore, out of all of VMware’s certifications, this is the one
that covers the core datacenter virtualization components. As a result, this certification
is the one most often looked for by organizations.

Provides an opportunity for advancement Most raises and advancements are based
on performance. Individuals who become certified have a tendency to work with more
of the features of a product and are able to get a more stable, better-performing imple-
mentation. Having an implementation that performs well and utilizes all of its desired
features is certain to reflect positively on an employee and provide opportunities in
their organization.

How to Become VCP-DCV Certified

The first step in becoming VMware VCP-DCV certified is to attend a VMware autho-
rized training course. VMware requires all of its certification candidates to first complete
a training course. There are over a dozen courses or course combinations to choose
from, which provides options if you already have a certain level of expertise working
with vSphere.

Next, you must take and pass the VMware vSphere 6.7 Foundations exam. This exam,
as well as the VCP-DCV exam, is version specific, so you should take the exam that
matches up to the version of vSphere you are working with if at all possible (since VMware
periodically retires older-version exams).
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Finally, you must take and pass the VCP-DCV exam. All of these steps must be com-
pleted before you earn the certification, and although the path above is the most logical
(and recommended) order in which to complete all of the requirements, you can take the
course and exams in whatever order you prefer.

The exam is administered by Pearson VUE and can be taken at any Pearson VUE testing
center. To register for the exam, you must go to VMware’s website. You will need a myLearn
account if you do not already have one. Your results for the exam are presented to you
immediately upon completion. If you pass, keep in mind that you will still need to fulfill the
other requirements before you can obtain your certification. Shortly after you have com-
pleted all requirements, VMware will grant your certification. This is an automatic process,
although it may take a few days following the completion of all requirements.

Who Should Buy This Book

Anybody who wants to become VCP-DCV certified will benefit from this book in multiple
ways. The book covers all of the objectives on the exam and includes a large number of
practice questions that can help you prepare. In addition, the book contains a collection of
hands-on labs that can be performed in a vSphere environment. The labs can be done in
your own environment or by using VMware’s Hands-On Lab environment.

This book can also help a fledgling vSphere user increase their proficiency, both by
learning about new or previously unused features and by practicing with the included labs.

Since this book focuses on the VCP-DCV certification, there is an expectation that you
have enough of a background with vSphere to successfully pass the underlying vSphere
Foundations exam and therefore have sufficient knowledge of the topics covered by that
exam. That being said, we have done as much as possible to make this book usable to can-
didates who might have minimal exposure to vSphere.

In order to take advantage of all of the hands-on labs and exercises pre-
sented in this book, you will need to have a vSphere implementation. If you
have an implementation already, we recommend that you perform these
labs outside the production environment. If you do not have your own
implementation, you can utilize one of VMware’s Hands-On Lab environ-
ments. In particular, we recommend that you use the VMware Virtualization
101 hands-on lab, since this lab provides both vSphere and vCenter.
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Introduction

How This Book Is Organized

This book consists of 11 chapters plus supplementary information: a glossary, this intro-
duction, and the assessment test after the introduction. The chapters are organized as
follows:

Chapter 1, “What’s New in vSphere 6.7, describes features that are new to vCenter
Server, vSphere Operations, security, availability, storage, networking, developer and
automation interfaces, and Host Lifecycle Management enhancements.

Chapter 2, “Configuring and Administering Security in a vSphere Datacenter,” focuses
on access to a vSphere environment and hardening of that environment, including

how to configure and administer role-based access control, securing ESXi and vCen-
ter Server, configuring and enabling SSO and identity sources, and securing vSphere
virtual machines.

Chapter 3, “Networking in vSphere,” focuses on configuring policies and networking
features and verifying vSphere networking proper operations. This chapter also shows
you how to configure Network I/O Control (NIOC).

Chapter 4, “Storage in vSphere,” shows you how to set up storage for a vSphere imple-
mentation, including managing vSphere integration with physical storage, configuring
software-defined storage, configuring vSphere Storage Multipathing and Failover,
performing VMFS and NFS configurations and upgrades, and setting up and config-
uring Storage I/O Control (SIOC).

Chapter 5, “Upgrading a vSphere Deployment,” is all about performing ESXi host
and virtual machine upgrades, performing vCenter Server upgrades (Windows), and
migrating vCenter Server to the VCSA.

Chapter 6, “Allocating Resources in a vSphere Datacenter,” focuses on configuring
multilevel resource pools and configuring vSphere DRS and Storage DRS clusters.

Chapter 7, “Backing Up and Recovering a vSphere Deployment,” describes the process
of backing up vSphere components, including configuring and administering the vCen-
ter Server Appliance backup and restore operations, configuring and administering
vCenter Data Protection, and configuring vSphere Replication.

Chapter 8, “Troubleshooting a vSphere Deployment,” will show you how to trouble-
shoot major vSphere components, including vCenter Server and ESXi hosts, vSphere
storage and networking, vSphere upgrades and migrations, virtual machines, HA and
DRS configurations, and fault tolerance.
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Chapter 9, “Deploying and Customizing ESXi Hosts,” focuses on configuring Auto
Deploy for ESXi hosts and creating and deploying host profiles.

Chapter 10, “Ensuring High Availability for vSphere Clusters and the VCSA,” is all
about configuring vSphere HA Cluster features and configuring vCenter Server Appli-
ance (VCSA) HA.

Chapter 11, “Administering and Managing vSphere Virtual Machines,” will show you
how to create and manage vSphere virtual machines and templates, create and manage
a Content Library, and consolidate physical workloads using VMware vCenter Con-
verter.

Each chapter begins with a list of the VCP-DCV objectives that are covered in that
chapter. The book doesn’t cover the objectives in the order in which they are present in the
exam, since the order is subject to change and exam items are randomly placed during the
exam itself. At the end of each chapter, you’ll find a couple of elements you can use to pre-
pare for the exam:

Exam Essentials This section summarizes important information that was covered in
the chapter. You should be able to perform each of the tasks or convey the information
requested.

Review Questions Each chapter concludes with approximately 20 review questions.
You should answer these questions and check your answers against the ones provided
after the questions. If you can’t answer at least 80 percent of these questions correctly,

go back and review the chapter, or at least those sections that seem to be giving you
difficulty.

The review questions, assessment test, and other testing elements included
in this book are not derived from the official VMware exam questions, so
don’t memorize the answers to these questions and assume that doing so
will enable you to pass the exam. You should learn the underlying topic,

as described in the text of the book. This will let you answer the questions
provided with this book and pass the exam. Learning the underlying topic

is also the approach that will serve you best in the workplace—the ultimate
goal of a certification like VMware's.

To get the most out of this book, you should read each chapter from start to finish and
then check your memory and understanding with the chapter-end elements. Even if you’re
already familiar with a topic, you should skim the chapter; vSphere is complex enough that
there are often multiple ways to accomplish a task, so you may learn something even if
you’re already competent in an area.
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Bonus Contents

This book is accompanied by an online learning environment that provides several addi-
tional elements. The following items are available among these companion files:
Sample Tests  All of the questions in this book appear in our proprietary digital test
engine—including the 30-question assessment test at the end of this introduction and
the over 200 questions that make up the review question sections at the end of the
chapters. In addition, there are two 55-question practice tests.

Electronic “Flashcards” The digital companion files include 68 questions in flashcard
format (a question followed by a single correct answer). You can use these to review
your knowledge of the VCP-DCV exam objectives.

Glossary The key terms from this book, and their definitions, are available as a fully
searchable PDF.

To register and gain access to this interactive online learning environment,
please visit this URL: www.wiley.com/go/Sybextestprep.

Conventions Used in This Book

This book uses certain typographic styles in order to help you quickly identify important

information and to avoid confusion over the meaning of words such as on-screen prompts.

In particular, look for the following styles:

»  [talicized text indicates key terms that are described at length for the first time in a
chapter. (Italics are also used for emphasis.)

= A monospaced font indicates the contents of configuration files, messages displayed
at a text-mode Linux shell prompt, filenames, text-mode command names, and Inter-
net URLs.

» Ttalicized monospaced text indicates a variable—information that differs from
one system or command run to another, such as the name of a client computer or a
process ID number.

= Bold monospaced text is information that you’re to type into the computer, usually
at a Linux shell prompt. This text can also be italicized to indicate that you should
substitute an appropriate value for your system. (When isolated on their own lines,
commands are preceded by nonbold monospaced $ or # command prompts, denoting
regular user or system administrator use, respectively.)
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In addition to these text conventions, which can apply to individual words or entire par-
agraphs, a few conventions highlight segments of text:

A note indicates information that’s useful or interesting but that’s somewhat
peripheral to the main text. A note might be relevant to a small number of
networks, for instance, or it may refer to an outdated feature.

A tip provides information that can save you time or frustration and that may
not be entirely obvious. A tip might describe how to get around a limitation
or how to use a feature to perform an unusual task.

Warnings describe potential pitfalls or dangers. If you fail to heed a warning,
you may end up spending a lot of time recovering from a bug, or you may
even end up restoring your entire system from scratch.

Sidebars

A sidebar is like a note but longer. The information in a sidebar is useful, but it doesn’t fit
into the main flow of the text.

@ Real World Scenario

Real World Scenario

A real world scenario is a type of sidebar that describes a task or example that’s particu-
larly grounded in the real world. This may be a situation I or somebody I know has encoun-
tered, or it may be advice on how to work around problems that are common in real,
working Linux environments.

Exercises

An exercise is a procedure you should try out on your own computer to help you learn
about the material in the chapter. Don’t limit yourself to the procedures described in the
exercises, though! Try other commands and procedures to really learn about Linux.
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Objective Mapping

Table I.1 contains an objective map to show you at a glance where you can find each
VCP-DCV exam objective covered.

TABLE 1.1 2V0-21.19 Objective Map

Exam Objective Chapter

Section 1 - VMware vSphere Architectures and Technologies

Objective 1.1 — Identify the prerequisites and components for vSphere 3,5.9
implementation

Objective 1.2 — Identify vCenter high availability (HA) requirements 10
Objective 1.3 — Describe storage types for vSphere 4
Objective 1.4 — Differentiate between NIOC and SIOC 4
Objective 1.5 — Manage vCenter inventory efficiently 6

Objective 1.6 — Describe and differentiate among vSphere, HA, DRS, and 4,6,10
SDRS functionality

Objective 1.7 — Describe and identify resource pools and use cases 6
Objective 1.8 — Differentiate between VDS and VSS 3
Objective 1.9 — Describe the purpose of cluster and the features it provides 2, 6, 10
Objective 1.10 — Describe virtual machine (VM) file structure 4,1
Objective 1.11 — Describe vMotion and Storage vMotion technology 4,1
Section 2 - VMware Products and Solutions

Objective 2.1 — Describe vSphere integration with other VMware products 3
Objective 2.2 — Describe HA solutions for vSphere 10
Objective 2.3 — Describe the options for securing a vSphere environment 1

Section 3 - Planning and Designing
(There are no testable objectives for this section.)
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Exam Objective Chapter

Section 4 - Installing, Configuring, and Setting Up a VMware vSphere

Solution

Objective 4.1 — Understand basic log output from vSphere products 8

Objective 4.2 — Create and configure vSphere objects 1,2,3,4,6,
10, 11

Objective 4.3 — Set up a content library 1, 11

Objective 4.4 — Set up ESXi hosts 1,9

Objective 4.5 — Configure virtual networking 3

Objective 4.6 — Deploy and configure VMware vCenter Server Appliance 1,57

(VCSA)

Objective 4.7 — Set up identity sources 1,2

Objective 4.8 — Configure an SSO domain 1,2

Section 5 - Performance-tuning and Optimizing a VMware

vSphere Solution

Objective 5.1 — Determine effective snapshot use cases 1,7, 11

Objective 5.2 — Monitor resources of VCSA in a vSphere environment 5,6,8

Objective 5.3 — Identify impacts of VM configurations 8, 11

Section 6 - Troubleshooting and Repairing

(There are no testable objectives for this section.)

Section 7 - Administrative and Operational Tasks in a VMware vSphere

Solution

Objective 7.1 — Manage virtual networking 3

Objective 7.2 - Manage datastores 1,4

Objective 7.3 — Configure a storage policy 4

Objective 7.4 — Configure host security 1,2
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TABLE 1.1 2V0-21.19 Objective Map (continued)

Exam Objective Chapter
Objective 7.5 — Configure role-based user management 2
Objective 7.6 — Configure and use vSphere Compute and Storage cluster 4,6
options

Objective 7.7 — Perform different types of migrations 1,6,7, 11
Objective 7.8 — Manage resources of a vSphere environment 1,3,4.6,9
Objective 7.9 — Create and manage VMs using different methods 1,7, 1
Objective 7.10 — Create and manage templates 1, 11
Objective 7.11 — Manage different VMware vCenter Server objects 1,2,3,4,6
Objective 7.12 — Set up permissions on datastores, clusters, vCenter, and 2

hosts

Objective 7.13 - Identify and interpret affinity/anti-affinity rules 4,6,10
Objective 7.14 — Understand use cases for alarms 8
Objective 7.15 — Utilize VMware vSphere Update Manager (VUM) 1,5
Objective 7.16 - Configure and manage host profiles 9




Assessment Test

1. Which component is a requirement for deploying vCenter Enhanced Linked Mode when
using a combination of vCenter Server for Windows and vCenter Server Appliances?

A. External PSC
B. Embedded PSC
C. Load Balancers
D. vCenter High Availability
2. Which method should a virtual machine running a current version of Windows use to take
advantage of PMem?
A. vPMemDisk

B. vPMem
C. NVDIMM
D. RDMA

3. What vSAN queue is responsible for managing witness traffic?
A. VM I/O Queue
B. Namespace Queue
C. Resync I/0 Queue
D. Metadata Queue
4. An organization has an encrypted virtual machine whose Encrypted vSphere vMotion

setting is set to Required. If encryption is later disabled for the VM, what happens to the
Encrypted vSphere vMotion setting?

A. TItis set to Disabled.

B. It reverts to the default (Opportunistic).

C. It remains set to Required.

D. Encryption cannot be disabled until the setting is changed to Disabled.

5. Which objects can be added to a Content Library prior to vSphere 6.7 Update 1?
(Choose three.)

A. VMX files
B. OVA files
C. ISO images
D. VMTX files
E. Certificates
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6. Where would an administrator configure EVC to support migration of a VM across a
hybrid cloud environment?

A. On the cluster
B. On the datastore
C. On the individual VM
D. On the PSC
7. An administrator wants to configure RDMA over Converged Ethernet (RoCE). Which of
these are requirements to support RoCE v1? (Choose two.)
A. Lossless layer 2 network
B. Lossless layer 3 network
C. PFC priority enabled VLAN
D. Teamed RoCE NICs
8. Which options would enable an administrator to create a distributed virtual switch?
(Choose two.)
A. 10gbE NICs
B. vCenter Server/VCSA
C. vSphere Enterprise Plus license
D. Network I/O Control

9. What protocol can be enabled on vCenter Server to provide information about a vDS to
management software?

A. MPP
B. LLDP
C. SNMP
D. NMP

10. Which two types of traffic, if selected for use by a VMkernel adapter, will cause the default
TCP/IP stack to no longer be used for that traffic? (Choose two.)

A. Fault-tolerant traffic

B. Provisioning traffic

C. vSphere Replication traffic
D. vMotion traffic

11. Which technology cannot be used to prioritize specific types of traffic?
A. SIOC
B. Traffic shaping
C. NIOC
D. LACP



12.

13.

14.

15.

16.

17.

Assessment Test XXXiii

Which technology can be configured on an ESXi iSCSI adapter to ensure security and data
integrity?

A. Kerberos
B. CHAP
C. KVM

D. AES-256

What provisioning technology should be used on a VM to allow for space reclamation in an
all-flash array without needing to use the UNMAP command?

A. ZeroedThick
B. EagerZeroedThick
C. Thin

D. 2gbsparse

What feature can vSphere use to present a SAN LUN to a virtual machine?
A. RDM

B. FCoE
C. CIFS
D. SIOC

When using esxtop, which value will show you the average total response time for
VMkernel operations?

A. KAVG
B. GAVG
C. DAVG
D. QAVG

Which DRS option is best for architects to establish usage based on predefined SLAs?

A. VM Distribution

B. Memory Metric for Load Balancing

C. CPU Overallocation

D. Proactive HA

What value is used by network-aware DRS to determine when a host has excessive network
utilization?

A. 70% utilization

B. 75% utilization

C. 80% utilization

D. 85% utilization
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18. What can be done to ensure that virtual machines with anti-affinity rules are restarted dur-
ing an HA restart event?

A. Nothing, anti-affinity rules are ignored for a HA restart
B. Set the HA Advanced Option das.respectvmvmantiaffinityrules to false
C. Configure admission control with sufficient resources

D. Configure the Anti-Affinity Rule to Must

19. Which types of I/O filters are offered by VMware? (Choose two.)
A. Replication
B. Encryption
C. Caching
D. Storage I/O Control

20. Which patterns are valid for use with vSphere Auto Deploy? (Choose two.)
A. Serial
B. CPU type
C. Domain

D. Image profile

21. Where is the data plane located for vSphere Distributed Switches?
A. On the vCenter server
B. On the Platform Services Controller
C. On the ESXi host
D. On the Service Composer VM
22. What virtual machine hardware component was newly supported beginning with vSphere
6.5 (VM Hardware v13)?
A. 3D video support
B. NVDIMM controllers
C. Virtual RDMA
D. PCI Passthrough

23. Storage policies are assigned to a VM during which procedures? (Choose two.)
A. [Initial deployment
B. Powering on
C. Migration
D. Placing in Standby mode
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24. An administrator has upgraded the vCenter server to version 6.7. The cluster uses an
external Platform Services Controller. What is the next component to be upgraded in the
vSphere upgrade process?

A. ESXi hosts

B. Platform Services Controller
C. Virtual appliances

D. Virtual machines

25. How many additional vSphere Replication servers can be deployed to scale the solution to
handle a large number of virtual machines?

A 1
B. 2
C. S
D. 9

26. What are two advantages to enabling compression for vSphere Replication? (Choose two.)
A. Tt reduces network bandwidth requirements.
B. It reduces CPU utilization.
C. It reduces the amount of buffer memory.
D. It reduces the RPO time.

27. Which three are valid failure events that Proactive HA can respond to? (Choose three.)
Memory

CPU

A
B. Network
Cc
D. Power Supply

E. Shared Storage

28. A High Availability cluster has eight powered-on virtual machines whose total resource
requirements add up to 12 GHz and 28 GB. These virtual machines are running on a
cluster containing four hosts, whose total resources for running virtual machines equal 38
GHz and 112 GB. Based on this scenario, what is the current memory failover capacity for
the cluster?

A. 85%
B. 75%
C. 68%
D. 58%

29. What is the advantage of creating a snapshot of a virtual machine that includes the
VM’s memory?

A. The snapshot can restore the VM even if the VMDK file is corrupted.

B. The size of the snapshot is significantly smaller.
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C. The restored snapshot will include any open files.
D. Quiescing is automatically performed during the snapshot.
30. Which two options would not be considered if an administrator’s use case is to share a GPU
across multiple VMs? (Choose two.)
A. vSphere DirectPath I/0
B. NVIDIA vGPU/Grid
C. BitFusion FlexDirect
D. PCI Passthrough
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1.

10.

1.

12.

13.

14.

A. While VCSA includes an Embedded PSC that can be used with vCenter Enhanced
Linked Mode, it can only be used with VCSA nodes and is not supported for Windows
vCenter Server installations.

B. A virtual machine with VM hardware 14 or later and a current guest OS is PMem-aware
and can use vPMem to take advantage of PMem.

D. The Metadata Queue manages objects that comprise a VM, such as witness traffic,
cluster monitoring, and membership activities.

C. If encryption is disabled on a VM, the setting for Encrypted vSphere vMotion must be
explicitly changed to Disabled. Until then, it remains set to Required.

B, C, E. A Content Library allows for OVA and OVF files to be used as templates and also
allows for the management of support files like ISO images and certificates. vSphere 6.7
Update 1 introduced support for VM template files (.vmtx) in content libraries.

C. Configuring EVC at the individual VM level allows for migration support out of an on-
premise cluster into an entirely different datacenter.

A, C. RoCE v1 requires a Lossless Layer 2 Network and a PFC-enabled VLAN, whereas
RoCE v2 requires both Layer 2 and Layer 3 to be Lossless.

B, C. To create a vDS, you must have a license that allows it, such as Enterprise Plus. vDS
creation and management is performed on the vCenter Server/VCSA.

C. SNMP allows for information, alerts, and errors to be sent to a receiver running
management software. This includes information related to a vDS.

B, D. Once a VMkernel adapter has been linked to the vMotion or the provisioning TCP/IP
stack, those traffic types will no longer be carried on the default stack.

D. SIOC, NIOC, and traffic shaping are all technologies specifically designed to optimize
traffic. LACP (Link Aggregation Control Protocol) is used to combine the bandwidth of
multiple network adapter interfaces into a larger, logical bandwidth.

B. The Challenge Handshake Authentication Protocol (CHAP) uses a three-way handshake
algorithm on ESXi iSCSI adapters to verify the identity of the ESXi host and, if applicable,
of the iSCSI target device.

B. The use of EagerZeroedThick provisioning zeroes out all storage in advance, saving an
administrator from using the VMFS UNMAP procedure manually.

A. Raw Device Mapping (RDM) is used to map a SAN LUN on a physical storage device to
a virtual machine.
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15.

16.

17.

18.

19.
20.

21.
22.

23.
24.

25.

26.

27.

A. The total time it takes for a VMkernel command to process is expressed by the ESXi
Kernel Average Latency time metric (KAVG).

C. CPU Overallocation is a useful feature when establishing multiple SLAs or service tiers.

C. DRS observes the Transmit (Tx) and Receive (Rx) rates of a host’s connected
physical uplinks and avoids placing VMs on hosts whose physical NICs are greater than
80% utilized.

B. HA by default will enforce anti-affinity rules unless you set the advanced option das.
respectvmvmantiaffinityrules to false.

B, D. I/O filters not offered by VMware are available from third-party partners.

A, C. Patterns include host-specific information like vendor or serial number and network
information like IP address and domain.

C. The data plane for a vSphere Distributed Switch resides on each ESXi host.

C. Virtual RDMA support was new for VM Hardware v13. NVDIMM Controllers were
not supported until VM Hardware v14, and PCI Passthrough and 3D video were supported
prior to the vSphere 6.5 release.

A, C. Storage policies are applied when you create, clone, or migrate a virtual machine.

A. vSphere 6.7 is a complex set of products and features that include several upgradeable
components. Understanding the correct upgrade sequence is vital for ensuring that all
needed services are running and available.

The order of actions during a vSphere upgrade is as follows:
Back up the configuration.

Upgrade Platform Services Controller.
Upgrade vCenter Server.
Upgrade ESXi hosts.

5. Upgrade virtual machines and virtual appliances.

P WD

D. vSphere 6.x supports a maximum of 9 additional vSphere Replication servers (for a
total of 10).

A, C. Using compression can reduce the amount of replication data that is transferred
through the network, which helps save network bandwidth and reduces the amount of
buffer memory used on the vSphere Replication server. However, compressing and decom-
pressing data requires more CPU resources on both the source site and the server that man-
ages the target datastore.

A, B, D. Proactive HA monitors the network, power, memory, local storage, and fan of
each host.
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28. B. The memory failover capacity for this cluster is 112 GB minus 28 GB divided by 112 GB,
which is 75%.

29. C. Creating a snapshot that includes the VM’s memory captures the live state of the VM.
This includes any files that might be in memory that have not yet been committed to disk.

30. A, D. vSphere DirectPath 1/O and the PCI Passthrough option are both used to link a host
graphics card directly to a single VM.
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VMware is continually updating all of the different com-
o ponents that make up vSphere. The ESXi hypervisors to
BT vCenter management and all of the various subsystems con-
tinually receive bug fixes, enhancements, and new features. Major updates to the ecosystem
are released as new versions (the last being 6.0, released in 2015), with “sub” or “point”
releases containing important updates and enhancements released more often.

In addition to the version and point releases, VMware also releases “Updates,” which
tend to be mostly bug fixes but do often contain an extra or enhanced feature or two.

While keeping your environment up-to-date is important from a security standpoint,
more critically for the purpose of this book is to ensure that you are studying the correct
version of vSphere. The 2V0-21.19 exam at the time of this writing covers vSphere 6.7 U1.
If you are going to download the binaries to install a practice environment, or are research-
ing exam topics in the official documentation, make sure you are referencing the correct
version and update number.

In this chapter, we will go over the latest updates and changes in vSphere 6.7 U1.

Accessing vSphere

Environments are primarily managed day to day by graphical tools. While command-line tools
and APIs are in widespread use, they are typically for one-off or automated solutions. For
VMware vSphere environments, there are several graphical utilities you might use, from the
host console (DCUI, or Direct Console User Interface) to the ESXi host’s HTMLS5 web client.
Prior to vSphere 6.5, primary management of the vSphere environment was managed
by a Flash-based Flex client called the VMware vSphere Web Client. However, with
the decline and fall of Flash as a development platform, VMware started working on
an HTMLS client, using the new Clarity framework. Initially released as a fling (one of
VMware’s unsupported free tools) in March 2016, by vSphere 6.7 U1 this new client has
almost achieved feature parity with the Flex client—and in fact some of the new features
can only be accessed in the HTMLS client.

VMware vSphere Client

As shown in Figure 1.1 and Figure 1.2, the clients can be easily differentiated, yet the new
client doesn’t radically change the user interface. Note that while both clients are included
with vSphere 6.7, this will be the last release that includes the Flex client.
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FIGURE 1.1 The home page of the Flex vSphere web client
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While traditionally the VMware certification exams have tried to avoid “where is this
setting in the GUI?” -type questions, with a new client being transitioned, it is possible
some will show up. For starters, the new client is accessed by a different URL. Where the
Flex client is still at https://<vcenter FQDN or IP address>/vsphere-clientusi/, the
new HTMLS client can be found at https://<vcenter FQDN or IP address>/ui/.

You might have noticed in Figure 1.1 and Figure 1.2 that the home screen for the
HTMLS client has performance information instead of icons for possible tasks (such
as VM Storage Policies). Most of the tasks can be found under the same Navigator sec-
tion. For instance, VM Customization Manager can be found under Policies and Profiles,
although it has been renamed VM Customization Specifications as shown in Figure 1.3.

However, System Configuration has changed. While it is still under the Administration
section and shows all available vCenter servers (as shown in Figure 1.4), it no longer dis-
plays the full list of vCenter services as shown in Figure 1.5.
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FIGURE 1.2 The home page of the HTML5 vSphere client
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FIGURE 1.3 Policies and Profiles contains the renamed customizations tool.
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FIGURE 1.4 The Nodes section of the Flex client shows all the connected vCenter
appliances.
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FIGURE 1.5 The Flex client System Configuration section shows vCenter services.
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The list of services has been moved to the VAMI console, which can be accessed by
clicking the hyperlinked name of the vCenter server as shown in Figure 1.6.

By clicking on the vCenter server, you can log into the updated VCSA management
console, which has the list of services as shown in Figure 1.7.
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FIGURE 1.6 The node list of the HTML5 client
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FIGURE 1.7 The VCSA console shows the available services that can be started.
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Right-Sizing a Practice Environment

A more subtle tweak of the HTMLS5 interface is the health display. While Figure 1.4 shows
that my vcsa-01a appliance has a “Good” status, the new client in Figure 1.6 shows that
it's “Degraded.” What gives? Turns out the HTMLS5 client noticed | dialed back the RAM
provisioned to the VCSA appliance.




If you are creating a nested environment for practice, you might want to manipulate the

Accessing vSphere

available RAM or CPUs to minimize the impact to your host system. This sometimes

results in issues like upgrades failing when their checks show reduced RAM or random
flags like this one. While perfectly fine in a demo environment, you will want to stick to
the documented settings for a production environment, which for VCSA means only use

the GUI to make changes to CPU/RAM.

One of the features not yet moved into the HTMLS client is the Virtual Flash configura-
tion, as seen in Figure 1.8. If you wish to configure or manage Virtual Flash you’ll need to

use the Flex client.

FIGURE 1.8 The Virtual Flash settings are not yet ported to the HTML5 client (note the
lack of a Virtual Flash section in the HTML5 client on the right).
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In the Update Manager section of this chapter, we’ll talk about the limited Update Man-
ager features available in the HTMLS client.
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Application Programming Interface

For automation or access through other tools, VMware provides software development kits
(SDKs), command-line tools (such as PowerCLI), and application programming interfaces
(APIs). While there are some changes to the PowerCLI for 6.7, they are beyond the require-
ments of the VCP-level exams. However, VMware has referred to the new SDKs and APIs
in blog posts and release notes and those could be considered fair game for the exam.

For in-depth documentation, visit www.vmware.com/support/pubs/sdk_pubs.html.
To download the SDKs and explore the APIs, head over to code.vmware.com/sdks.

These updated SDKs were listed in the vSphere 6.7 release blog:

vSphere Management SDK  Bundle containing several vSphere SDKs: vSphere Web
Services SDK, vSphere Storage Management SDK, vSphere ESX Agent Manager SDK,
SSO Client SDK, and vSphere Storage Policy SDK.

vSphere Automation SDK  This is a family of SDKs for programmatic access from dif-
ferent programming languages—Java, Python, .NET, Perl—plus a REST SDK. Note
that vSphere 6.5 included an Automation SDK for Ruby, but that has not been updated
for 6.7 at the time of writing.

vSphere Client SDK The Client SDK is intended to help the creation of extensions for
the vSphere client.

vSAN Management SDK This is a family of SDKs intended to help developers create

solutions around vSAN. Languages available are Java, Python, .NET, Perl, and Ruby.
There is also a REST SDK.

Topology and Ul Updates for VCSA

The management platform for vSphere—VMware’s vCenter server—has received some
important changes for 6.7 and received further changes for Ul. The topologies allowed for
vCenter have undergone several changes with each release, along with different methods for
changing topologies, and this is a prime topic for exam questions.

External Platform Services Controller

The Platform Services Controller (PSC) component of vSphere manages the Single Sign-On
(SSO) domain for the environment. It can be installed embedded on the same Windows
server or VCSA appliance as vCenter, or externally on a separate appliance or Win-
dows sever.

In previous versions, the external deployment version was required for Enhanced
Linked Mode, where multiple vCenter servers can be managed from the same client Ul
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However, the embedded version now works with Enhanced Linked Mode and the external
deployment is no longer recommended. VMware has stated that in a future release, the
external PSC will no longer be supported, and new tools have been released to modify
existing vCenter topologies to the recommended, embedded deployment.

First, VMware offers a vSphere Topology and Upgrade Planning Tool, which can be
found at vspherecentral.vmeware.com; it will ask a series of questions before recom-
mending a deployment topology with documentation links.

For existing deployments, you can migrate (VMware calls it “converge”) from an
external to an embedded PSC by using the new convergence tool, vcsa-util, available on the
VCSA 6.7 U1 ISO as shown in Figure 1.9. There are Windows, Linux, and MacOS versions
of the tool, and note that it is not available on the Windows-based vCenter Server 1SO.

FIGURE 1.9 The convergence tool allows for migrating a PSC from external
to embedded.
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In addition to migrating a PSC from external to embedded, the tool can also decommis-
sion an external PSC. Either method requires a JSON template as shown in Figure 1.10.
You should modify the sample JSON template for your environment, then submit that tem-
plate when you run the vesa-util tool.

Another tool included on the I1SO is cmsso-util, which allows you to manipulate vCen-
ter/PSC relationships, including consolidating or splitting vSphere domains. Using the tool
you can complete the following tasks:

=  Move a vCenter server to a different vSphere domain.
= Move all vCenter servers in a domain to a different domain.

=  Point a vCenter server with an embedded PSC to an external PSC, including in a differ-
ent domain.
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FIGURE 1.10 A JSON fileis required to pass the environment information to the
conversion tool.
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The cmsso-util tool can be run from VCSA or from C:\Program Files\VMware\
vCenter Server\bin\ on a Windows-based vCenter server.

Update Manager

With vSphere 6.7 U1, Update Manager gets a new look in the vSphere Client; however, the
VM update functionality has not been ported, so updating VM hardware and VMware
Tools still requires the Flex client.

As shown in Figure 1.11, Update Manager ships with two baselines (Non-Critical
Host Patches and Critical Host Patches) and one group that combines those two baselines
(All Updates).

While the HTMLS client doesn’t yet include the functionality to manage baselines for
VMs, you can still view and edit the VM remediation settings as seen in Figure 1.12.
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FIGURE 1.11 Listing the baselines and baseline groups in Update Manager

7 vSphere - Update Marager x -+

« C A Notserwrs | weosa-Otacorplocal)

Update Manager

and Clusters

Home Manitof Baselines Updates
(7l ¥Ms and Tempiates —

i Storage

NEW -
Metworking

] e Baselings and Bassiine Groups r Content T Type v Last Motified !
itent Libranes

&= Global Inventory Lists () Mon-Critical Host Palches (Predefined) Ealch Sredefined year ago

Critical Host Patches (Predefined) Fatch Predefined year ago

All Updates < Custom year ago

& auto Deplay

(@) vRealize Cperations.

i Administration

™ Update Manager

EXPORT

4 Tags & Custom At

Recent Tasks Alarms 2

FIGURE 1.12 Changing the settings for VM remediation
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Create a baseline and scan a host for compliance.

Requires a vCenter server with a datacenter created, one ESXi host, and the ISO for
ESXi 6.7 U1.

1. In Update Manager, Click Import to launch the import dialog.

2. Locate the ISO to begin uploading.

Import ESXi Image %

Image ename or URL

‘ BROWSE ‘

| CANCEL ‘ IMPORT
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=

Import ESXi Image X

Importing ¥ Mware-VMvisor-Instalier-6.7.0.update01-10302608.86_04.is0

Step1of 2 - Uploading file to server: 38.29 MB/3292.61 MB - 025 minutss remaining

=

CANCEL
3. Click New Baseline to launch the wizard.
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< vsn -0 aigarp scal i/ ¥ = a Lair S - ]

7 R Update Manager

MPORT DELETE MEW BASELINE
Hars . Dhbduee . Versen  w Bl v wenaur Actuptancs Levil Craanon Date

© E5N-E7C0P0IBN0INOLstandard UMware ESKIEF.0Update]  E7.0 10302608 WMware, ne Pariner Wy3/InE, £00 PM




14 Chapter 1 = What's New in vSphere 6.7

EXERCISE 1.1 (continued)

4. Enter a name for the baseline.

Create Baseline

1 MName and Description

Description

“onitent

ANCE NEXT
5. Selectthe ISO you uploaded.
Create Baseline X
ame and Descnptio
2 Select image
° ESXG.7.0-20181002001- B.T0 302608 VMware, Partner Oce2, 201
standard nc:
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6. Verify the settings and click Finish.

Create Baseline
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Rewview your settis

s befare finishing the wizard
2 salect Image

Baseling nama & 7 UT Unarade
3 Summary

Baselne description

Baseline lype pgrads
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Name

Product VMware ESXI6.7.0 Updale |
Version

Vendor

Acceplance level Partraer

7. Openthe Updates tab for your host and click Attach.
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EXERCISE 1.1 (continued)

8. Select the new baseline you created and click Attach.

Attach | esx-Ola.corp.local

e Cantent
All Updates Groue
6.7 U1 Upgrade Upgrade

EXPORT

9. From the Overview section, click Check Compliance.
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10. Note that it might take a few minutes for the Host Compliance to update. Assuming
your host is not 6.7 U1, the host should report a noncompliant baseline.

nstaiea on Host Host Compliance

ESMi Version £5¢ 1 rur-somoliant baseineds
Hyperizar

Build 335

Remediation Pre-check @

Recent Tasks

The new-to-6.7 Quick Boot feature of ESXi ties into Update Manager. With Quick
Boot, only the ESXi kernel is restarted when patches and updates are installed. Since
the hardware, BIOS, and subsequent hardware checks are bypassed, rebooting ESXi is
much faster.

You can see if your 6.7 hosts are compatible with Quick Boot in the Overview section of
the Update Manager tab for the host, as shown in Figure 1.13.

You can disable Quick Boot, but only in the Update Manager UI of the Flex client, as
shown in Figure 1.14.

There is also a command-line script available on 6.7 hosts to check Quick Boot compati-
bility. The script will also list any incompatibilities if Quick Boot cannot be enabled.

[root@esx-02a:~] /usr/lib/vmware/loadesx/bin/loadESXCheckCompat.py
Congratulation - your system is compatible with loadESX

Per VMware KB article 52477, the following issues are among those that could prevent
Quick Boot from being enabled:
= The host platform is not supported.
= The host is configured to use a TPM.

= A pass-through device is configured for VMs on your host.
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FIGURE 1.13 Viewing Quick Boot status of a 6.7 host
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FIGURE 1.14 Disabling Quick Boot requires the Flex client.

vesa-01a.corp.local - Edit Host! Cluster Setfings L2 kR

Host Setfings - Quick Boot
[+ Enable Quick Boot @

Host Setfings - Maintenance Mode

Eefore host remediation, hosts might need to enter maintenance mode. Vitual machines and virtual appliances must
be shut down or migrated. To reduce the host remediation downtime, you can selectto shutdown or suspend the
virtual machines and appliances before remediation from the drop-down menu below.

VM Power state: i Do NotChange VM Power State i x|

[] Temporarily disable any removable media devices that might prevent a host from entering maintenance mode.

[+ Retry entering maintenance mode in case of failure

= There are vimklinux drivers loaded on your host.

= There are other noncertified drivers loaded on your host.

Quick Boot is disabled in the Update Manager UL.

Storage Updates

Several different storage components are either updated or brand-new for vSphere 6.7 and
6.7 Ul. There is support for new hardware, a new way to see extremely high I/O, and sev-
eral vSAN updates. While studying vSAN outside this book, make sure you are reading
only up to Ul as VMware is continually adding new features and enhancements for vSAN.
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Persistent Memory

As costs come down and performance improves, the line between long-term storage, what
used to be a spinning hard drive, and short-term storage (RAM) becomes closer. For the high-
est computing speeds, the closer you are to the CPU, the faster the storage should be; how-
ever, the faster the storage, the more expensive it is. The sticks of RAM in your server might
cost 10 times more per GB than the solid-state drives that are holding the virtual machines.
While solid-state drives (SDDs) and the NVM Express (NVMe) interface have made
long-term storage blazing fast, there is a new hardware family known as Persistent Memory
(PMem) that takes the dynamic random access memory (DRAM) technology used for the system
memory and adds battery backup and capacitors to ensure data is not lost during power cycles.

PMem is also called Non-Volatile Memory (NVM), or NVDIMM, and is the
same technology as Intel’s Optane, if you have seen references to that on
desktop and laptop computers.

A 6.7 ESXi host will automatically create a PMem datastore if it detects compatible
PMem hardware. VMs can use PMem either as Virtual Persistent Memory (vVPEM) or as a
Virtual Persistent Memory Disk (vPMemDisk).

Newer operating systems that are PMem-aware and built on VMs with hardware version 14
and above can be configured with vPMem. With vPMem, applications can reference the storage
in byte addressable random mode, which allows more granular use of the PMem storage.

Any operating systems can leverage vPMemDisk, which will show up in the guest as a
virtual SCSI device.

PMem does have some drawbacks. For starters, a VM leveraging vPMem can only be
migrated to a host with PMem (you can migrate a VM with vPMemDisk to a host without
PMem, but you’ll lose the performance benefits). If you want to shut down a host with
PMem, you’ll need to migrate off all VMs utilizing PMem, even if they are powered off.
You also lose snapshot and HA support for VMs with PMem configured.

Remote Direct Memory Access

Another technology released with 6.5 and updated with 6.7 is Remote Direct Memory
Access, or RDMA. RDMA improves network performance between hosts (for SMP-FT,
NFS, and iSCSI traffic) or between virtual machines for use cases such as high-performance
computing or big data applications.

RDMA improves I/O for virtual machines through the use of paravirtualized network
adapters (PVRDMAs). With a PVRDMA configured, the ESXi kernel’s network stack is bypassed
and the VM can talk directly to another VM configured with PVRDMA on the same host or
directly to the hardware of the host if the remote VM is on a different host. See Figure 1.15.

While RDMA supports network technologies such as iWARP, Infiniband, and RoCE,
VMware only supports RoCE (RDMA over Converged Ethernet). There are three transport
nodes: memcpy (when two VMs are on the same host), TCP (between hosts without host
channel adapters), and RDMA for hosts with host channel adapters.
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FIGURE 1.15 This graphic from VMware’s white paper on RDMA
shows the kernel bypass data path.
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To take advantage of RDMA for your host’s iSCSI connectivity, you will need to con-
figure an iSCSI Extensions for RDMA (iSER) adapter. With an iSER adapter and RDMA-
compatible NICs, you can see a significant performance boost for host storage traffic. You
can enable iSER from the host’s command line with the esxcli command:

esxcli rdma iser add

Once the adapter has been enabled, you configure and manage it just like a normal
iSCSI adapter.

vSAN

While many of the vSAN updates for 6.7 and 6.7 Ul are more “optimizations” and
enhancements, there are a couple of features that could show up on the VCP exam,
including new Microsoft cluster support, new device and security features, plus some new
network features.
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Setting up vSAN is easier now as there is a quickstart wizard for cluster creation, as seen
in Figure 1.16.

FIGURE 1.16 The quickstart guide will walk you through setting up a cluster.
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1 Cluster basics © 2. Add hosts 3. Configure cluster
Selected services: e and exis
EOIT ADD

Dz Managemment

Once you add hosts to a cluster, the quickstart guide will validate them for the services
you have chosen for the cluster (HA, DRS, vSAN), as shown in Figure 1.17.

FIGURE 1.17 This cluster shows a couple of warnings about its environment but is
otherwise is ready to go.

& Mew Cluster

[ 3. Configure cluster
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You can also use quickstart to add hosts to an existing cluster.

Another optimization with 6.7 is Adaptive Resync. This mechanism will balance the
I/O requests between the four vSAN 1I/O queues (VM, Namespace, Resync, and Metadata).
As the name implies, it’s primarily to balance Resync I/O. During times of heavy VM 1/0,
when the hosts experience congestion, Adaptive Resync will prioritize VM traffic to ensure
that resources perform optimally. When VM 1/0 is low, it will ensure that Resync traffic
performs optimally.

Adaptive Resync looks at bandwidth congestion (a constant stream of data regarding
each I/0O’s bandwidth) and backpressure congestion, which involves the queue length of
each 1/O class. With these inputs, the scheduler will balance the load, allowing maximum
usage for each I/O class when there is no contention and limiting Resync I/O requests when
there is contention.

To help storage efficiency, vSAN now fully supports TRIM/UNMAP commands sent
by a guest OS. These commands (TRIM for ATA drives and UNMAP for SCSI) are used
by the guest OS to indicate blocks of storage no longer in use. When vSAN receives the
command, it can free up the underlying storage referenced by the guest. This can greatly
improve the available storage in your vSAN cluster, especially for guests that have consider-
able disk usage.

With 6.7, vSAN now supports Microsoft’s Windows Server Failover Clustering (WSFC).
WSEFC is available in Windows Server 2016 and 2019 and uses network connectivity to
cluster multiple Windows servers together to improve availability and scalability. This is
supported under vSAN by creating iSCSI targets and pointing the Windows guest software
iSCSI adapter to those targets.

The final updates to mention for vSAN is the support for 4K Native Devices and FIPS
140-2 Level 1 Validation. 4K (or 4Kn) drives have a sector size of 4096 bytes, much larger
than the 512-byte sector size of traditional drives (called 512n drives). Between sectors on a
drive is a sector gap, and each sector needs room for an error correction code (ECC). With
a larger sector size, the number of gaps is reduced, saving space for data.

Previously vSphere and vSAN supported 4K drives in emulated mode (512¢), which helps
with the space issue but comes with a performance hit compared to native 4K devices.

With vSphere 6.7, the VM Kernel Cryptographic Module used by vSAN’s encryption
setting has passed FIPS 140-2 validation. This is mostly important in the government
datacenters that require solutions to carry this certification level. With the new validation,
partners can build vSAN-based solutions that are FIPS certified to ensure that the highest
standards of encryption are met.

Security Updates

The FIPS validation mentioned in the last section makes a good segue into VM encryption,
as the same VM Kernel Cryptographic Module that is used by vSAN is also leveraged by
the virtual machine encryption feature. In addition to the new FIPS certification for VMs at
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rest, there is an enhancement of a feature introduced in vSphere 6.5—Encrypted vMotion.
Intended to protect VMs as they transition between hosts, with 6.7 it also protects VMs as
they transition between datacenters, including to and from VMware on AWS.

Encrypted vMotion can be enabled on a per-VM basis from the VM Options menu as
shown in Figure 1.18.

FIGURE 1.18 Enabling VMotion Encryption on a virtual machine
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The choices for Encrypted vMotion are Disabled, Opportunistic (where encryption will
be used if the destination host offers it), and Required (where the vMotion will fail if the
host cannot support encrypted vMotion). While this was available with vSphere 6.5, with
6.7 you can use Encrypted vMotion between vCenter instances. However, this Cross-
vCenter Encrypted vMotion currently is only available if your VM is not itself encrypted.

Another key security update is the support for Trusted Platform Module (TPM) version
2.0 hardware devices. These devices improve ESXi host integrity by leveraging Secure Boot
to ensure that the running kernel and processes have not been tampered with. Additionally,
the TPM 2.0 hardware can be provided as vIPM devices to guests that are compatible to
ensure the integrity of their processes.

See VMware’s vSphere 6.7 Security Guide for in-depth information on TPM 2.0 and
how it is used.

One final security note looks back to the earlier section on topology and Ul updates for
VCSA. If you are repointing vCenter servers and migrating SSO domains, note that local
users and groups will not be migrated to the destination. Using local users and groups is
not a recommended practice, but some deployments utilize them.
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There is a new VM hardware version for 6.7 (version 14) along with changes to the Content
Library and a new EVC setting. These are not backward compatible, so keep that in mind

if you run a mixed-version environment.

Hardware version 14 is required to enable some of the features we have discussed, such
as vIPM and vPMem/NVDIMM, as well as the new EVC setting we’ll discuss later on. See
Figure 1.19 for the new device options for hardware version 14.

FIGURE 1.19 With hardware version 14, NVDIMM and TPM are available if

your hardware supports them.
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Content Library

The Content Library can now be accessed from within the HTMLS client, and virtual

machines can now be stored as either Open Virtualization Format (OVF) or VM templates,
as shown in Figure 1.20. Note that VM templates can only be stored in local libraries that

are not shared externally.
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FIGURE 1.20 Content Library showing a virtual machine uploaded as a VM
template and OVF

7 vSphere - Library02a - Templales % ==

&« { A Notsecure | vesa-01acorpdocalfui/#Textensionld=vsphere.core library relatedTemplatesTab&objectld=urmvapiram umsans. conte

vm vSphere Client

Ej| Litearytda ;
[# Templates 2 El |—|bra"Y026 RETICES:
[3) oter Types o summary  Templates  Other Types

Name T v | Type w | Siored Log »  GUesIOS w | Size v LastModifi_.

& ninyoz OVF Tamplata Yot Other Linug (32-bith 25.08 MB D 13, 2019

[ Tinyo2 VM Temolate es Cther Linux (32-b 2607 MB Dec 13, 2019 .

When vApps are uploaded to a Content Library, they will be stored as OVFs. New to
vSphere 6.7, OVA files uploaded to a Content Library will be stored as an OVF, as shown
in Figure 1.21. ISOs and other files will still show up in the Other Types tab in the Content
Library UL

FIGURE 1.21 Anuploaded OVA stored as an OVF.
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Create a local Content Library in the HTMLS5 client and upload an OVA.

Requires a vCenter server with a datacenter created, an ESXi host with storage, and
an OVA file.

1. Select Content Libraries in the HTML5 client.
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2. Click the plus sign to launch the New Content Library wizard.
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Enter a name for the library and click Next.
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21

Leave the default Local Content Library selected and click Next. Do not check Publish

Externally.
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EXERCISE 1.2 (continued)

5. Select a storage location and click Next.

New Content Library
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6. Verify the settings and click Finish.
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7. Click the new library to open it.

8. From the Actions menu, select Import Item to launch the Import Wizard.
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EXERCISE 1.2 (continued)

10. Verify that the file exists in the Templates tab of the library.

7 vSphere - Library02a - Termplates X ==

p——— 3 [ LibraryO2a
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Clone a virtual machine to a template in a local Content Library and
deploy a new VM from the template.

Requires a vCenter server with a datacenter, ESXi host, and local Content Library.

1. Select the virtual machine to upload to the Content Library. Right-click the virtual
machine and select Clone as Template to Library.
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In the Clone Wizard, make sure VM Template is selected and click Next.
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EXERCISE 1.3 (continued)

3. Select the local library and click Next.

Tiny0Z2 - Clone Virtual Machine To Template
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4. Select a compute resource and click Next.

Virtual Machines
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EXERCISE 1.3 (continued)

5. Select a storage location and click Next.
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6. Verify the settings and click Finish.

Virtual Machines
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7. From the Templates tab of the Content Library, right-click the new template and

select New VM from This Template.
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EXERCISE 1.3 (continued)

8. Enter a name for the virtual machine and a folder and then click Next.
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9. Select a compute resource and click Next.
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EXERCISE 1.3 (continued)

10. Review the template details and click Next.
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11. Select the storage and click Next.

Virtual Machines
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12. Select the network and click Next.
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EXERCISE 1.3 (continued)

13. Reviews the settings and click Finish to deploy the VM.
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Per-VM EVC

VMware’s vMotion technology allows a running virtual machine to be migrated between
hosts. vMotion has had its improvements over the years, and now you can migrate running
virtual machines up to your datacenter on VMware Cloud on AWS.

This ability isn’t completely carefree, however. A guest OS tends to assume that the CPU
instruction set available to it at boot time will continue to be available to it. A running VM
that suddenly loses the ability to run some CPU instructions will not be a running VM for
long. While one solution is to ensure that all of your hosts have the exact same CPU (or at
least the same family), as datacenters grow and change that requirement becomes impos-
sible to achieve.

Thus the debut of Enhanced vMotion Compatibility, or EVC, which can specify the
CPU instruction set available to a host. By setting the EVC level to the oldest/least possible
CPU that your ESXi hosts are running on, you can ensure that the VMs can migrate freely
around your datacenter.
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However, with stretched clusters, hybrid clouds like IBM offers, and of course VMware
Cloud on AWS, a more granular approach is needed, one that allows the EVC setting on a
per-VM basis.

Per-VM ECV is a setting available with VM hardware version 14 and is enabled in the
Configure tab of the virtual machine, as shown in Figure 1.22.

FIGURE 1.22 Editing the EVC setting on a virtual machine
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Summary

VMware is constantly improving its software. New releases provide stability and security
and bring new features and enhancements to existing features—which turn into great
material for exam questions.

The improvements to vSphere with 6.7 and 6.7 U1 include more functionality in the
HTMLS client, changes to vCenter and the vCenter Appliance, feature enhancements, and
new hardware support for the vSphere storage. There are also new security features as well
as updates to virtual machines and the Content Library.

You should work with each of these new features and functions to build familiarity
before taking the exam.
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Exam Essentials

Understand vCenter topology changes. The external PSC is being deprecated. It’s still
supported but not for much longer. The push is to migrate to embedded PSCs using the
new command-line tools to modify the topology. Embedded PSCs now support hybrid
linked mode.

Be familiar with Update Manager and its requirements. Update Manager is available in
the HTMLS client, but only for host updates. You still need the Flex client for VMware
Tools and hardware updates.

Understand Quick Boot. The new Quick Boot feature works with Update Manager to
restart the kernel only when updates are applied, rapidly improving restart time. However,
PCI pass-through and other configurations can disable Quick Boot.

Understand Persistent Memory and how VMs can use it. The new PMem hardware
allows virtual machines access to very fast storage that persists on restarts. VMs can be
configured with Non-Volatile DIMM (NVDIMM) virtual hardware if the guest allows it,
or a hard drive can be created on the PMem hardware for the VM’s usage as a vPMemDisk.

Know RDMA and the iSER adapter. RDMA provides for high-speed access either for a
host to reach storage or for VM-to-VM traffic if the guest and application support it. For
hosts to leverage iSCSI across RDMA, you need to configure the iSER adapter.

Understand Windows Server Failover Clustering (WSFC) support. With vSphere 6.7 U1,
support is provided for vSAN iSCSI targets to support Microsoft’s Windows Server Failover
Clustering (WSFC) configuration. The Windows guests will connect to the iSCSI targets
using a software iSCSI initiator.

Understand the Content Library updates. The Content Library can now import OVAs as
OVFs and hold VM templates along with OVF templates.
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Review Questions

The answers to the chapter review questions can be found in the Appendix.

1. Where can VCSA service management be found?
A. VAMIUI
B. Flex client
C. HTMLS client
D. Clarity client

2. What task still requires the Flex client?
A. Backing up the VCSA appliance
B. Managing a content library
C. Configuring Virtual Flash
D. Enabling Quick Boot

3. Which software development kit includes the vSphere Storage Management SDK?
A. vSphere Automation SDK for Python
B. vSphere Management SDK
C. vSphere Client SDK
D. vSAN Management SDK for Java
4. What vSphere topology supports Enhanced Linked Mode and is recommended by VMware
for new deployments?
A. Windows-deployed vCenter with an external VCSA PSC
B. VCSA vCenter with an external VCSA PSC
C. VCSA vCenter with an embedded VCSA PSC
D. Windows-deployed vCenter with an external Windows PSC

5.  What can help plan your vCenter topology?
A. vSphere Management SDK
B. VCSA Deployment Utility
C. vSphere 6.7 Clarity client
D. vSphere Topology and Upgrade Planning Tool

6. What tool is available to convert or migrate external PSCs to embedded PSCs?
A. vSphere 6.7 Clarity client
B. wcsa-util
C. cmsso-util
D. loadESXCheckCompat.py
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10.

1.

12.

13.

Chapter 1 = What's New in vSphere 6.7

Which tool will help you consolidate SSO domains?
A. vSphere 6.7 Clarity Client

B. wcsa-util

C. cmsso-util

D. loadESXCheckCompat.py

If your host does not show Quick Boot compatibility, what tool can report on Quick Boot
incompatibilities?

A. vSphere 6.7 Clarity Client

B. wvcsa-util

C. cmsso-util

D. loadESXCheckCompat.py

What feature of ESXi can dramatically improve the time it takes to update a server?
A. Quick Boot

B. RDAM
C. PMem
D. iSER

What new feature can be enabled on legacy operating systems to improve storage speed?
A. NVDIMM

B. iSER

C. vPMemDisk

D. Quick Boot

What must you enable on each ESXi host to make use of iSCSI across RDMA?
A. A new software adapter

B. PMem

C. WFCS

D. Quick Boot

What new feature of vSAN can help VM 1/O traffic be prioritized during times of contention?
A. PMem

B. Adaptive Resync

C. RDMA

D. TRIM

What feature allows guests to help drive storage efficiency?
A. TRIM/UNMAP

vPMemDisk

NVDIMM

iSER

Do w
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What is required for vSAN to support Microsoft’s Windows Server Failover Clustering (WSFC)?
A. iSCSI target

B. Virtual Volumes

C. EVC

D. RDM

What storage technology provides the best performance and efficiency?
A. 512n

B. 4K

C. 512e

D. ECC

What security hardware will ensure guest boot integrity?
A. TPM 2.0

B. OVF

C. FIPS 140-2

D. vPMem

What VM hardware version is required for NVDIMM?

A. 140-2
B. 2.0
C. 6.7
D. 14

What format are OVA files stored in for a vSphere 6.7 Content Library?
A. OVA

B. OVF
C. VMX
D. VMTX

What formats are available for virtual machines stored in a vSphere 6.7 Content Library?
(Choose two.)

A. OVA

B. B.OVF

C. VM template
D. vApp

What virtual machine option can improve portability in a large diverse environment?
A. Per-VM EVC

GPU

CPU affinity

RDM

cow
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This chapter focuses on how to secure ESXi hosts, virtual
machines, and other infrastructure components in a vSphere
- 6.x datacenter.

Securing all access points into a vSphere implementation should be considered even more
important than securing a traditional datacenter. In a traditional datacenter, bypassing
security on a single server would allow access to data on only that server. But a single ESXi
host could be running dozens of virtual machines, each containing potentially valuable
data. Also, in addition to taking security precautions within each virtual machine, you
must also take precautions with the ESXi host itself, as well as other virtualized compo-
nents within the vSphere environment.

The vSphere Web Client provides a centralized access point into the virtual machines
running within the datacenter. One of the first steps that should be taken in securing the
environment should be ensuring that each user and group has the smallest degree of access
to each virtual machine as is appropriate for their role within the company. Normally, this
could be cumbersome to administer, but vSphere provides the ability to customize roles as
needed to provide the exact grouping of privileges required. It also allows that permission
set to be propagated to child objects, simplifying the need to assign permissions on multiple
objects within the hierarchy.

Next, steps should be taken to harden both the ESXi hosts running virtual machines
and the vCenter Server system. The term harden comes into play because both the ESXi
hosts and vCenter Server come with a degree of security out of the box. The idea behind
hardening is to make adjustments to the inherent security of these vectors in order to
reduce the attack surface as much as possible without overly impacting usability of the
environment.

Identity management, certificate management, and licensing management for ESXi hosts
and vCenter Server are provided by the Platform Services Controller (PSC). There are mul-
tiple methods of deploying the PSC depending on design requirements, including a high-
availability solution available starting with vSphere 6.7. Once deployed, the PSC provides a
SAML-token-secured, encrypted pathway for communications-critical components within
the environment. Two-factor authentication is supported using smart card or RSA SecurID
methods. Certificates are managed by the VMware Certificate Authority (VMCA), which
can act on its own or as a subordinate of an enterprise or third-party CA.

The final point of security to be considered is the virtual machine itself. The guest OS in
a virtual machine is subject to the same risks it would be subject to on a physical system,
so the same security precautions should be taken. In addition, starting with vSphere 6.5,
virtual machine encryption is supported, which can be used to protect virtual machine files,
virtual disk files, and core dumps. Finally, some additional steps can be taken to harden
this vector and further reduce the attack surface of the vSphere implementation.
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Configuring and Administering Role-
Based Access Controls

Security in a vSphere environment is a delicate balancing act. Users that perform
day-to-day activities within the environment typically have a set of duties that require
access to specific objects, along with the ability to perform actions on those objects. At the
same time, a user should be restricted from accessing objects that are outside the scope of
their duties. In the case where the user does have access to an object, they still should be
limited to performing the actions on those objects that are necessary for their job.

In vSphere, these actions are referred to as privileges. When a user is granted one or
more privileges on an object, the collection of privileges forms their permissions governing
the use of that object. Finally, the collective group of permissions and objects a user can
access makes up that user’s permission set.

The determination of objects and privileges is closely tied to the user’s duties, or job role.
Because the defining of permissions is tied to a job role, this is referred to as role-based
access control (RBAC). The following sections focus on RBAC.

What Is a Privilege?

A privilege is an action that can be taken in a vSphere environment. An example of a priv-
ilege is Network. Assign network, which assigns a network to a virtual machine. There are
over 275 privileges that can be assigned in vSphere 6.7, which would be extremely cumber-
some if an administrator were required to assign every privilege individually. Thankfully,
this is not necessary, since privileges can be grouped together for easier assignment. This
grouping is done based on tasks and roles.

What Is a Task?

A task is a duty a user has to perform as part of their job role. In many cases, multiple
privileges are required to perform a task. An example of a task might be to create a virtual
machine, which requires the following privileges:

»  Virtual machine.Inventory.Create new
»  Virtual machine.Configuration.Add new disk
=  Resource.Assign virtual machine to resource pool
»  Datastore.Allocate space
=  Network.Assign network
Other common tasks and related privileges can be found in the vSphere Security Guide.

In some cases, it might be appropriate for a single user to have all of these privileges. For
example, an administrator would typically have all of the above privileges. However, it may
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not always be advisable for a user to have all of these privileges even if it is part of their job
role to perform the related task. In this case, if it is an application owner’s duty to create
virtual machines for related applications, the owner may be limited to a specific resource
pool or network. So in some cases, it may be necessary for the owner to request some por-
tion of the tasks to be performed by another user, such as a Resource Pool Administrator.

What Is a Role?

A role is a grouping of privileges based on a specific set of tasks that must be performed
within a vSphere environment. If a user is in the job role of managing the content library
for virtual machine administrators, they might be assigned the content library adminis-
trator role, which contains the following privileges:

= Content library.Add library item

=  Content library.Create local library

= Content library.Create subscribed library

»=  Content library.Delete library item

=  Content library.Delete local library

= Content library.Delete subscribed library

=  Content library.Download files

= Content library.Evict library item

= Content library.Evict subscribed library

= Content library.Probe subscription information
=  Content library.Read storage

»  Content library.Sync library item

= Content library.Sync subscribed library

=  Content library.Type introspection

=  Content library.Update configuration settings
=  Content library.Update files

=  Content library.Update library

= Content library.Update library item

=  Content library.Update local library

=  Content library.Update subscribed library

=  Content library.View configuration settings

There are two types of roles in vSphere: system roles and sample roles. There are five
system roles, as follows:

Administrator Role The Administrator role contains all possible privileges. Assign-
ing a user or group this role against an object ensures that they can perform all possible
actions on the object. This is also the only role that can be used to assign privileges
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to other users and groups. This role is assigned to the local administrator account
by default.

No Cryptography Administrator Role The No Cryptography Administrator role
contains the same privileges as the Administrator role, except for cryptographic oper-
ations privileges. This role allows an administrator to assign administrator privileges
to other users or groups while restricting them from encrypting or decrypting virtual
machines or accessing encrypted data.

No Access Role  The No Access role restricts a user or group from viewing or
changing an object in any way. This role is assigned to new users and groups by
default to prevent access until appropriate privileges can be assigned. This role can be
used in addition to normal privileges to mask specific areas of the hierarchy from a
user or group.

Read Only Role The Read Only role allows a user or group to view the state and
details of the object it is applied to. A user or group with this role on a virtual machine
would be able to view its attributes but would not be able to open a remote console

to the VM.

Tagging Admin Role The Tagging Admin role allows a user or group to manage tags
that are applied to objects in the vSphere inventory. A user or group with this role can
create, edit, delete, or modify tags as well as assign and unassign them.

System roles are permanent fixtures in vSphere, so it is not possible to make any changes
to them. However, these are not the only roles available in vSphere. A number of sample
roles are also included, and these can be modified as needed. The included sample roles are
as follows:

Content Library Administrator Role The Content Library Administrator role allows
a user or group the ability to monitor and manage a library and its contents. Users and
groups with this role can create, edit, and delete libraries, synchronize a library, con-
figure library settings, and import/export items to/from a library.

Resource Pool Administrator Role The Resource Pool Administrator role allows a
user or group to create child resource pools or modify the configuration of existing
child pools. This permission is usually assigned on a parent pool (or a cluster), which
cannot be modified by users or groups assigned this role. Additionally, the role also
allows the granting of permissions on child pools and the assignment of VMs to child
or parent pools.

Virtual Machine Power User Role  The Virtual Machine Power User role allows a
user or group to interact with and make changes to a virtual machine. Examples would
be modifying vCPU or memory settings or adding a vDisk. This role also includes the
ability to manage snapshots and schedule tasks on a VM.

Virtual Machine User Role The Virtual Machine User role allows a user or group to
perform power actions on a virtual machine. It is typically combined with additional
permissions or roles and is very effective when used with VM folders to grant power
users control over a group of virtual machines. Additional actions include the ability to
insert media as well as open a remote console to the VM.
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Datastore Consumer Role The Datastore Consumer role allows a user or group to
consume space on a datastore and restricts a user or group from viewing or chang-
ing an object in any way. It is typically combined with additional permissions or roles
when a user or group needs to create snapshots or virtual machines.

Network Consumer Role The Network Consumer role allows a user or group to
assign virtual machines or hosts to a network, assuming the user or group also has the
appropriate permissions on the related VMs or hosts.

VMware Consolidated Backup Role The VMware Consolidated Backup role is

for the most part a legacy role, but it still can be used to allow a user or group the
appropriate permissions to perform snapshot and backup actions in conjunction with
VMware Data Protection or a third-party backup platform.

To change one of these roles, select the role in the vSphere Web Client and click the
Pencil icon. The Edit Role window is displayed, allowing privileges to be added or removed
as necessary. For example, let’s say you wanted to take the Datastore Consumer role, which
is limited to allocate space, and expand it into a Datastore Administrator role, with all
datastore privileges, including the ability to browse, configure, and move a datastore. An
example is shown in Figure 2.1.

FIGURE 2.1 The Datastore Consumer role edited to include all datastore privileges

|| Edit Role Datastore consumer (sample) 2) M

Edit the role name or select check boxes to change privileges for this
role

Role name: |Datastore consumer (sample)

Frivilege:
» | Cryptographic operations -
» | Datacenter
- [] Datastore
[] Allocate space
[] Browse datastore
[] Configure datastore
[] Low level file operations
[¥] Move datastore
[v] Remove datastore
[v] Remove file
[¥] Rename datastore
[] Update virtual machine files
|| Update virtual machine metadata
» || Datastore cluster

» || Distributed switch

Description: Update virtual machine metadata on a datastore

[ ok ][ cancel ||
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Although it is possible to edit these sample roles, they serve even better as templates in
the creation of new roles. If used in this way, it would be preferable not to make changes
to the sample roles. This is easily accomplished by cloning the sample role, then making
changes and saving the result as a new role. For example, if you wanted to create a role
similar to the Virtual Machine Power User role but wanted to add the ability to configure
virtual machine fault tolerance, you would select the Virtual Machine Power User role in
the vSphere Web Client, click the Clone icon, supply a name for the new role, and add the
privileges as shown in Figure 2.2.

FIGURE 2.2 The Virtual Machine Power User role cloned to a new role that will include
FT privileges

(" Clone Role Virtual machine power user (sample) 2) W

Edit the role name or select check boxes to change privileges for this
role

Role name: |Virtual machine power user with FT privileges

Frivilege:
|| Perform wipe or shrink operations -
(] Power off
[] Power on
[_| Record session on virtual machine
| Replay session on virtual machine

Reset

=

[¥] Resume Fault Tolerance
Suspend

Suspend Fault Tolerance
Test failover

Test restart Secondary VM

RREERE

Tum off Fault Tolerance
|| Turn on Fault Tolerance
(] VMware Tools install

» [ | Inventory

Description: Turn on Fault Tolerance for this virtual machine

[ ok |[ cancel |

While cloning sample roles is a convenient way to create custom roles, you may some-
times need to create a new role from scratch, particularly if there are no sample roles that
closely match your permission requirements. If you do need to create a role, it is a VMware
best practice to grant permissions only to the objects needed in performing the tasks the
role comprises and to use the minimum number of permissions required for each task.
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Assigning Permissions

Now that you have an understanding of privileges, tasks, and roles, let’s look at how to
assign a user or group to an object with a specific set of privileges. To perform this action,
begin by selecting an object. It is a VMware best practice to group both objects and users
together to minimize management overhead. For objects, such groupings would include the
entire datacenter, specific clusters, resource pools, or folders containing specific groups of
virtual machines. Users should be grouped by job role whenever possible.

For the example shown in Figure 2.3, we are selecting the entire datacenter. This is
because the group that we will assign to the datacenter is responsible for creating virtual
machines within the both the Sales cluster and the Finance cluster. This assignment will also
allow the group to create VMs regardless of future cluster, resource pool, or folder locations.
The next step is to assign a user or group to the object. In this case, I have grouped together
users who will share the same responsibility for creating virtual machines, and this is the
group [ am assigning to the object. Finally, I select a role for the group on this object. Since
there is no system or sample role that is limited to creating virtual machines, I have created
a custom role limited to the privileges necessary to perform this task. The workflow would
look like Figure 2.3.

When assigning permissions on an object, think about both user and group require-
ments as well as the collective objects that need to be utilized. This will help determine
whether you make an explicit assignment to an object or propagate permissions to a group
of objects. Take Figure 2.4, for example.

In this use case, the Finance group works with a number of virtual machines (VMs) on a
regular basis. As a result, all of those VMs have been grouped into a folder labeled Finance.
By assigning the Finance group to the Finance folder and propagating their permissions, not
only does the group get access to each VM in the folder with the exact same permissions,
but they will gain the same level of access to any future VMs that are placed into the folder.
Not only does this follow best practice, it also minimizes management overhead as this
assignment only needs to be done once. Any future users added to the group or VMs added
to the folder will automatically acquire the same configuration.

However, in some cases you may need to explicitly assign a user to an object. In the
use case, there is a Receivables user. This user does a very specific job and should not be
granted access to other Finance-related VMs, only to the VM that runs the Receivables
app. The explicit assignment provides the exact level of access needed, albeit at a higher
level of management overhead.

The way permissions on inventory objects behave can change dramatically when a
user has multiple possible permissions assignments to the object. There are two primary
instances when this occurs. The first is when a user is assigned to multiple groups and those
groups are assigned to the same object, as shown in Figure 2.5.
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FIGURE 2.3 Assigning an object to a group, then assigning privileges for the group on

/ Virtual machine creator — custom role
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p

Virtual machine.Inventory.Create new
Virtual machine.Configuration.Add new disk
Resource.Assign virtual machine to resource pool

Datastore.Allocate space

Network.Assign network

4

Q

Primary Datacenter

FIGURE 2.4 Example of propagated permission assignments
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FIGURE 2.5 Example of combined propagated and explicit permission assignments

Primary Datacenter

Server
Admin Group
Jack $< Finance i

— VM

Fmance

Group
— VM
— M

In this example, Jack is a member of both the Server Admin group and the Finance
group. The Server Admin group has all permissions necessary to perform power options
and to configure VM resources but no permissions to interact with the VM or guest (such
as inserting media, opening a console, etc.). The Finance group has permissions to interact
with the VM and guest but no ability to change VM configuration settings. Because Jack is
a member of both groups, and both groups have been assigned to the Finance folder, Jack
is given the aggregate of permissions for both groups. This means that Jack can change the
configuration of the VM and interact with it as well.

The second instance occurs when a user is part of one or more propagated assignments
but has an explicit assignment to a child object. Figure 2.6 provides an example of this.

When this situation occurs, the explicit assignment overrides any propagated permis-
sions. A good example of this would be if Jack was a member of the Server Admin group,
which can configure VMs in this folder, but Jack needs to have total access to the VM.
Assigning Jack the Administrator role on this VM would override the propagated assign-
ment and allow for complete access to the VM.

However, care should be taken when applying this type of assignment. If, for example,
Jack was given a Read Only role on this VM, he would be restricted to those permissions,
which would override the greater degree of control that was granted to him by the propa-
gated role.
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FIGURE 2.6 Example of explicit permission assignment overriding propagated
permissions

Primary Datacenter

Server
Admin Group

ﬁ—» Finance //
_

— VM

—— VM 4—3 Jack

— M

Creating a custom role
1. Connect to a vCenter Server using the vSphere Web Client.

2. Click the Home button, then click Administration in the drop-down menu.

vmware* vSphere Web Client  #=
fa} Home Ctrl+Alt+1 §

Navigator & Actions -
] @ Hosts and Clusters Ctrl+Alt+2 l = @m @
4 Back _ [E)] VMs and Templates Ctrl+Alt+3 | Configure  Permissions Datacenters ~ Hosts & Clu.
=] 8 (£} B3 Storage Chil+Alt+4
csa-01a.corp.local @ Networking Cirl+Alt+5
» [aRegionAD1 [ Content Libraries Ctrlvalir6 3
@ Global Inventory Lists Clrl+Alt+7
- enter
Eﬂ' Policies and Profiles tools
& Auto Deplay nd virtual
DRS
£ vSphere Replication ver //\ 3

here

i, Update Manager B s E ”
& Administration erone 3
Tass %: /

[] Tasks B
[Tj Events sgistered vCenter Server
anually
<7 Tags & Custom Attributes the
Lyour

&, Mew Search

[ Saved Searches =

-l—m_—rm;— Explore Further
7 Create a folder Learn more about folders
Create Datacenter Learn about datacenters
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EXERCISE 2.1 (continued)

3.

To create the custom role, we will clone an existing role. The user that will be
assigned to this role will be responsible for all activities on the datastores assigned
to the vSphere implementation. Therefore, a good starting place would be to clone
the Datastore consumer (sample) role. To clone this role, begin by selecting Roles in
the Navigator pane, then click on the Datastore Consumer (Sample) role. Finally, click
the Clone Role Action icon.

vmware* vSphere Web Client  #=

Navigator p 3 Roles

4 Back

Administration

-

+ it/ X (s prvees

<

Roles provider: | vesa-01a.corp local ‘ - | (i )

Access Control

Global Permissions

Admini *| Defined in
Single Sign-on Clone role action

Read-only
Users and Groups

No access

Configuration -
No cryptography administrator

ey Wirtual machine power user (sample)
s Virtual machine user (sample)
Reports Resource pool administrator (sample)
Solutions WMware Consolidated Backup user (sample)
Client Plug-Ins HmsAdmin

vCenter Server Extensions Datastore consumer {(sample)
Deployment Metwark administrator (sample)
System Configuration > Tagging Admin

Customer Experience Improvement P Wirtual Machine console user

Support HmsDiagnostics

Upload File to Service Request HmsView

Content library administrator (sample) -
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4. The Clone Role window is displayed, showing the privileges that make up the
existing role.

! Clone Role Datastore consumer (sample) (Z) »

Edit the role name or select check boxes to change privileges for this
role

Role name: |Clone of Datastore consumer (sample)

Privilege:
~ || All Privileges
v | | Alarms
v | | AutoDeploy
v | | Certificates
v || Content Library
v | | Cryptographic operations
v | | Datacenter
v |@| Datastore
v | | Datastore cluster

v | | Distributed switch

v | | ESX Agent Manager

v || Extension

v | | External stats provider

v | | Folder

Y | 2lnkhal

Description: All Privileges

OK Cancel
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EXERCISE 2.1 (continued)

5. To create the new role, begin by changing the name of the role to Datastore
Administrator.

[~ Clone Role Datastore consumer (sample} 71 M

Edit the role name or select check boxes to change privileges for this
role

Role name: |Datastore Administrator

Privilege:

~ |[d All Privileges
v | | Alarms
3

| AutoDeploy

| Certificates

v | | Content Library

v | | Cryptographic operations

v | | Datacenter

~ | Datastore
|| Allocate space
|| Browse datastore
|| Configure datastore
|| Low level file operations
|| Move datastore
|| Remove datastore

RPamnua fila

Description: All Privileges

OK Cancel
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Next, select all of the Datastore privileges by clicking the Datastore box twice. The

first click will deselect the current privileges, while the second click will select all
privileges. Click OK to create the new role.

@ Clone Role Datastore consumer (sample}

C»

Editthe role name or select check boxes to change privileges for this

role

Role name: |Datastore Administrator

Frivilege:
- || All Privileges

v || Alarms

v || AutoDeploy

3

| Certificates

v || Content Library

3

| Cryptographic operations

» || Datacenter

- /| Datastore
|v/| Allocate space
|v/| Browse datastore
|| Configure datastore
|v] Low level file operations
|v/| Move datastore
|| Remave datastore
lofl Bamaua fila

Description: Datastore

Once the role is created, you should see it displayed in the list of available roles.

vmware® vSphere Web Client

Navigator

X Roles

4 Back
Administration

~ Access Control

Global Permissions
~ Single Sign-On
Users and Groups
Configuration
« Licensing
Licenses
Reports
~ Solutions
Client Plug-Ins
wCenter Server Extensions
~ Deployment
System Configuration
Customer Experience Improvement P.
« Support

Upload File to Service Request

Roles provider: "v:sa—u‘\a corp.local ‘v| o

Roles

vt s

Administrator
Read-only
No access
No cryptography administrator
Datastore Administrator
Virtual machine power user (sample)
Virtual machine user (sample)
Resource pool administrator (sample)
Viware Consolidated Backup user (sample)
HmsAdmin
Datastore consumer (sample)

> Network administrator (sample)
Tagging Admin
Virtual Machine console user
HmsDiagnostics

HmsView

Usage | Privileges }

Defined in

UseriGroup

This listig{
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Applying a role to a user on an object
1. Connect to a vCenter Server using the vSphere Web Client.

2. Click the Home button, then click Administration from the drop-down menu.

vmware: vSphere Web Client A=
{:} Home Crl+Alt+1 §
By | {ghActions ~

Navigator b
[J Hosts and Clusters Cirl+Alt+2 1 =
4 Back _ [2] W and Templates Cirl+Alt+3 | Configure  Permissions  Datacenters  Hosts & Clu...
] £] B storage Cri+Alt+4
=& vcsa-01a corp local € Networking Cirl+Alt+5
¥ [;aRegionA01 = Content Libraries Ctr-Alts 3
% Global Inventory Lists Cirl+Alt+7
3 senter
[57 Policies and Profiles tools
£ Auto Deploy nd virtual
DRS
§ vSphere Replication rver /\
= h
@ Update Manager "e:tr:r\ea E 7
Administration §rone
-e ] _d
[&] Tasks hyou <
G Events Egistered vCenter Server
nually
()’ Tags & Custom Aftributes the
Lyour
@, Mew Search
[ saved Searches £
1—=nasn.—lm— Explore Further
# Create a folder Learn more about folders
Create Datacenter Learn about datacenters
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3. The first step in this lab is to create a new user.To create the user, begin by selecting Users
And Groups in the Navigator pane, then click the New User Action icon (the plus symbol)/

are phe eb s

Navigator X &5 vCenter Users and Groups
4 Back J Users | Solution Users  Groups
S Domain: |.\fsphere.local |v|
~ Access Control -

Roles +

Global Permissions | New User First tame st tame

KM =

~ Single Sign-On

Configuration

~ Licensing
Licenses
Reports

~ Solutions
Client Plug-Ins

vCenter Server Extensions

~ Deployment

System Configuration

Customer Experience Improvement P...

~ Support

Upload File to Sernvice Request

Administrator Administrator
waiter-58ce0269-...

waiter

krbtgtVSPHERE L

4. The New User window is displayed.

New User (7)

Enter values for this user, including the password.

User name: || |

Password: i ]
Confirm password:

First name:

Last name:

Email address:

Description:

vsphere local
58ce0269-8371-48...
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EXERCISE 2.2 (continued)

6.

5. Enter the information shown in the following screen shot. Our new user, Susan Rich-
ards, will be a Datastore Administrator. For the password, use VMware1!. Click OK to

add the user.

New User

User name:
FPasswaord:
Confirm password:
First name
Lastname

Email address:

Description:

Enter values for this user, including the password.

srichards

proTTT—
proTTT—
Susan
Richards

srichards@vcp.com

Datastore Administrator for
all storage resources
connected to
vesa-01a.corp.locall

[ ok || cancel |

vmware: vSphere Web Client  #i=

Navigator X ¢ vCenter Users and Groups.
4 Back Users | Solution Users  Groups
QST Domain: [vspherelocal |~
~ Access Control —
Roles + 17 % v
Global Permissions: Vsemame Frieme
~ Single Sign-On K
Administrator Administrator
Walter-58ce0269-..  walter
Configuration
srichards susan
~ Licensing
KrotaUVSPHERE L.
Licenses
Reports
~ Solutions

Lest Name Email

vsphere local
56080269-8377-48,
Richards.

Desoription

sricharde@vep.com  Datastore Adminis.

Losied
No
No
o
No
No

If the user has been successfully added, they will appear on the main users list.

U | Administrator@VSPHERELOCAL ~

Disabled
No

No

No
Yes
No

Domain
vsphere local
vsphere local
vsphere local
vsphere lacal

vsphere local

| Help |

7.

Susan will be assigned the Datastore Administrator role on the vCenter appliance so

that any datastore resources added to the server will automatically inherit permis-
sions. To do this, click the Home icon, then click Hosts And Clusters.
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vmware: vSphere Web Client

LB

Single Sign-On

Configuration
Licensing

1

Licenses
Reports

- Solutions
Client Plug-Ins

~ Deployment

System Configuration

- Support

vCenter Server Extensions

Customer Experience Improvement P...

Upload File to Service Request

N £} Home Crl+Alt+1
MNavigator
Hasts and Clusters Clri+Alt+2
<A Back
# VMs and Templates CHrl+Alte3
Administration 3 storage Cirl+Alt+4
- Access Control €3 Networking Cr Al 5
Roles Content Libraries Crl+Al+6
Global Permissions E, Global Inventory Lists Ctrl+Al+T [

[zt Policies and Profiles |
& Auto Deploy

£} wSphere Replication

(@, Update Manager I

&%, Administration |

[T Events |

0 Tags & Custom Attributes

@, New Search i
[ saved Searches I

Last Mame

vsphere.local

Email

58ce0269-8371-48...

Richards

srichards@vcp.com  Datastore Adminis

Desaription

8.

Ensure that the vCenter appliance is highlighted in the Navigator pane, then click the
Permissions tab.

vmware® vSphere Web Client  #= U | Administratorg
Navigator X [ vcsa0ta.com.ocal ‘ fa #3 *@ /& | {ghActions v
gaEack Getting Start..  Summary Monitor  Configure ‘ permissions | Dalacenters Hosls &Clu. VMs Datastores Networks LinkedvCe..
5] 8
+ |/
» [l RegionA01 User/Group Role Defined in

& VSPHERE.LOCAL\Administrators

& VSPHERE.LOCAL'wpxd-7816a020-0d7a-404c-8b59-Obea...
a VSPHERE LOCALWpxd-extension-7816a020-0d7a-404c-
& VSPHERE LOCALWsphere-webclient-7816a020-0d7a-40.
& VSPHERE.LOCAL\Administrator

& VSPHERE.LOCAL\com.vmwarer-47230450-6264-4de0-...
& VSPHERE.LOCAL\com.vmwarer-6e95c587-36a-4677-8...

Administrator
Administrator
Administrator
Read-only

Administrator
Administrator
Administrator

Global Permission
Global Permission
Global Permission
Global Permission
This object and its children
This object and itz children
This object and ils children

Ti
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9. Click the plus sign to open the Add Permission window.

EXERCISE 2.2 (continued)

[ vcsa-01a.corp.ocal - Add Permission 2
Selectthe users or groups on the left and the role to assign to them on the right.
The users or groups listed below are The users or groups obtain the permissions on the selected
assigned the role selected on the right on objects as defined by their assigned role.
vesa-01a.corp.local’
Administrator -
User/Group Role Fropa
~ Al Privileges -
v Alarms
v AutoDeploy
3 Certificates
v Caontent Library
v Cryptographic operations
3 Datacenter
3 Datastore
3 Datastore cluster
3 Distributed switch
v ESX Agent Manager
3 Extension
v External stats provider
3 Folder
3 Global
. Unnalth nndata nroidar v
Description: All Privileges
Fropagate to children
Add... View Children
oK Cancel
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10. Select the Datastore Administrator role from the Assigned Role drop-down.

[ vesa-01a.corp.local - Add Permission

() »

Selectthe users or groups on the left and the role to assign to them on the right.

Users and Groups

The users or groups listed below are
assignedthe role selected on the right on
wesa-01a.corp.local’.

User/Group Role Propa...

Add... Remove

Assigned Role

The users or groups obtain the permissions on the selected
objects as defined by their assigned role.

' Administrator | v.|

Administrator

Read-only

Mo access

Mo cryptography administrator

Datastore Administrator
i 2 ordry

3 Cryptographic operations
3 Datacenter

3 Datastore

3 Datastore cluster

3 Distributed switch

3 ESX Agent Manager

3 Extension

3 External stats provider
3 Folder

3 Global

L Unnlth andats nraidar

Description: All Privileges
["] Propagate to children

Wiew Children
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EXERCISE 2.2 (continued)

11. The Select Users/Groups window appears. Locate Susan Richards, then click Add.
Click OK to assign the user to the role.

Select Users/Groups (<)

Select users from the list or type names in the Users text box. Click Check names to
validate your entries against the directory.

Domain: | vsphere.local |v|

Users and Groups

|'ShowUsers First |v| [ @ ®earch

2 a Description/Full name
com.vmware vr-5e95c587-3f6a-467 ... vSphere Replication
KiM
krbototVSPHERE.LOCAL
machine-7816a020-0d7a-404c-8b...
srichards
vprd-7816a020-0d7 a-404c-8059-0...
wrd-extension-7R316A020-007 a-40

Users: |vsphere.|ocal\srichards

Groups: |

Separate multiple names with semicolons | Check names |




Configuring and

12. The display should now show the user on the left side and the assigned role on the

Administering Role-Based Access Controls

right. Click OK to assign this user with this role to the vCenter appliance object.

[T] vesa-01a.corplocal - Add Permission

(2) W

Selectthe users or groups on the left and the role to assign to them on the right.

Users and Groups

The users or groups listed below are
assigned the role selected on the right on

Assigned Role

The users or groups obtain the permissions on the selected
objects as defined by their assigned role.

‘vesa-01a.corp local®
Datastore Administrator

|V|

Description: All Privileges
[+ Propagate to children

Add... Remove

View Children

User/Group Role Fropa...
2 vspherelo.. Datastore .. Yes = [ G ATIEES =
v Alarms
v AutoDeploy
3 Certificates
v Content Library
» Cryptographic operations
3 Datacenter
» + Datastore
3 Datastore cluster
3 Distributed switch
v ESX Agent Manager
3 Extension
¥ External stats provider
v Folder
3 Global
- Uanalh andatn nrmsidar A

she has been assigned on this object.

vmware vSphere Web Client  #=

Navigator

X | [(vesablacomplocal | fiy &7 ¥ Jg | {gAdions -

4 Back Getting Start

Summary Wonior Confoure | permissions | Dtacenters Hosts 0L, VMs Datasiores Networs

O | Adminisirate

LinkedvCe.

13. The Permissions list for the vCenter appliance should now show Susan and the role

PHERELOCAL ~ | Help |

Extensions  Update Man

8
2 + /7 X

UseriGroup Role.

[ vesa-01a corp local
» [iaRegionA01 pefinedin

& VSPHERE LOCALWpK-78162020-0073-404¢-8059-0bea

& VSPHERE LOCALwpxd-ext 1

& VSPHERE LOCALWsphere-webclient-7815a020-007 a-40.

& VSPHERE LOCALAdministrators

& VSPHERELOCAL 50587-36a-467F-

& VSPHERELOGAL 47

& VSPHERE LOCALAdministrator

& VSPHERE LOCALIsrichards

Administrator Global Permission

Global Permission
Read-only Global Permission
Administrator Global Permission
This object andts children
This objectand ts children
This objectand ts children

This objectandits children

Administrator

Datastore Administrator

(@ Fiter -

sitems (3 Export+ ([ Copy ~
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Viewing and Exporting Group and User Permissions

To see the current permission settings on an object, select the object in the navigator and
click the Permissions tab. The current list of users and groups that have permissions on
the object and the role they have been assigned on the object are displayed. Figure 2.7 is

an example.

FIGURE 2.7 Viewing permission assignments on an object

2 VPR

& VSPHERE LOCAL\Administrator

ERE LOGALWaphera-webolient-7 515a020-007a-40

Hoets & Clusters  WMe=  Daisstoes  Melworks  Updats Manags:

o= Defmed in

Thiz ofject and its children
Thiz offject
Adminstrator Oéohal Perm:

Administrator

Wirtsal maching weor (sample)

Ginhal Perms
Gicka! Perm
Giohal Perm

X | [qrRegwonant T % I3 A= iAdions -
Getling Started  Summary  Monitor  Configure | Pgimigsions
H 8
i Aveza placal | + /X
< fip ReponAll bt
~ B REginnA01-COMPOY 5 VAPHERE LOCALDCAdmIns
| facs & VEPHERE LOCALIDCCHnt:
o & VSPHERE LOCALwpsd-sxtension-7816a020-0d7a-404c
tofe Tey01 &8 VSPHERE LOGALIAIMInE
(o T2 QAL vpd-781B020-0d7a-404c-5b50-Dbe. .

shan

5 vesa-01a.corpiocal

In the Flash-based client at the bottom of this screen, there is a button that can be used
to export the list. The list will be exported in CSV format. Figure 2.8 is an example.

FIGURE 2.8 Exporting permission assignments to a file

+ | QF T - |
UsesGroup Roila Ocfned in
4% VSPHERE LOCAL'DCAdming Adminisiratar This otject and its children
ﬂ VSPHERE LOCAL'DC Cliants Virtuzl machine user {sample} This object and its children
L:'., VEPHERE LOCALWpxC-extoncion-78 16302 0- 00T 3-404¢. Adminisirator Global Permesion
& VSPHERE LOCAL\Adr § R Olakal O 5
& VSPHERE LocalupraTsi @ Saveds X
& VSPHERE LOCALWsphere-| 4 BB » ThisPC » Desktop » w 0 | SearchDeskrop )
4 VSPHERE LOCAL'Administy
Organize ¥ v folder (7]
T This BT #  Mame < Date modified Type Size
i 3D Okjects Sengts Fil= folder
[ Oesktop || Data Center Permissions.csv 5V Fil= 1KB
%) Documentz
-‘- Downloads
I Music
=] Pictures
B videos
S Lecal Disk(T)
Filz name: List i
Save asbype: | CV File Losv) ol
~ Hide Folders Cancel

7items [ BXpori= I Copy~=
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Validating Users and Groups

Before a user is assigned permissions on objects in vCenter Server, they must first be vali-
dated. Validation is done against the selected identity source. For more on identity sources,
see the section “SSO and Identity Sources” later in this chapter.

vCenter Server periodically reviews current user and group lists and compares them to
information in the user directory. Any users or groups that no longer exist are removed.
This is done to maintain security in the environment and can be customized as needed.
First, it is possible (though not recommended) to disable validation entirely. This may be
something that is considered in a large, enterprise implementation, since the validation pro-
cess has to search the user directory, which may consist of multiple domains and thousands
of users or groups.

Rather than disabling validation entirely, consider modifying the validation period so
that validation is not done as often. You can even limit the scope of the queries performed.
In this way, you can maintain a high level of security while maintaining a reasonable level
of performance on the vCenter Service system.

To make these adjustments, highlight the vCenter server in the navigator, click the Con-
figure tab, then click the Edit button. The Edit vCenter Server Settings window is displayed.
Click User Directory on the left, then make changes to the settings as needed (Figure 2.9).
The validation period is entered in minutes, with the default setting set at 1440 minutes,
or 24 hours.

FIGURE 2.9 Adjusting the validation period for users and groups

) wesa-0Ma.corp.docal - Edit vCenter Server Settings G 1
SEsEcs Userdirectony
Enter fhe user directory satings for this vCenter Sener installation,

Database
Hunhims: sqlmngs User dirsctory frmeout 60 |
User dieciory [ 1 Enatled
Mail T e o
SNMP raceivars =

+] Enabilzd
s Valdation penad 1240
Timeout setings

Logging s8Engs

S5 sefings

OK | ©ancel
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@ Real World Scenario

How a Simple Mistake Exposed Major Security Issues

An organization has recently run into an issue where a mission-critical virtual machine
was deleted. As the security team began investigating, they found several problems.
First, administrative-level access to vCenter Server was distributed to a much larger audi-
ence than necessary. Similarly, several administrators had privileges on virtual machines
that they didn’t even directly manage. This led to a much larger review of security within
the virtualized infrastructure.

The resulting report recommended restricted administrator access, more granular access
to virtual machines, and an overall hardening of the infrastructure itself. The implemen-
tation of these recommendations resulted in fewer security incidents and a much smaller
attack surface for the datacenter.

Securing ESXi Hosts and the
vCenter Server

Establishing security on specific objects in your vCenter Server inventory is the first step

to creating a secure vSphere implementation. However, this is only the first step. Although
virtual machines and other objects in your inventory are now secured, there are additional
steps that must be taken to secure the platform itself. This includes securing both the vCen-
ter Server system and all of the ESXi hosts in the environment. This activity is commonly
referred to as “hardening,” and the following sections are devoted to the steps that must be
taken to “harden,” or improve, security of the infrastructure components that are a part of
the vSphere implementation.

Hardening ESXi Hosts

First, let’s take a look at the process needed for hardening ESXi hosts in the environment.
Certain steps are taken by default to provide a basis for a secure implementation. These include
CPU, memory, and device isolation as well as a robust firewall. Finally, starting with vSphere
6.0, ESXi hosts are provisioned with certificates. By default, these certificates are signed by the
VMware Certificate Authority (VMCA), but this can be changed, as you will discover.

The first step in hardening an ESXi host is to ensure that the host is regularly patched. If a
vulnerability is exposed on the host, VMware typically will release a patch designed to elim-
inate or at least mitigate that vulnerability. If a vulnerability becomes known and your hosts
are not properly patched, they become an easy vector for attackers to take advantage of.
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Next, you should regularly audit your hosts for any changes that might compromise
security. Two areas that should be regularly audited are exception users and the host’s SSH
configuration. Beginning with vSphere 6.0, users can be added to an Exception Users list
via the vSphere Web Client. These are users who would continue to have permissions even
after the host enters Lockdown Mode. This is sometimes necessary for things like service
accounts but should be an exception for user accounts and should be regularly monitored
to ensure that only authorized users are on the list.

SSH provides a means to access the host but is disabled by default. However, it is pos-
sible to enable this service and open up a possible means of compromising the host. Unless
absolutely necessary, this service should remain disabled. If the service is intended to be dis-
abled, regular audits may be needed to ensure that the state remains unchanged.

Certain configuration steps should be completed to ensure that if an intrusion occurs,
it can be easily tracked down. These include the configuration of NTP, SNMP, and persis-
tent logs. Configuring NTP ensures that all hosts are using an agreed-upon time source and
that time is accurate across all hosts. If an intrusion occurs, this will make it easier to track
the incursion down using a specific time frame. With regard to SNMP, ensure that the ser-
vice remains disabled if you do not intend to use it, and if you are using it, ensure that the
proper trap destination is set. Otherwise, information regarding the host could be sent to
an unwanted and potentially malicious destination.

By default, ESXi hosts store logs to an in-memory file system. In this configuration,
only a single day’s worth of logs are stored at any given time. Not only that, if the host
is rebooted, those logs are lost. To avoid this, go into the Advanced System settings for
each host and configure the Syslog.global.logD1ir parameter to point to a desired
datastore path.

So far, we have looked at patching, auditing, and service configuration. Next, we should
look at settings that may need to be either enabled or disabled. Enabling certain services or
settings can increase security, while disabling others can make it more difficult for the host
to be compromised. Let’s start by looking at disabling unneeded components.

The first component to look at is the Managed Object Browser (MOB). The good news
is that this is disabled by default beginning with vSphere 6.0. When enabled, it provides a
means of debugging the vSphere SDK. The other component to look at is TLS. Transport
Layer Security, or TLS, is a protocol designed to provide privacy and security during a con-
nection to the host. By default, the host is enabled to use versions 1.0, 1.1, and 1.2. When-
ever possible, it is recommended to disable older versions, provided no third-party tools
require an older protocol version. To configure, select a host using the web client, go into
the Advanced System settings, then edit the UserVars.ESXiVPsDisabledProtocols value
to disable the desired versions. You can also use the TLC Reconfiguration Utility.

Moving on, let’s take a look at enablement. There are six components that can be
enabled in order to further harden the host, starting with enabling Active Directory authen-
tication. By joining hosts to the domain, you can avoid the creation of local accounts. This
reduces the means of accessing the host and also reduces administrative overhead. Fur-
thermore, you can enforce password policies configured with AD, such as complexity and
reuse. Finally, you can use the AD group ESX Admins to centralize your admin users to
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a single permission assignment. To enable AD authentication, select a host using the web
client, go into the Authentication Services, then click Join Domain.

If you decide to use Active Directory authentication and you are configuring your hosts
using Host Profiles, AD credentials are saved as part of the profile and as a result can be
transmitted across the network. This can be avoided by using the vSphere Authentication
Proxy. The easiest way to set this up is to follow the instructions in the previous paragraph,
selecting the Using Proxy Server radio button.

Hardening an ESXi host
1. Connect to a vCenter Server using the vSphere Web Client.

2. Click the Home button, then click Hosts And Clusters on the drop-down menu.

vmware* vSphere Web Client

¢} Home Cri+Alt+1
Navigat — el B Actions
el | T Hosts and Clusters rrreg|fa 1 te GG | & =
4 Back | [E] vMs and Templates Cirl+Alt+3 Mary Monitor Configure Permissions Datacenters  Hosts & Clusters
5] ] =] 2] B Storage Clri+Alt+4
< [ vesa-D1a.corp.local g Networking Cirl+Ali+5 2
» [z RegionA01 Content Libraries Cirl+Alt+6 jpu to manage
[ Global Inventory Lists Cirl+as7 S andthevirual
tause these
i Policies and Profiles {rerylarge, vCenter
management tools
&A Auto Deploy ze the hosts and virtual
vSphere Replication jith vSphere DRS
j: . ? le vCenter Sener B
&y Update Manager Jed hythe vSphere
individual inventories & ral
Administration nanaged under one |;
| Tasks <
= tems for whicl F -~
Evenis ems for which you - -
= thave been registered vCenter Server
0 Tags & Custom Aftributes 3, or added manually
Tation Tool in the
@, New Search will appear in your
[ Saved Searches
Basic Tasks Explore Further
i3 Create a folder Leam more about folders
4 Create Datacenter Leam about datacenters

3. There are a number of actions needed to properly harden an ESXi host. This exercise
will focus on two of these actions, creating a global syslog folder and disabling older
protocols. To begin, select a host to perform these actions on, in this case, esx-01a
.corp.local.
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(! vesa-0a.corp.local | o #3 @ Eg | {ghActions »

<A Back

o
1 vcsa-01a.corp.local

vRegiunAm

~ [ RegionA01-COMFO1
5 esx-02a.comp.local
53D

& Tiny01

& Tiny02

& Tiny03

& Tiny04

(G vesa-02a

& vesa-02a.corp.local
(Gh vesa-02a.corp.locali2)
& vSphere_Replication
G Win2K16-01a

esx-0la.corp.local

| Getting Started ‘ Summary  Monitor Configure  Permissions  Datacenters  Hosts & Clusters

Whatis vCenter Server?

vCenter Server allows you to manage n ]t
multiple ESXESX hosts and the virtual . §
machines on them. Because these
environments can grow verylarge, vCenter
Server provides useful management tools
like the abilityto organize the hosts and virtual {11
machines into clusters with vSphere DRS y
and vSphere HA NMultiple vCenter Server
systems can be managed by the vSphere
Weh Client so that their individual inventories
can be presented and managed under one
"pane of glass”.

AnyvCenter Server systems for which you
have privileges and that have been registered
with the Lookup Service, or added manually
with the vCenter Registration Tool in the
Administration section, will appear in your
inventory to the left.

vCenter Server

Basic Tasks Explore Further
3] Create a folder Leam more about folders
i Create Datacenter Leam about datacenters

4. Click the Configure tab.

esx-0tacorplocal | f

Droatnenl Cndnninte

Getling Started  Summary Monitor | Cx | P VMs. D MNetworks  Update Manager

44 Sterage Adapiers

= &t |- p

jorags + a E Lr_}]_ | Q Filter
Storage Adapters
Adagier Type Sialus ldzntmes

SRS PlIX4 for 430TK/440BX/MX IDE Controller
Datastores vmhbat Block 8CS| Unknown
Host Cache Conniguration vmhbat4 Block SCS1 | Unknown
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5.

Click Advanced System Settings in the Navigator pane.
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EXERCISE 2.3 (continued)

g esxotacompiocal

B o LB

{5 Actions »

=
Getling Started  -Summary.  Monitor | Configure l Permizsi VMs D Metworks  Updale Manager
44 Adwanced System Seltings Edit.
Virtisal Machines . PRy
- [a Fite -
VM Startup! Shutdown :
izma usius Summary
Apent VM Settings p
A welcome massage in the nilis screen .
Swa( MMe location
30000 Flush af inis intervai (millseconds}

Dotault VM Compatibility

w System
&= EuffarCache. ParFileHardMaxDiry
Licensing
Time Configuration BuflarCache. SonMa«Dirty

Authenticafion Services CBRC DCachelMemBeserved

Block writers i this many buffers are dirt

Block wrriars if this many buffe

a g
Fluch Immedistaly 17 ihic many bufers ...

Memuory consumed by CBRC Dats Cach

Certificate CBRC DCacheSize Size of CERC Data Cache in MB. This.¢..
Powar Management CERC DigestioumalEootintarval il Intanval (N minutac) for which Digest Jod.,

CBRC Ensble faise Canlent Besed Read Cache
Sustem Heenies B i Flamze N o ) S PP

6.

Click the Edit button. The Edit Advanced System Settings window opens.

Q esx-01a.corp.local - Edit Advanced System Settings

doing.

Name Value

& Modifying configuration parameters is unsupported and can cause instability. Continue only if you know what you are

(a

Summary

Annotations WelcomeMeszage

| A welcome message in the initial scre. .

| Flush at this interval (milliseconds)

| Elock writers if this many buffers are d_..

| Block writers if this many buffers ofa ...

| Flush immediately if this many buffers...

| Memory consumed by CBRC Data Ca...

| Size of CBRC Data Cache in MB. Thi...

| Interval {in minutes) for which Digest ...

BufferCache.Flushinterval 30000
BufferCache HardMaxDirty a5
BufferCache PerFileHardMaxDirty 50
BufferCache SoftMaxDirty 15
CBRC.DCacheMemReserved 400
CERC.DCacheSize 32768
CBRC.DigestJournalBootinterval 10
CERC.Enable [] Enabled

Enable Content Based Read Cache

Config.Defaults. cpuidMask. mode.0.eax |dizable

| Controls the use of Config.Defaults.cp...

Config.Defaults. cpuidMask. mode.0.ebx  |dizable

| Controls the uze of Config.Defaults.cp...

Config.Defaults. cpuidMask. mode. 0.ecx  |dizable

| Controls the use of Config.Defaults.cp...

OK Cancel
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Because there are a large number of settings that can be manipulated, use the Filter
functionality to drill down to the settings that need to be edited. In this case, you are
configuring syslog, so type syslog into the Filter box. Notice that now only settings
related to syslog are displayed.

[ esx-D1a.corp.local - Edit Advanced System Settings (?)
& Modifying configuration parameters is unsupported and can cause instability. Continue only if you know what you are
doing.
(Qamod <)

Mame Value Summary

Syslog.global logDirUnique [] Enabled Place logs in a unigue subdirectory of .. *
Syslog.global logHost | | The remote host to output logs to. Re...
Syslog.loggers.auth rotate |8 | Mumber of rotated logs to keep for thi...
Syslog.loggers. auth size |1D24 | Set size of logs before rotation for this...
Syslog.loggers.clomd.rotate |8 | Mumber of rotated logs to keep for thi...
Syslog.loggers.clomd.size |1D24 | Set size of logs before rotation for this...
Syslog.loggers.cmmdsTimeMachine.r... |8 | Mumber of rotated logs to keep for thi...
Syslog.loggers.cmmdsTimeMachine s.... |1D24 | Set zize of logs before rotation for this...
Syslog.loggers.cmmdsTimeMachineD. .. |2D | Mumber of rotated logs to keep for thi...
Syslog.loggers.cmmdsTimeMachineD. .. |1D24D | Set size of logs before rotation for this. ..
Syslog.loggers.ddecomd rotate |8 | Mumber of rotated logs to keep for thi...
Syslog.loggers.ddecomd.size |1D24 | Set size of logs before rotation for this... -
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EXERCISE 2.3 (continued)

8. This is still a fairly large group of settings, so filter down further by typing syslog
.global into the Filter box. Notice that now only a few settings are shown that are
directly related to global syslog configuration.

Q esx-01a.corp.local - Edit Advanced System Settings ?

/A Modifying configuration parameters is unsupported and can cause instability. Confinue only if you know what you are

doing

Q, syslog.global -
Mame Value Summary
Syslog.global defauliRotate 8 Default number of rotated logs to keep...
Syslog.global defaultSize 1024 Default size of logs before rotation, in ...
Syslog.global logDir [1 /scratchilog Datastore path of directory to output lo...
Syslog.global logDirUnique Enabled Place logs in a unigue subdirectory of |...
Syslog.global logHost The remote host to output logs to. Res..

OK Cancel
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9. Enter a fixed, shared location for syslog files. In this case, use the iSCSI-Datastore
datastore and a folder called /FixedLog.
[ esx-D1a.corp.local - Edit Advanced System Settings (?)
& Modifying configuration parameters is unsupported and can cause instability. Continue only if you know what you are
doing.
I':Q syslog.global v
Mame Value Summary
Syslog.global defauliRotate |8 | Default number of rotated logs to keep...
Syslog.global defaultSize |1024 | Default size of logs before rotation, in ...
Syslog.global logDir -Datastore] /Fi Datastore path of directory to output lo...
Syslog.global logDirUnique [] Enabled Place logs in a unigue subdirectory of |...
Syslog.global logHost | The remote host to output logs to. Res..
10. Click OK to apply the configuration changes. You will be returned to the Advanced
Systems Settings section of the Configure tab. Filter down to syslog.global to
verify that the change has been applied.
_E__omummmm B ;,_ iy & |@_A:ﬁms- =
Getling Started  Summary  Moniter | Confi | Parmsi VMs Datash Networks  Update Manager

- Virtual Machines =

il Adwnced Syskem Setings Edit...

Q. sysiog.glebs!

VM Starup Shutdown

Hame valig Srnmary
Agent VM Settings

- i Svsiog glopaldefauitFotane B Detault rumber of rotated logs 10 keep. B

Swap file location

Syslog global defauliSize 1024 Deizult siz= of logs before olztion in KB
Default VM Compatibliity

Systog globallegDir [iCEI-Datastore] FixedLog Datastore peth of directory to output Togs .

~ System

Sysiog globaliegDirinigue ialze Flace 1095 N 3 uMgus subairectony of iog.

Licensing poas L 2 L 3 . 2
&l logHes - amole 0 oulput 1ogs to. Res

Time Connguration Syslog global logHost The ramota host 1o oulpul Ings (o, Resal |

Authentication Services
Certilicate

Power Managemeant

Advanced System Setfings
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EXERCISE 2.3 (continued)

11. Now, click Edit again to return to the Edit Advanced System Settings window. You will
now disable a couple of legacy protocols so that they cannot be used as attack vectors.

@ esx-D1a.corp.local - Edit Advanced System Settings (?)
& Modifying configuration parameters is unsupported and can cause instability. Continue only if you know what you are
doing
(q F ~|
Mame Value Summary
Annotations.WelcomeMessage | Awelcome message in the initial scre... |~
BufferCache.Flushinterval 30000 | Flush at this interval (milliseconds) I
BufferCache HardMaxDirty 95 | Block writers if this many buffers are d...
BufferCache PerFileHardMaxDirty 50 | Block writers if this many buffers of a
BufferCache SoftMaxDirty 15 | Flush immediately if this many buffers
CERC.DCacheMemReserved 400 | Memoary consumed by CERC Data Ca...
CBRC.DCacheSize 32768 | Size of CBRC Data Cache in ME. Thi...
CERC.DigestJournalBootinterval 10 | Interval (in minutes) for which Digest ...
CERC.Enable [] Enabled Enable Content Based Read Cache
Config.Defaults.cpuidMask. mode.0.eax |disable | Controls the use of Config.Defaults.cp...
Config.Defaults.cpuidMask.mode.0.ebx  |disable | Controls the use of Config.Defaults.cp...
Config.Defaults.cpuidMask.mode.0.ecx  |disable | Controls the use of Config.Defaults.cp...
[ ok [ cancar |,

12. Filter down to the appropriate section by typing uservars in the Filter box.

E| esx-01a.corp.local - Edit Advanced System Settings (?)
/A Modifying configuration parameters is unsupported and can cause instability. Continue only if you know what you are
doing.
| @ uservars - |
Mame Value Summary
UserVars. EsximageMNetRateLimit 0 | Set the maximum rate, in bytesisec, .. | *
UserVars. EsximageMNeiRetries 10 | Set the number of times to retry in cas...
UserVars. EsximageMNeiTimeout 60 | Set the timeout in seconds for downlo...
UserVars. ESXiShellinteractiveTimeOut | |0 | Idle time before an interactive shell is ...
UserVars. ESXiShellTimeCOut 0 | Time before automatically disabling lo...
UserVars. ESXiVPsAllowedCiphers !aNULL.kECDH+AESGCM.ECDH—AES‘| ESXi VPs allowed ciphers. List of allo...
Uservars. ESXiVPsDisabledProtocols 55Iv3 | ESXi VPs disabled protocols. Choices..
Uservars.HostClientCEIPOptin 1 | Whether or not to opt-in for the Custo...
UserVars.HostClientDefaultConsole webmks | The default console to use when clicki..
UserVars. HostClientEnableMOTDNoti... (1 | Whether or not to enable MOTD notifi...
UserViars. HostClientEnableVisualEffe 1 | Whether or not to enable visual effect
UserViars. HostClientSessionTimeout 900 | Default timeout for Host Client sessio
OK Cancel ||
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13. Locate the UserVars.ESXIVPsDisabledProtocols configuration item, then add
tls1.0 and tls1.1 to any existing protocols in the box.

[ esx-01a.corp.local - Edit Advanced System Settings (3)
& Modifying configuration parameters is unsupported and can cause instability. Continue only if you know what you are
doing.
(@ uservars -

Name Value Summary

UserVars EsximageMetRateLimit |[J | Set the maximum rate, in bytes/sec, f.. *
UserVars EsximagehetRefries |1D | Set the number of times to retry in cas...
UserVars. EsximageMNetTimeout |BD | Set the timeout in seconds for downlo...
UserVars.ESXiShellinteractive TimeOut |[J | Idle time before an interactive shellis ...
UserVars ESXiShellTimeOut |[J | Time before automatically disabling lo...
UserVars ESXiVPzAllowedCiphers |!aNULL:kECDH+AESGCM:ECDH—AES-| ESXiVPs allowed ciphers. List of allo... .
UserVars. ESXiVPsDisabledProtocols IssIvB. tls1.0, tls1.1 | ESXi VPs disabled protocols. Choices...
UserVars. HostClientCEIFOptin |1 | ‘Whether or not to opt-in for the Custo...
UserVars.HostClientDefaultConsole |webmks | The default console to use when clicki...
UserVars.HostClientEnableMOTDNoti... |1 | Whether or not to enable MOTD notifi...
UserVars.HostClientEnableVisualEffe.. |1 | Whether or not to enable visual effect...
UserVars.HostClientSessionTimeout |QDO | Default timeout for Host Client sessio...
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EXERCISE 2.3 (continued)

14. Click OK to apply the configuration changes. You will be returned to the Advanced
Systems Settings section of the Configure tab. Filter down to uservars to verify that
the change has been applied.

[ ssx-01acorpiocal | [ o ) [Oey | G63Actons - =
Geffing Starled  Summary  Monilor | Configure | Pemmissions WMs  Dafasiores  Nefworks  Updsle Manager
Etl Advanced S\sEM Semngs Edit....

~ Virtual Machines = T

0, USERVES -

VM Startup/ Shutdown
Agent VM Seltings

Swap file location

Defauli VM Compatibiility
60D An ide time In

~ System
Licensing o Set the mayimum

Time Con figurafion

Authentication Services

Certificate ESXiShellinlera: a

Power Managemenl UserVars ESKiShelTimel o

Advanced System Settings Uservars.E IgMULL KECDH+AESGCMECDH=AES ",

System Resource Reservation Ucervars. ESXIV SENVE, 1.0, tE T ESXI VPE gisabled protocols. Choices ar

ESXi hosts also come with a feature called Lockdown Mode. This feature is designed to
limit access to the host directly, forcing all connectivity to the host to pass through vCenter
Server. Since the only method of accessing a host is via vCenter, an administrator can more
easily ensure that the roles and permissions implemented through vCenter are adhered to.
There are two settings for Lockdown Mode, Normal and Strict. In both cases, direct access
to the host is disabled, but with Normal mode, the Direct Console User Interface (DCUI)
is left operational, allowing users who are placed on the DCUI.Access list to override the
lockdown and access the console. By default, only root is placed on the DCUI.Access list.
Strict mode disables the DCUI service, eliminating the possibility of accessing the host
using the console.

Enabling Lockdown
1. Connectto a vCenter Server using the vSphere Web Client.

2. Click the Home button, then click Hosts And Clusters from the drop-down menu.



Securing ESXi Hosts and the vCenter Server 83
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(2} Home Ciri+Alt+1
Navigator §l Hosts and Clusters
4 Back VMs and Templates Cirl+Alt+3 Mary  Monitor
EF B Storage Crl+Alt+4
(=l vcsa-01a corp local € Networking Clrl+Alt+5 2

» Regium\m

Content Libraries
Global Inventory Lists

Cirl+Alt+6 jou to manage
Cirl~aft+7 B and the virual
cause these

[ Policies and Profiles

Ivery large, vCenter
management tools

& Auto Deploy 2e the hosts and virtual
§ vSphere Replication with vSphere DRS

. le vCenter Server
@ Update Manager jed bythe ¥vSphere

&% Administration
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nanaged under one

Tasks
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tems for which you
thave been registered
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@, New Search
[ Saved Searches
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Basic Tasks

7] Create a folder
i3 Create Datacenter

vCenter Server

Explore Further

Leam more about folders
Leam about datacenters

3. Enabling Lockdown Mode on managed ESXi hosts is an essential part of the hard-
ening process. To begin, select a host to perform these actions on, in this case,

esx-0la.corp.local.

are ~here ah o
Navigator .l.‘ vesa-01a.corp.local | fa 1 *@ &g | {ghActions ~
<4 Back J Getting Started ‘ Summary Monitor Configure Permissions Datacenters  Hosts & Clusters
o
(% vesa-01a corp.local Whatis vCenter Server?
+ [z RegionA01 vCenter Server allows you to manage A

~ [ RegionA01-COMPO1
[ esx-02a.comp.local

53D

esx-0la.corp.local

multiple ESX/ESX hosts and the virtual
machines on them. Because these
environments can grow very large, vCenter
Server provides useful management tools
like the ability o organize the hosts and virtual
machines into clusters with vSphere DRS

& Tiny01

& Tiny02

& Tiny03

& Tiny04

& vesa-02a

& vesa-02a.corp.local
(& vesa-02a.corp.local(2)
& vSphere_Replication
& Win2K16-01a

and v3phere HA Multiple vCenter Server
systems can be managed by the vSphere
Web Client so that their individual inventories
can be presented and managed under one
‘pane of glass™

AnywCenter Server systems for which you
have privileges and that have been registered
with the Lookup Service, or added manually
with the vCenter Registration Tool in the
Administration section, will appear in your
inventoryto the left.

Basic Tasks

] Create a folder
i Create Datacenter

vCenter Server

Explore Further

Leam more about folders
Leam about datacenters

4. Once the host has been selected, a series of tabs becomes available that allow you to

manage various aspects of the

host.
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EXERCISE 2.4 (continued)

vmware: vSphere Web Client  #

Navigator X Q esx-01a.corp.local E_ By BT ES {E:_'}Ar.liuns -
4 Back J Getting Started ‘ Summary Monitor Configure Permissions VMs Dalastores Neiworks Update Manager
| B 8 e
w [ vesa-D1a corp local Whatis a Host?
~ [ig RegionA01 Ahost is a computer that uses virtualization Virtual Machines
v@ RegionAd1-COMPO1 software, such as ESXand ESX, to run virtual
machines. Hosts provide the CPU and
memory resources that virlual machines use
E esx-02a.corp.local and give virtual machines access to storage
530 and network connectivity.
&h Tiny01 Host
& Tiny02
&h Tiny03
& Tiny04
(5 vesa-02a
(5h vesa-02a.corp local Datacenter
{5 vesa-02a.corp.local(2) veenter Server
(5h vSphere_Replication vSphere Client
&1 Win2K16-01a
Basic Tasks Explore Further
45 Create a new virtual machine Leam more about hosts

Leamn how to create virtual machines

5. Click the Configure tab.

vmware® vSphere Web Cliel U | Administralor@VSPHERE LOC
Navigator X [J esx-0tacomlocal | B o - {5} Actions +
Back Getting Stried_ Summary _Moniar | Configure | Permissions VM Datastores _ Netvorks _ Update Manager
=
o | & B8 @& ” storage Adapters
~ (G vesa-0ta corp local
S BT, . oo
Storage Adapts
[ RegionA01-COMPO1 orage Adapiers Acaste e st Iasrtiier Tass Davess
B esx-01a.cop.ocal Storage Devices PIIXA for 430TX/440BX/MX IDE Controller
g ::nza corplocal Datastores Block SCS| Unknovn ) [
gT . Host Cache Configuration Block SCSI Unknown 1 1
iy
B Tiny02 Protocol Endpoints PVSCSI SCSI Controller
& Tinyoa 10 Filters vmhba0 scsi Unknawn 1 1
& Tinyoa + Networking ISCS! Software Adapter
vesa-02a [ vmhbass iscsi Oniine gn.1998-01.com vmwiare esx-01a-5a335058 7 5
Virtual switches
G vesa-02a.cop local VMkernel adapters i
) vesa-02a corp local(2
3 vSphere_Replcation Physical adapters
& Win2k16.01a TCPIIP configuration
Advanced b
~ Virtual Machines Adapter Details
VM Startup/Shutdown —
| Properties | Devices Paths
Agent VM Settings
Swap file location General
Default VM Compatibility Neme  vmhpat
- System Model  PIIX4 for 430TX/440BX/NX IDE Controlier
Licensing
Host Profile
Time Configuration

6. Inthe Navigation pane, click Security Profile.
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dministrator@ RELO 0 Q_Search
X | [ esxotacopiocal | B i [ Bo | BActions ~
Gettng Started  Summary  Monitor | Configure | Permissions VMs  Datastores  Nefworks  Update Manager
a
e « Storage Adapters
(5] vesa-ta.corplocal
+ [qResiona0t  Networking +R L@ B (@ Fier
~ J Region201-CONPO1 Virual switches s = Statun dertier Tages  Devess
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& Tyt
B2 Advanced PVSCSI SCSI Controller
@ Tnyos  Virtual Machines Va0 scsi Unknown B 1
& Tinyo4 VM Startup/Shutdown iSCSI Software Adapter
@ vesa02a Agent Vi Settings mhba6s iscsi Oniine iqn. 1898-01.com umare:esx-01a-5335d52 7 5
3 vesa-02a.corp local S il location
5 vesa-2a.corp locall2 i
& vSphere_Repiication Default VM Compatibility
& Win2K16-01a ~ System . | '
Licensing .
Host Profile Adapeer Details

Time Configuration
Authentication Services
Certificate

Power Management
Advanced System Settings

System Resource Reservation

Security Profile
System Swap

~ Hardware
Processors
Memory

Power Management

| Properties | Devices _Paths

General
Name  vmnhbat
Model  PIIX4 for 430TX/440BX/MX IDE Controlier

7.

A number of security settings are displayed, along with their current configuration.

Scroll to the section titled Lockdown Mode.

a phere Web Clie dminisiralor@ RELO p Q_Search
| Navigator X [ esxOtacomiocal | B [ [ [y [ | & Actons
{{Back Gettng Sarted _ Summery _Monitor | Configure | Pernissions  VMs _Datastorss_ Netvarks_ Updte Manager
| o 8 9 ” Direct Console Ui Running B
(G vesa-0ta.coplocal
i?D] P - Networking ESXi Shel Running
- ssH Stopped
v [ RegionA01-COMPO1 Virtual switches "
Load-Based Teaming Dasmon Running
§ esx01a.corp. VMkernel adapters
1 et e et Active Directory Service Stopped
g Physical adapters NTP Daemon Running
TCPIP configuration PCISC Smart Card Daemon Stopped
& Tinyo1 ppe
& Tiny02 Advanced CIM Server Stopped
& Tinyo3  Virtual Machines SNMP Server Stopped
& Tinyos VM Startup/Shutdown Sysiog Server Running
& vesa-02a Agent VM Settings vSphere igh Availabilty Agent Running
g vrsa—gia corp. :nca: , ‘Swap file location VMware vCenter Agent Running
Vesa-02a.corp local(2)
Default VM Compatibility #0ro Senver Stopped

{1 vSohere_Repication
& Win2K16-01a

~ System
Licensing
Host Profile
Time Configuration
Authentication Services
Certificate
Power Management
Advanced System Settings
System Resource Reservation

Security Profile

System Swap
 Hardware
Processors
Memory
Power Management
Fl i

Lockdown Mode

When enabled, lockdown mode prevents remote users from logging directly into this host. The host will only be accessible through the local console or an,
authorized centralized management application

Lockdown Mode:  Disabled
Exception Users: | ueer

This listis empty.

Hostimage Profile Acceptance Level

Hostimage profle acceptance level dstermines which vSphere installation bundles are accepted for installation. Bundles with lower acceptance level
thanthe host image profile acceptance level will be rejected during installation.

Arcentance | eusl  Parmar Sunnaried

Click Edit. The Lockdown Mode window is displayed. By default, Lockdown Mode

is disabled, meaning that the host can be accessed from vCenter, from the DCUI, or

remotely via SSH.
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EXERCISE 2.4 (continued

E Lockdown Mode 2
Lockdown Mode Lockdown Mode
When enabled, lockdown mode prevents remote users from logging directly to this host The hostis accessible only through the
Exception Users local console or vCenter Server.

Specify host lockdown mode:
=) Disabled
Lockdown mode is disabled
Normal
The hostis accessible onlythrough the local console or vCenter Server.
Strict
The hostis accessible onlythrough vCenter Server. The Direct Console Ul senice is stopped

OK Cancel

9. Ata minimum, remote access should be locked down. In some cases, you may wish
to also lock down access via the DCUI. For this exercise, select Normal.

E Lockdown Mode 2 M
L ockdown Mode: Lockdown Mode
When enabled, lockdown mode prevents remote users from logging directlyto this host. The hostis accessible only through the
Exception Users local console or vGenter Server

Specify host lockdown mode
Disabled
Lockdown mode is disabled.
*) Normal
The hostis accessible onlythrough the local console or vCenter Server
Strict
The hostis accessible onlythrough vCenter Server. The Direct Consale Ul senvice is stopped.

OK Cancel
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10. Click OK to apply the configuration changes. You will be returned to the Security
Profile section of the Configure tab. Verify that the change has been applied by
examining the Lockdown Mode section.

Lockdown Mode Edit..

VWhen enabied, lockdown mode prevents remote Users Trom logging directly Into this host. Tre hostwill oniy be accessile through
the local console or an authorized ceniralized management application

Lockdown Mode Enabled (Norma

Exception Users Liss

Thiz list is empty.

The last two areas of hardening that should be examined on the host are the password
policy and firewall settings. The ESXi host has settings related to the maximum number
of login attempts before an account is locked, how long an account should remain locked
before it is unlocked, and of course, password strength and complexity. These should all be
set, particularly if the host is joined to an Active Directory domain.

As for the firewall, the ESXi host includes a robust firewall, but some settings are not
limited out of the box for functionality purposes. One of these settings is restricting access
through the firewall to only authorized networks. To enable this, deselect the Allow Con-
nections From Any IP Address check box, then add to the whitelist the network/IP ranges
that you want to allow access to services. The two primary services this should be config-
ured for are SSH and vSphere Web Access.

Hardening vCenter Server

When it comes to hardening vCenter Server, congratulations, you just completed the first
step! Since the vCenter server will invariably run on an ESXi host, that host should be
hardened before any steps are taken on the vCenter server itself. We have also discussed
practices for setting up access through the server to objects in the inventory, another key

to securing this system. Part of that process was determining who has administrator-level
privileges and assigning them via an admin group. If vCenter Server has been installed on a
Windows VM, it is possible that the local Windows administrator account has the Admin-
istrator role on vCenter Server. This used to be the default setting but was changed starting
with vSphere 6.0. If this account does have access, it should be removed, restricting access
to the accounts you have already placed in the admin group. You can further mitigate
security risks by using a service account to install vCenter Server and ensuring that applica-
tions connecting to vCenter Server are also using unique service accounts. You should also
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restrict access to the virtual machine running vCenter Server so that only administrative
personnel charged with maintaining the virtual machine or managing the database can
access the system.

Since vCenter Server is running off a vDisk on a datastore, you should also make sure
that access to the datastore is limited. This can be done by limiting the assignment of the
Database.Browse datastore privilege to only those users that need to manage the datastores
in the environment. Also, any user with the vCenter Server Administrator role can also
administer the guest OS on the vCenter Server VM. This can be limited if need be by cre-
ating a custom role with the same privilege minus the Guest Operations privilege.

What remains is ensuring that password policies are properly configured and conform
with the standards for your organization. By default, the vpxuser account password is set
to expire every 30 days. This can be easily modified using the vSphere Web Client. The
password for the administrator of vCenter Single Sign-On, administrator@vsphere.local
by default, also has a specified password policy. By default, this password must meet the
following requirements:

= At least 8 but not to exceed 20 characters
= At least one lowercase character
= At least one numeric character

» At least one special character

The password is set by default to expire every 90 days. As with the vpxuser account,
this policy can also be modified. To do so, use the vSphere Web Client and navigate to
the vCenter Single Sign-On configuration Ul. The password policies are located on the
Policies tab.

When operating vCenter Server, there are different security measures to take if the soft-
ware is running on a Windows VM or if the vCenter Server Appliance is being utilized.
Naturally, if the software is running on a Windows VM, the Windows OS should be regu-
larly patched, protected by antivirus software, and secured just as any other Windows VM
would be, in addition to the measures taken to harden vCenter Server itself. If the vCenter
Server Appliance (VCSA) is being utilized, it is critical that NTP is set up properly. This
is because proper certificate validation relies on synchronized servers. Furthermore, if an
attack occurs, having properly time-stamped logs will make it much easier to perform an
audit and identify the source of the attack.

Configuring and Enabling SSO and
Identity Sources

One of the key parts of administering a vSphere infrastructure is the ability to administer,
secure, and control permissions for vSphere resources. This administration could poten-
tially become complicated when dealing with a vSphere infrastructure containing several



Configuring and Enabling SSO and Identity Sources 89

components that each require account login and permission configurations. To centralize
this administration and to simplify the login process, vSphere utilizes vCenter Single
Sign-On (SSO). With vCenter SSO, a user logs in to the vSphere Web Client. The user is
first authenticated against an identity source and is then issued a token that represents the
user from this point on. The token is then used to validate the user, granting them access

to the objects that the user’s role had permissions for. The token is also used when the user
needs to connect to other VMware or third-party components that are a part of the vSphere
infrastructure.

vCenter Single Sign-On

When a user logs in to the vSphere Web Client with a user name and password

(Figure 2.10, step 1), their information is passed on by the client to the vCenter Single
Sign-On service (step 2). The service checks to make sure that the vSphere Web Client has a
valid SAML token, then checks the user’s credentials against the configured identity source,
such as Active Directory. If the user’s credentials are successfully authenticated against the
identity source, the service returns a token to the vSphere Web Client (step 3). This token
represents the user from this point on. Next, the token is passed to vCenter Server (step

4), which checks with the vCenter Single Sign-On service to make sure the token is valid
and hasn’t expired (step 5). Finally, the token is returned to vCenter Server and the user is
allowed access to the objects they have permissions to utilize (step 6).

FIGURE 2.10 The Single Sign-On process
vSphere Web Client
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This methodology provides benefits beyond centralized administration and a simplified
login process. Consider a situation where a vSphere infrastructure consists of multiple sites
(Figure 2.11).
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FIGURE 2.11 vCenter SSO domains and sites

Domain
/

With SSO, access to each site and their related components is restricted to a single access
point, represented in the graphic as the gate into the domain. Authentication data for the
domain is shared between the domain and each of the sites. Furthermore, instead of login
and password information being passed around, the token is used. This results in a more
tightly controlled, more secure environment.

vCenter Single Sign-On actually consists of multiple components, as shown in Figure 2.12.

FIGURE 2.12 vCenter SSO Components
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The first of these components is the Security Token Service (STS). This service issues
tokens, or more specifically, Security Assertion Markup Language (SAML) tokens. These
are the tokens that represent the identity of a user once the user has been authenticated
against a supported identity source. Once a user has a token, the token allows the user to
access any vCenter service, including VMware and third-party extensions, without authen-
ticating again to each service. All tokens are signed with a signing certificate, which is
stored on disk along with the certificate for the service itself. Next is the Administration
Service, shown here running as a service within the STS. This service allows users with
administrator privileges to configure the vCenter Single Sign-On server and manage users
and groups from the vSphere Web Client. By default, the only admin user is administrator@
vsphere.local, but beginning with vSphere 6.0, you can change the vSphere domain dur-
ing installation. The next component is the VMware Directory Service (vmdir). This ser-
vice is a multi-tenanted, multi-mastered directory service that provides an LDAP directory
that, effective with vSphere 6.0, stores both Single Sign-On and certificate information. The
information stored in the directory is propagated to other SSO instances, should they exist.
The service uses port 389 and can also use port 11711 to communicate with earlier vSphere
versions. The final component is the Identity Management Service. This service handles
identity sources and is used to respond to STS authentication requests by communicating
with LDAP or Active Directory.

Platform Services Controller

Services such as vCenter Single Sign-On, licensing, and certificate management are per-
vasive throughout a typical vSphere infrastructure deployment. As a result, effective with
vSphere 6.0, these services have been centralized to a component called the Platform Ser-
vices Controller (PSC). Because these are required services, they are embedded with every
installation of the vCenter Server Appliance and vCenter Server for Windows. However,
these services are also critical to the infrastructure, so vSphere also provides an external
PSC that can be deployed to be highly available. There are advantages and disadvantages to
using an embedded or external PSC, which I will review here.

For small deployments it makes sense to use vCenter Server with the embedded Platform
Services Controller, as shown in Figure 2.13. This is one of the simplest deployment meth-
odologies, and because both components exist on the same virtual machine, licensing
is reduced and management is simplified. Furthermore, some network-based issues that
could occur due to connectivity or name resolution are eliminated in this type of installa-
tion. However, if you think the vSphere infrastructure might grow larger over time, keep
in mind that you cannot join other vCenter servers or Platform Services Controllers to the
vCenter Single Sign-On domain created on the embedded PSC. Fortunately, if the growth is
unexpected and you need to change the deployment method, it is possible to convert to an
external Platform Services Controller.
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FIGURE 2.13 vCenter Server with an embedded PSC

For larger deployments and/or highly available deployments, an external Platform Ser-
vices Controller should be used, as shown in Figure 2.14. In this type of deployment, you
have a choice of creating a new vCenter Single Sign-On domain or joining an existing
domain. Joined PSC instances replicate data between each other and can even span mul-
tiple sites. Once the external Platform Services Controller has been deployed, multiple
vCenter Server and/or vCenter Server Appliance instances can be registered with the PSC.
Once registered, these vCenter Server instances assume the vCenter Single Sign-On site
of the PSC and are connected in Enhanced Linked Mode. While you could point out that
disadvantages of this deployment method include increased complexity and the need to
monitor network connectivity, I would say that if you have a larger deployment or want a
highly available deployment, you pretty much have to go this route. The one thing I would
recommend is that if you have to separate out these services and you are going to intro-
duce network complexity, you should just go to the next step and make the solution highly
available.

FIGURE 2.14 vCenter Server/vCenter Appliance with an external PSC

Virtual Machine Virtual Machine

A highly available deployment would require a minimum of two external Platform Ser-
vices Controllers sitting behind a load balancer, as shown in Figure 2.15. The total number
of PSC instances you can have is subject to change and should be verified in the current ver-
sion of the Configurations Maximums guide. This type of deployment allows for automatic
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failover in the event one of the PSC instances stops responding, with the load being auto-
matically redistributed among the remaining instances.

FIGURE 2.15 vCenter Server/vCenter Appliance with multiple, load-balanced
external PSCs

Load Balancer

Virtual Machine Virtual Machine

There are several other deployment types, but they are all just variations on the major
themes shown here. In the end you will deploy a stand-alone model, an external model, or a
highly available external model.

Configuring vCenter Single Sign-On

Once you have decided on a deployment model and deployed the PSC instances, you will
need to configure vCenter Single Sign-On. The first step in configuring SSO is to configure
an identity source. An identity source is a collection of user and group data stored in a
database. With vCenter Single Sign-On, you can use Active Directory, OpenLDAP, or local
access using the OS on the machine where SSO has been deployed. When configuring an
identity source, it is possible to configure multiple identity sources and select which of these
sources will be the default.

To configure an identity source, log in to the PSC instance either using the vSphere Web
Client or by connecting directly to the PSC web interface. You must log in using an account
that is a member of the vSphere Single Sign-On Administrators group. Next, navigate to the
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SSO configuration Ul. Navigate to the Identity Sources tab and click the Identity Sources
icon. From here, you can add one of four different types of identity sources:

»  Active Directory (Integrated Windows Authentication)
= Active Directory as an LDAP Server

=  OpenLDAP

»  LocalOS

If you are using Active Directory and the virtual machine running the PSC instance
is connected to the domain, select the Integrated Windows Authentication option. This
option uses the AD configuration information on the virtual machine. If needed, you can
choose the AD as an LDAP Server option, but you will be required to manually enter all
of the AD information. The LocalOS option should only be used if there is no other iden-
tity source, and even then this option would quickly become difficult to manage and is not
recommended. Also keep in mind that once this step is complete, users can be authenticated
but will not have any access to any objects until permissions are set within vCenter Server.

Configuring an identity source provides standard authentication into a vSphere infra-
structure, but in some cases a deployment may call for stronger authentication. This can be
accomplished using two-factor authentication, which was introduced starting with vSphere
6.0 Update 2. In order to use this type of authentication with vSphere, a plug-in is required.
For vSphere 6.5 and up, use the Enhanced Authentication Plug-in. When using two-factor
authentication, VMware supports Smart Card authentication and RSA SecurID authenti-
cation. With Smart Card authentication, a user swipes or inserts a physical card, typically
a Common Access Card (CAC), into a card reader attached to the machine they log in to.
The card, along with a PIN code, is matched against a smart card certificate, allowing the
user to log in. RSA SecurID authentication requires a correctly configured RSA Authen-
tication Manager and a token, which can be either a hardware token or delivered using a
SmartPhone app. Only a user with the correct username and token number can successfully
log in. Examples of the physical components used in two-factor authentication are shown
in Figure 2.16.

The next step in configuring vCenter Server Single Sign-On is to replace the STS Sign-
ing Certificate, if required by your organization. By default, this is a self-signed certificate
generated by the VMware Certificate Authority (VMCA), which resides on the PSC. If
your organization’s security policy prevents the use of self-signed certificates, you can con-
figure the VMCA to act as a subordinate CA, or you can bypass it entirely. In these cases,
you will be using a certificate generated by an in-house or commercial certificate authority.
Once you have generated the certificate, you use the certificate-manager utility (see
Figure 2.17) to replace the default certificate with the custom CA certificate.

The final step in configuring vCenter Server Single Sign-On is setting the policies that
will be used in the environment. There are three policies that must be configured: the Pass-
word policy, the Lockout policy, and the Token policy. Keep in mind that these policies are
only used with the SSO accounts and do not have any impact on accounts added by inte-
grating an identity source like Active Directory.
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FIGURE 2.16 Examples of a Common Access Card and a SecurlD hardware token
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FIGURE 2.17 The Certificate Manager utility listing the various certificate

replacement options

=~Program Files“UMware-wCenter Server‘wmcad>certificate—manager

—— Select Operation ——

replace all certificates

GCustom Certificate

certificates

Reset all Certificates

ote : Use Ctrl-Z and hit Enter to exit.
Optionli to 81:

=##x lelcome to the vSphere 6.8 Certificate Manager

1. Replace Machine $5L certificate with Custom Certificate

2. Replace UMCA Root certificate with Custom Signing
Certificate and replace all Certificates

3. Replace Hachine 38L certificate with UMCA Certificate

4. Regenerate a new UMCA Root Certificate and

%. Replace ZBolution user cewrtificates with

Replace Solution user certificates with UMCA certificates

Revert last performed operation by re—publishing old
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The default vCenter SSO password policy is set to expire passwords after 90 days. This
setting can be changed, along with additional parameters, including password reuse and

minimum and maximum length and character requirements.

The vCenter SSO lockout policy is designed to lock out a user who enters incorrect login
information. By default, a user is locked out if they enter invalid information § times within

3 minutes, and the account is reset after a 5-minute lockout period. This behavior can be

changed by altering any of these three variables.
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Finally, the vCenter SSO token policy specifies how tokens behave. In many cases, you
may want to adjust these settings to conform to your organization’s security standards.
These settings include clock tolerance, maximum token renewal and delegation counts, and
maximum bearer token and holder-of-key token lifetime.

Securing Virtual Machines

The final critical step in securing a vSphere infrastructure is the hardening and securing of
virtual machines. A virtual machine should be secured in much the same way a physical
server would, and the operating system running on a virtual machine is subject to the same
security risks as an operating system running on a physical machine. The following sections
will primarily focus on the steps needed to harden the virtual machine itself. In most cases,
an organization already has a methodology for patching and securing the various operating
systems running in its infrastructure, and those steps can be directly applied to the virtual
environment.

Secure Boot

First, let’s take a look at any bootable virtual machines that might exist in a vSphere
deployment. Bootable virtual machines can be hardened using UEFI Secure Boot. UEFI
Secure Boot is a security standard designed to ensure that a system boots using only trusted
software. This is validated using certificate signing against the bootloader, the OS kernel,
and OS drivers. vSphere 6 virtual machines also include certificates for Windows and Linux
bootloaders and for booting ESXi inside a VM. To support UEFI Secure Boot, virtual
machines must be running VMware Tools version 10.1 or later.

To enable Secure Boot, first verify that the virtual machine’s OS supports UEFI boot,
that you are using EFI firmware, and that the VM has been built on virtual hardware ver-
sion 13 or later. Next, while the VM is powered down, enable UEFI Secure Boot by editing
the VM’s settings using the vSphere Web Client and clicking the Enable Secure Boot check
box. Please note that you must have VirtualMachine.Config.Settings privileges in
order to modify this setting.

Virtual Machine Encryption

When we look at securing a virtual machine, one of the key concepts to remember is that
a virtual machine exists as a series of files. Someone with the proper level of access could
make a copy of these files, place them in another vSphere infrastructure, and bring up the
virtual machine, potentially allowing access to sensitive data. In fact, it wouldn’t even be
necessary to boot up the virtual machine if the guest OS is known, since one could simply
attach the VMDK file to a virtual machine running the same OS. Another similar concern
appears when a virtual machine is migrated from one storage location to another, since at
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that time the entire contents of the virtual machine traverses the network and is vulnerable
to anyone that could tap into the network during this operation.

Until the release of vSphere 6.5, these security challenges were mitigated through the
use of various encryption methods, each of which came with its own challenges. Take, for
example, the use of in-guest encryption. This methodology involves using a custom preboot
partition that uses keys to verify authenticity prior to allowing the encrypted partition to
boot. There are two main issues with this method. First, it is guest-OS specific and most
vSphere infrastructures run virtual machines with a variety of operating systems. Second,
this method injects a high degree of overhead into the management process.

As an alternative, it is possible to use infrastructure-based encryption, either using self-
encrypting drives (SEDs) or deploying encryption at the storage array level or even the
fabric level. Unfortunately, when using SEDs or storage array level encryption, data still
traverses the network as plain text. Fabric level encryption solves this problem but intro-
duces potential portability issues. And in all of these cases, specific hardware is required.

Effective with vSphere 6.5, these issues are largely mitigated. That’s because vSphere 6.5
introduced virtual machine encryption. vSphere’s virtual machine encryption is centrally
managed through vCenter, requires no specific hardware, and is not tied to any specific
guest operating system. In addition, because data is encrypted at the virtual machine,
any VM traffic that traverses the network is also encrypted. When a virtual machine is
encrypted, its VMDK files, snapshot files, core dump files, swap files, and NVRAM are
encrypted. Some files, such as the VM’s config file, log files, and the virtual disk descriptor
files, are not encrypted but do not contain any sensitive data. It is important to note that
most encryption has a certain level of resource overhead. When you’re enabling virtual
machine encryption on a VM, additional storage capacity is consumed. This is particularly
true when encrypting an existing unencrypted VM, which requires double the capacity of
the VM. VMware recommends encrypting VMs at creation, whenever possible.

There are three main components involved in virtual machine encryption: the vCenter
Server, the ESXi host(s) running the encrypted or to-be-encrypted virtual machines, and
a Key Management Server (KMS). It is important to note that VMware does not supply a
KMS. Instead, VMware provides a list of supported KMS products from a number of secu-
rity and cloud vendors. It is the role of the KMS to generate and provide keys to vCenter
Server, which are then handed off to the ESXi host running the encrypted virtual machine.
The vCenter Server centralizes a number of administrative features, including who is
allowed to access the KMS. Because of this, an added layer of security would be to ensure
that the KMS and the vCenter Server are never running on the same physical machine. The
vCenter Server also provides events that can assist with auditing and adds storage policies
that can be used to control encryption on the virtual machines and disks. The ESXi host
running the virtual machine is responsible for the actual encryption, which ensures that
any data leaving the host and traversing the network is encrypted. Each ESXi host has a
host encryption mode setting, which is typically enabled by default. The current setting can
be checked and/or modified using the vSphere Web Client. The steps and flow involved in
encrypting a virtual machine are shown in Figure 2.18.
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FIGURE 2.18 The process used to encrypt a vSphere virtual machine
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One final piece to discuss regarding encryption is encrypted vMotion. The first thing
to know is that if you are migrating an encrypted virtual machine using vMotion, the
migration is encrypted by default and no additional action is required. The encryption
used during migration ensures that data transmitted across the network is encrypted and
not sent in plain text. But what if you wanted to migrate a virtual machine that is not
encrypted but you want the migration activity to be encrypted? The good news is that this
is entirely possible in vSphere and can be easily configured by editing the settings of the
unencrypted VM. There are three settings: Disabled, Opportunistic, and Required. By
default, unencrypted virtual machines are set to Opportunistic, which means that they
will use encrypted vMotion as long as both the source and destination ESXi hosts support
it. This setting can be changed to Disabled, in which case vMotion can be used but is not
encrypted. The other option is Required, which requires encrypted vMotion and will not
allow a vMotion to be performed if encrypted vMotion cannot be used.

Configuring Encrypted viMotion

1. Connect to a vCenter Server using the vSphere Web Client.

2. Click the Home button, then click VMs And Templates on the drop-down menu.
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Encrypting vMotion traffic ensures that virtual machine data cannot be tapped as it is

traversing the network, or at least that the data will not be usable. To begin, select a

virtual machine to configure, in this case, Win2K16-01a.
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EXERCISE 2.5 (continued)

4. Click the Actions icon, then select Edit Settings from the drop-down.
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5.

The Edit Settings window is displayed.

Securing Virtual Machines

1 Win2K16-01a - Edit Settings 2} »
( Virtual Hardware | v Options | SDRS Rules | vApp Options |

» [ cPu (2 -] @

» Wl Memory | 8182 |v| | ME |v|

» (3 Hard disk 1 40 : |: GE | v]

» (3 Hard disk 2 40 . |: G | v]

3 % SCSI controller 0 LS| Logic SAS

» [l Network adapter 1 | Management | v| [] Connect...

» (@ CDIDVD drive 1 [ Client Device [+) O connect

+ [ Floppy drive 1 | Client Device | v| Connect

+ & USE controller USE 2.0

3 IEI Video card | Specify custom settings | - |

SATA confroller 0

(3] VMCI device

3 USB =xHCI controller USB 3.0

+ Other Devices

MNew device: —— Select — |v] Add
Compatibility: ESXi 6.5 and later (VM version 13) oK Cancel
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EXERCISE 2.5 (continued)

6. Click the VM Options tab.

& Win2K16-01a - Edit Settings 2

Virtual Hardware | WM Options | SDRS Rules | vApp Options

» General Options VM Name: |Win2K16-01a
VMware Remote Console Lock the guest operating system when the last remote user
' Options disconnects
» VMware Tools Expand for Vidware Tools settings
» Power management Expand for power management setti
» Boot Options Expand for boot opti
» Encryption Expand for encrypti
v Advanced Expand for advanced settings
»+ Fibre Channel NPIV Expand for Fibre Channel NPIV settings

Compatibility. ESXi 6.5 and later (VM version 13) oK Cancel




7.

Securing Virtual Machines

Click Encryption in the navigation pane to expand the available options.

1 Win2K16-01a - Edit Settings 2} »
( virtual Hardware | Vi Options | SDRS Rules | vApp Options
» General Options Wi Name: |‘-’\-'in2K1B-D1a
5 VMware Remote Console [] Lock the guest operating system when the last remote user
Options disconnects
» VMware Tools Expand for Vidware Tools settings
» Power management Expand for power management seitings
» Boot Options Expand for boot options
- Encryption Expand for encryption settings
Encrypted vMotion | Disabled [+ @
» Advanced Expand for advanced settings
» Fibre Channel NP1V Expand for Fibre Channel NPIV settings
Compatibility. ESXi 6.5 and later (VM version 13) oK Cancel
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EXERCISE 2.5 (continued)

8. Encryption is set to Opportunistic by default if the VM was created with vSphere 6.5.
This setting uses encryption when both the source and destination hosts support
encryption. To ensure that encryption will always be used on this VM (or vMotion will
not be allowed), change this setting to Required.

& Win2K16-01a - Edit Settings 2

Virtual Hardware | WM Options | SDRS Rules | vApp Options

» General Options VM Name: |Win2K16-01a
VMware Remote Console Lock the guest operating system when the last remote user
' Options disconnects

ViMware Tools Expand for Vidware Tools setlings

-

Expand for power management settings

-

Power management
Expand for boot options

» Boot Options

+ Encryption Expand for encryption sett
Encrypted vMotion Disabled [ Gl

» Advanced Disabled

Opportunistic
Required

Fibre Channel NPIV

-

Compatibility. ESXi 6.5 and later (VM version 13) oK Cancel
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9. Verify that the setting has been changed, then click OK.

() Win2K16-01a - Edit Settings (@) »
( virtual Hardware | Vi Options | SDRS Rules | vApp Options
» General Options Wi Name: |‘-’\-'in2K1B-D1a
VMware Remote Console [] Lock the guest operating system when the last remote user
' Options disconnects
» VMware Tools Expand for Vidware Tools settings
» Power management Expand for power management seitings
» Boot Options Expand for boot options
- *Encryption Expand for encryption settings
Encrypted vMotion (*) ( Required | - | (i ]
» Advanced Expand for advanced settings
» Fibre Channel NP1V Expand for Fibre Channel NPIV settings
Compatibility. ESXi 6.5 and later (VM version 13) oK Cancel

10. You will be returned to the Configure tab for the VM, which should now display the
updated setting.
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Virtual Machine Hardening

One step in securing virtual machines in a vSphere infrastructure is hardening the VM
by tightening the controls governing various virtual machine activities. Tightening these
controls places limits on security-sensitive actions so that only certain individuals can per-
form them. One way to do this would be to create a group (something like Secure Admins)
and then assign privileges governing sensitive activities to this group while ensuring that these
privileges are not present in any other group, or explicitly assigned to a user. A simple way
to do this for administrators that do not need guest access would be to create a group (like
Admins without Guest Access) and deselect ALl Privileges.Virtual machine.Guest
Operations. Many of the more sensitive actions fall into a set of privileges known as
Virtual Machine Interaction privileges. The first activity that falls into this set of privileges
is the installation of VMware Tools. In order to install VMware Tools, the administrator
must have the Virtual machine.Interaction.VMware Tools -dnstall privilege. Tight-
ening this control ensures that VMware Tools is installed only where needed and makes it
easier to audit this activity. Also, the installation of VMware Tools enables some security-
sensitive activities. Restricting the activity can help ensure that the admins performing the
installations can follow up the install by configuring the usage of the activities enabled by
VMware Tools. Other privileges in this group that may need to be limited are console inter-
action, drag and drop of files between the VM and a remote client, and the ability to per-
form wipe or shrink operations on a virtual machine.

The next step in hardening a virtual machine is to disable any unnecessary function-
ality in the VM. Unneeded services or devices on a virtual machine are potential vec-
tors for attack. Removing these services and devices reduces the attack surface. Begin by
removing any unneeded virtual hardware devices, such as serial ports, parallel ports, CD/
DVD drives, network adapters, etc. In the event that one or more of these devices cannot be
removed from the virtual machine, VMware recommends that the virtual machine be mod-
ified to prevent users from changing the device status. This can be done by editing the VM
and adding the settings shown in Figure 2.19.

FIGURE 2.19 The settings required to prevent users from changing the device status
in a virtual machine

Name Vaiue
isolation.device.connectable.disable true
isolation.device.edit.disable frue

Next, remove any unused or unexposed features. These include unused display fea-
tures (like 3D functionality), features needed only when running a VM on Workstation
or Fusion, and the HGFS file transfer capability. While the first two of these vectors are
fairly self-explanatory, HGFS requires further explanation. HGFS stands for Host Guest
File System, which is used for automated VMware Tools upgrades and some VIX com-
mands. However, it also presents a vector that could potentially be used to transfer files to
and from the guest OS. This particular feature should be evaluated by your security team
because the efficiencies gained from automated upgrades may outweigh the potential secu-
rity concern.
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Another security concern is the ability to copy and paste data between the guest OS
in a virtual machine and the remote console. In fact, the threat with this feature is high
enough that this functionality is disabled by default. This is because not only could
sensitive information be copied out of a virtual machine, but when the console window
gains focus during the operation, processes running in the VM and even nonprivileged
users could potentially access the clipboard. If sensitive information was copied to the clip-
board before you used the console, now it’s exposed. So even though the feature is disabled
by default, VMware recommends explicitly disabling it by modifying the settings shown in
Figure 2.20. Explicitly disabling this functionality ensures that any virtual machines that
had enabled this feature are discovered and mitigated, and that the status of the feature can
be audited moving forward.

FIGURE 2.20 The settings required to explicitly disable copy-paste operations in a
virtual machine

Name Recommended Value
isolation.tools.copy.disable true
isolation.tools.paste.disable true
isolation.tools.setGUIOptions.enable false

When hardening a virtual machine, it is possible to modify a couple of settings and by
doing so greatly reduce the possibility of a denial of service (DoS) attack. Since a virtual
machine is essentially a collection of files, a DoS can occur if the files manage to consume
all available space in the datastore they are located in or if a file becomes unavailable.
There are two cases where this can happen that can be easily mitigated. The first case is
related to the VMX file. Virtual machines send informational messages to the VMX file.
This file starts out very small but can grow in size as these messages are added to the file.
If a size limit was not enforced, it is possible for VMware Tools in the guest OS to send a
large, continuous data stream to the host, which could cause the VMX file to consume all
remaining space in the datastore it is located in, resulting in a DoS. Because of this, the file
is limited to 1 MB by default. The file can be explicitly set to a certain size by editing the
VM and adding the tools.setInfo.sizelLimit setting and selecting the appropriate size
limit. The other activity that can lead to a DoS is virtual disk shrinking. This activity is
typically used to recover unused space on a virtual disk, but repeated shrinking can cause
the disk to become unavailable. This function can be disabled in a virtual machine by edit-
ing the VM and adding the parameters shown in Figure 2.21.

FIGURE 2.21 The settings required to disable virtual disk shrinking in a
virtual machine

Name Value
isolation.tools.diskWiper.disable TRUE

isolation. tools.diskShrink.disabl TRUE
e
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Hardening a VM

1. Connect to a vCenter Server using the vSphere Web Client.

2. Click the Home button, then click VMs And Templates on the drop-down menu.
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Basic Tasks Explore Further
% Add a host Leam more abeut datacenters
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As with ESXi host hardening, there are a number of actions needed to properly
harden a virtual machine. This exercise will focus on two of these actions: setting a
maximum size for the VMX configuration file, and ensuring that users cannot move
data back and forth between a VM console and the local desktop. To begin, select a
virtual machine to perform these actions on, in this case, Win2K16-01a.
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4. Click the Configure tab, then select VM Options in the navigation pane.
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EXERCISE 2.6 (continued)

5. Click the Actions icon, then click Edit. The Edit Settings window is displayed.

& Win2K16-01a - Edit Settings 2

Virtual Hardware | WM Options | SDRS Rules | vApp Options

» General Options VM Name: |Win2K16-01a
VMware Remote Console Lock the guest operating system when the last remote user
' Options disconnects
» VIMware Tools Expand for Vidware Tools settings
+ Power management Expand for power management setli
» Boot Options Expand for boot options
» Encryption Expand for encryptior
» Advanced Expand for advanced settings
» Fibre Channel NP1V Expand for Fibre Channel NIV settings

Compatibility: ESXi 6.5 and later (VM version 13) oK Cancel




6.

Click Advanced to expand the section containing advanced configuration options.
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Swap file location

Configuration Parameters

Latency Sensitivity

1 Win2K16-01a - Edit Settings 2} »
[ Virtual Hardware | WM Options | SDRS Rules | vApp Options
v VMware Tools Expand for Vidware Tools settings -
» Power management Expand for power management settings
» Boot Options Expand for boot options
» Encryption Expand for encryption settings
- Advanced
Settings [] Disable acceleration
[ Enable logging
Debugging and statistics | Run normally | = |

Compatibility: ESXi 6.5 and later (VM version 13) oK Cancel

(#) Default
Use the settings of the cluster or host containing the virtual
machine.

() Virtual machine directory
Store the swap files in the same directory as the virtual
machine.

(_J Datastore specified by host
Store the swap files in the datastore specified by the host to be
used for swap files. If not possible, store the swap files in the
same directory as the virtual machine. Using a datastore that is
not visible to both hosts during vMotion might affect the viMotion
performance for the affected virtual machines.

Edit Configuration...
-] @ .

MNormal

m
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EXERCISE 2.6 (continued)

7. Click the Edit Configuration button. The Configuration Parameters window is

displayed.
Configuration Parameters X
L Modify or add configuration parameters as needed for experimental features or as instructed by technical support. Empty
values will be removed (supported on ESXi 6.0 and later).
Q -
Mame Value
checkpoint. vmState -
disk.EnableUUID TRUE
ehci.pciSlotNumber 35
ethernetl.pciSlotNumber 192
hpetd.present TRUE
migrate.hostLog Win2K16-01a-268148ba.hlog
migrate.hostLogState none
migrate.migrationld 0
monitor. phys_bits_used 43
numa.autosize.cookie 20001
numa.autosize.vcpu.maxPerVirtualNode 2 -
MName: Value: Add
OK Cance

8. Similar to ESXi hosts, virtual machines also have a large number of settings. Filter
down to the parameters related to tools by typing tools in the Filter box. Notice
that the parameter that needs to be configured, tools.setInfo.sizelimit, is
not present.
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Configuration Parameters (x)
& Modify or add configuration parameters as needed for experimental features or as instructed by technical support. Empty
values will be removed (supported on ESXi 6.0 and later).
[a tools. -
Name Walue
tools.remindinstall |FALSE |
vmware tools.internalversion |1 0279 |
vmware tools.requiredversion |1 0279 |
Name: Value: | [ Add ]

Parameters that are not already listed can be added by entering the parameter name
and setting. Enter tools.setInfo.sizelLimit for the parameter name and 1048576

for the parameter value.

Configuration Parameters (x)
A Modify or add configuration parameters as needed for experimental features or as instructed by technical support. Empty
values will be removed (supported on ESXi 6.0 and later).
[a tools. -

Mame Value

tools.remindinstall |FALSE |
vmware tools.internalversion |1 0279 |
vmware.tools.requiredversion |1 0279 |
Mame: [tools setinfosizeLimit Value: |1D485?51 I[ Add ]
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EXERCISE 2.6 (continued)

10. Click Add to add the new parameter. Notice that the parameter and its value are now
displayed in the tools section.

Configuration Parameters X
L Modify or add configuration parameters as needed for experimental features or as instructed by technical support. Empty
values will be removed (supported on ESXi 6.0 and later).
Q tools. -
Mame Walue
tools.remindinstall FALSE
vmware.tools.internalversion 10279
vmware fools. requiredversion 10279
tools.setinfo.sizeLimit 1048576
Name: Value: Add
OK Cancel

11. Click OK to return to the unfiltered version of the Configuration Parameters window.
Next, you will add the parameters necessary to ensure that copy and paste opera-
tions are disabled between the VM console and the local machine. These parameters
do not already exist, so add each one using the same method you just used. The first
parameter is isolation.tools.copy.disable and the value is TRUE.
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Configuration Parameters (x]
A Modify or add configuration parameters as needed for experimental features or as instructed by technical support. Empty
values will be removed (supported on ESXi 6.0 and later).
(Q Filter -]

Mame Value
checkpoint.vmState | ‘ -
disk EnableUUID |TRUE ‘
ehci_peiSlotNumber |35 ‘
ethernetd.peiSlotNumber |192 ‘
hpet0.present |TRUE ‘
migrate hostLog |Win2K1 6-01a-268148ba.hlog ‘
migrate.hostLogState |none ‘
migrate. migrationid |0 ‘
monitor. phys_bits_used |43 ‘
numa.autosize.cookie |20001 ‘
numa.autosize. vepu. maxPerVirtualNode |2 ‘ .

Mame: [isolation.tools.copy.disable | value: |TRUE [T

12. The next parameter is isolation.tools.paste.disable and the value is TRUE.

Configuration Parameters X

A\ Modify or add configuration parameters as needed for experimental features or as instructed by technical support. Empty
values will be removed (supported on ESXi 6.0 and later).

(q Filter -]
Mame Value
usb_xhci:7_present |TRUE | -
usb_xhci:7.speed |4 |
vm.genid |—?349105?03753223120 |
vm.genidX |3?85914935238556?1 7 |
vmci0.peiglotMumber |32 |
vmotion.checkpointFBSize |4194304 |
vmotion.checkpointSVGAPTimarySize |saaseos |
vmware tools.intermnalversion |102?9 |
vmware tools requiredversion |1DZ?9 |
isolation.tools.copy.disable |TRUE |

Mame: [isolation.tools.paste.disable | Value: ITRUE ” 2dd ]
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EXERCISE 2.6 (continue

13. The final parameter is isolation.tools.setGUIOptions.enable and the param-
eter is FALSE.

Configuration Parameters X
A\ Modify or add configuration parameters as needed for experimental features or as instructed by technical support. Empty
values will be removed (supported on ESXi 6.0 and later).
Q -
Name Value
usb_xhci:7.present TRUE “
usb_xhci.7.speed 4
vm.genid
vm.genidx 3785914935238556717
vmci0.pciSlotNumber 32
vmotion.checkpointFBSize 4194304
vmotion.checkpointSVGAPrimary Size 8388608
vmware.tools.internalversion 10279
vmware tools.requiredversion 10279
isolation.tools. copy.disable TRUE
isolation.tools_paste_disable TRUE -
Mame: izolation.tools.setGUIOptions.enable Value: FALSE Add
0K Cance

14. Verify that all three parameters are displayed and that they all have the correct
values, then click OK.

Configuration Parameters X
Ay Modify or add configuration parameters as needed for experimental features or as instructed by technical support. Empty
values will be removed (supporied on ESXi 6.0 and later)
Q -
Name Value
wvm.genid -7349106708768223120 *
vm.genidX 3785014935238556717
vmci0._pciSlotNumber 32
vmation.checkpointFBSize 4194304
vmotion.checkpointSVGAPrimarySize 3338608
vmware.tools. internalversion 10279
vmware.tools requiredversion 10279
isolation tools.copy disable TRUE
isolation tools.paste. disable TRUE
isolation.tools.setGUICptions.enable FALSE
Name: Value: Add
OK Cancel
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vSphere Network Security

A final area of concern regarding security is the network. Much of the configuration
involved in securing a vSphere network surrounds the physical switch, VLANSs, and fire-
walls. These components are covered in the networking section of this book. That being
said, there is one area of security that is policy based and directly tied to vSphere Standard
Switches and vSphere Distributed Switches, and we will focus on those settings here.

When working with vSphere Standard Switches or vSphere Distributed Switches, there
are three security policies that can be configured. These are MAC address changes, Promis-
cuous mode, and Forged transmits. For vSphere Standard Switches, these policies can be
configured on the VMkernel port group and on virtual machine port groups. For vSphere
Distributed Switches, these policies can be configured on Distributed Port Groups and on
the ports themselves. Each of these policies can be modified to help guard against several
types of network-based attacks.

When a network adapter is created on a virtual machine, it is given a MAC address,
referred to as the initial MAC address. Because this address is assigned to the virtual
hardware itself, it cannot be modified by the guest OS. However, the guest OS uses its own
address, referred to as the effective MAC address. While it is true that the guest OS typi-
cally assigns the initial MAC address to the effective MAC address, the guest OS can alter
the effective MAC address at any time. In some cases, there is a legitimate need for the
guest OS to do this, such as, for example, when using an iSCSI initiator or when working
with Microsoft Network Load Balancing (NLB) in unicast mode. For this reason, the MAC
address changes policy is set to Accept by default. However, this capability can also be used
to impersonate a MAC address that would be recognized and authorized on the network,
which could then allow a user to stage malicious attacks on devices on the network. The
ability to impersonate a MAC address is also known as MAC spoofing. This capability can
be disabled by setting the MAC address changes policy to Reject.

The second security policy, Forged transmits, works in concert with the MAC address
changes policy. Both policies are there to ensure that the effective MAC address does not
diverge from the initial MAC address, with the difference between the two policies cen-
tering on the direction of traffic. The MAC address changes policy is concerned with traffic
coming into the virtual machine from the network, while the Forged transmits policy is
concerned with traffic leaving the virtual machine destined for the network. If you do
not have specific use cases for altering the effective MAC address on a virtual machine’s
adapter, you set both policies to Reject.

The final security policy to review is the Promiscuous mode policy. If this policy is set
to Accept, the virtual machine is capable of seeing all of the network traffic on the wire.
This would allow a user to capture potentially sensitive data destined for other devices. The
only legitimate reason for enabling this policy is if the virtual machine is running network
intrusion detection software and needs to see all of the traffic on the network. Even if this
setting is intentionally enabled, keep in mind that leaving it enabled can impair network
performance and should only be done during the time it is actively used.
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Summary

Security is a key component of any system, and the more critical the system, the more
secure it needs to be. A vSphere infrastructure typically hosts a large number of virtual
machines, and since access to the vSphere platform grants access to those virtual machines,
making sure vSphere is only accessed by authorized users is paramount.

There are several areas to cover when configuring vSphere security: permissions to users,
securing the management components, identifying users, and encrypting virtual machines.
When granting permissions to users, you need to identify the privileges needed, group
those into roles, and assign the roles appropriately in the infrastructure to the correct users.

There are default roles included, some of which can be modified to fit your needs.

Hosts can be secured using Lockdown Mode to limit who can directly access them. You
can also configure hosts to send logs to a syslog server and use advanced system settings for
things like limiting the access protocols used. The vCenter can be secured by limiting user
access, changing the password policies, and limiting access to the disks used by the server.

User access can be made more secure by using a central identity platform such as Active
Directory. Configuring the Single-Sign On service to use an identity server prevents you
from creating local users and provides easy user tracking across platforms.

Finally, virtual machine security can be enhanced with Secure Boot where the guest OS
can be validated before booting and by using virtual machine encryption, which will pre-
vent the virtual machine from being read if accessed outside its vCenter server.

Security is a priority for most environments and VMware provides several tools to
ensure that your environment is secure.

Exam Essentials

Understand privileges and roles. Know that privileges are rights and they are collected
in roles to be assigned to components for users. Be able to list and differentiate the default
system and sample roles.

Know how to assign permissions. Be able to track permissions assigned in a hierarchy and
the resulting effect on subordinate objects.

Know Lockdown Mode. Ensure that you know which mode does what and what types of
access are limited and to whom.

Understand local users and passwords. Both ESXi hosts and VCSA use local users. Know
the default local users and how to change the password settings.

Know how to configure Active Directory integrations. Be able to configure ESXi and SSO
with Active Directory. Be aware of OpenLDAP and AD as an LDAP server as well.

Understand virtual machine security. Be able to explain Secure Boot and VM encryption.
Also know how to harden a virtual machine.
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Review Questions

1. What is the difference between a privilege and a role?

A. A privilege is an action that can be taken in a vSphere environment; a role is a collec-
tion of privileges.

B. A privilege is a duty a user has to perform as part of their job; a role is a collection of
privileges.

C. A privilege is an action that can be taken in a vSphere environment; a role is a duty a
user has to perform as part of their job.

D. A privilege is a duty a user has to perform as part of their job; a role is an action that
can be taken in a vSphere environment.
2. What two types of roles are provided with vSphere by default? (Choose two.)
A. System roles
B. Sample roles
C. Custom roles
D. Host roles
3. A user belongs to two groups. One group has been granted the Virtual Machine Power User

role and the other group has been granted the Read Only role. What permissions will this
user have?

A. A union of the privileges granted by both roles

B. The most restrictive set of privileges granted by both roles
C. The Virtual Machine Power User role

D. The Read Only role

4. What two security concerns should be regularly audited on an ESXi host? (Choose two.)
A. Exception users
B. Datastore access
C. SSH configuration
D. Guest operations
5. What setting should be configured in order to ensure that logs on an ESXi host remain per-
sistent, without impacting the output of any other diagnostic data?
A. ScratchConfig.ScratchDir
B. Syslog.global.logHost
C. ScratchConfig. ConfiguredScratchLocation
D. Syslog.global.logDbir
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6. What version of TLS (Transport Layer Security) does VMware recommend using with
vSphere 6?

A. 1.0
B. 1.1
C. 1.2
D. 1.3

7. What does the enabling of Lockdown Mode using the Strict option change in regard to how
the ESXi host is accessed?

A. Users can only access the ESXi host directly from the console.
B. Users can only access the ESXi host via vCenter Server.
C. Users can only access the ESXi host if they are on the Exception Users list.
D. Users can only access the ESXi host if they use SSH with a valid certificate.
8. Which vCenter Single Sign-On component stores both Single Sign-On and certificate
information?
A. Security Token Service (STS)
B. Administration Service
C. VMware Directory Service (vmdir)
D. Identity Management Service
9. What are two major restrictions when using the embedded version of the Platform Services
Controller? (Choose two.)

A. Additional Platform Services Controllers cannot be joined to the vCenter Single
Sign-On domain.

B. Additional load balancers cannot be joined to the vCenter Single Sign-On domain.

C. Additional vCenter Server instances cannot be joined to the vCenter Single Sign-On
domain.

D. Additional ESXi hosts cannot be joined to the vCenter Single Sign-On domain.

10. What is the minimum number of PSC instances required to create a highly available

deployment?
A. One

B. Two

C. Three
D. Four

11. What role can be assigned to junior administrators to prevent them from accessing certain
parts of the hierarchy?

A. No Cryptography Administrator
B. Read Only
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C. No Access
D. Tagging Admin

What would prevent an administrator from being able to encrypt a virtual machine?
A. The No Cryptography Administrator Role is assigned to the virtual machine.
B. The virtual machine is version 14.

C. No KMS server has been created.

D. The No Cryptography Administrator Role is assigned to the administrator.

What service port by default would need manual intervention for firewall access for
ESXi servers?

A. 22 (SSH)

B. 80 (HTTP)

C. 902 (vSphere Web Client)
D. 53 (DNS)

What two methods are required for nonroot DCUI access to a host with normal lockdown
enabled? (Choose two.)

A. A local user account
B. A vCenter Server administrator account
C. DCUI. Access configured

D. Active Directory enabled on vCenter

What lockdown method can be used to block local console access for an ESXi host?
A. Local

B. Normal
C. Embedded
D. Strict

What two identity sources are available for Single-Sign On? (Choose two.)

A. Active Directory (Integrated Windows Authentication)

B. OpenLDAP
C. LDAPS
D. SAML

What would prevent virtual machine Secure Boot from being enabled?

A. Virtual machine hardware version 12

B. No operating system installed

C. The No Cryptography Administrator role assigned to the administrator.
D. No VMDK assigned
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18. What two versions of Transport Layer Security (TLS) should be disabled with advanced
settings? (Choose two.)

A. 1.0
B. 1.1
C. 1.2
D. 1.3
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This chapter addresses how ESXi hosts and the virtual
machines running on them communicate with other systems.
While vSphere hosts require networking for management and
monitoring, the hosts also utilize networking for key functions, including fault tolerance
and vMotion. Virtual machines require networking to exchange information with other cli-
ents, servers, and other resources both on the same host and outside the host.

vSphere enables host and virtual machine networking by creating virtual network inter-
faces for the host and virtual machines and then providing virtual network switches to
connect them with the physical network. This network virtualization allows multiple net-
work needs to be met by limited hardware. The exam (and this chapter) will assume you
know basic networking concepts such as TCP/IP (including addresses and ports), switching
(including VLANS), routing, and an understanding of the network OSI model. If these con-
cepts are new or unfamiliar you might consider a basic networking book or training course.

Understanding vSphere Networking

One ESXi host with a single physical network connection can provide virtual machines
access to thousands of separate networks. By adding virtual machines with routing capabil-
ities, you can create complex networks inside of a single physical server.

The ability of vSphere to create virtual network objects includes a variety of options
and choices for connectivity, performance, reliability, and security. vSphere networks can
be designed to avoid single points of failure or prioritize the network performance of some
virtual machines. While vSphere networking provides limited security options, other prod-
ucts—such as VMware NSX—add considerable security capabilities to vSphere virtual
networking.

vSphere natively only provides switching functions; it provides no routing
capabilities natively. For two virtual machines on different VLANs on the
same host to communicate, the traffic must leave the host, get routed to the
destination network, and return to the host.

vSphere networking utilizes virtual switches to connect a virtual machine’s virtual net-
work interface cards (vINICs), the host’s physical network interface cards (pNICs), and the
host’s VMkernel ports, which are used for ESXi management.
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A VMkernel port is a virtual network adapter used by the host. At least one VMkernel
port is required for host management, which includes vCenter, SSH, DNS, and N'TP ser-
vices for the host. The virtual adapters can also be used for some storage types (iSCSI,
NFS, FCoE). Multiple VMkernels can be used to separate optional host functions such as
vSAN, vMotion, and fault tolerance onto separate networks.

vSphere offers two types of virtual network switches: vSphere Standard Switches (vSS)
and vSphere Distributed Switches (vDS); the latter is also sometimes also called distrib-
uted virtual switch (DVS). Standard switches offer basic functionality in all license levels
of vSphere (including the free vSphere Hypervisor version of ESXi) and are created and
managed on each host. vSphere virtual distributed switches provide advanced functionality
and are created and managed by vCenter. Figure 3.1 shows a simple standard switch and a
slightly more complex distributed switch.

FIGURE 3.1 Standard switch vs. distributed switch
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Standard Switches

While standard switches are addressed by the vSphere Foundation exam and do not appear
directly on the VCP6.5-DCV exam, we will cover them briefly for completeness.

A newly built ESXi host will have a standard switch created with vmnic0O (what ESXi
determines is the lowest-numbered physical network adapter) and a VMkernel port set to
use DHCP. When you use the host console to change the management interface, these are
the components you are changing. This is the configuration the ESXi console is manipu-
lating in the management interface configuration—and the configuration it will revert to if
you choose Restore Network Settings in the ESXi console.

Standard switches and distributed switches vary in a few key ways:

»  Standard switches and the port groups using them are created and configured on each
host while distributed switches and port groups are created and configured on the
vCenter server.
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Operations such as vMotion depend on the port groups having the same name on each
host. Distributed switches and port groups are identically maintained on the hosts by
vCenter while standard switches require either carefully creating the identical port
group on each host or using an automated creation method such as host profiles or
scripting. See Figure 3.2 for the Network tab’s Networks view, which is useful for veri-
fying port group names.

FIGURE 3.2 Viewing standard switches in the vSphere client

Navigator X [hRegionaor T Hj &3 Bs TH | {5 Actions ~
4 Back Getling Started  Summary Monitar  Configure  Permissions  Hosts & Clu
g 28 8ell _ _ _
w (1 veza-01a corp local Netwarks . Distnbuted Switches ! Distributed Port Groups | Uplink Port Groups

7 RegionAD1 i
i Reck igf Actions -

g\"-ﬂ Network
@\“-ﬁ’: Nebwark Name 1afType Metwork Profocol Profile | VMs  Hostg
~ cyRegionAD1-vDS-COMP @ VM Network Standard network 1 2
=8 DVUplinks-RegionAll.. | £ VM Network . Standard network 0 1

4 ESXi-RegionAD1-vDS ...
== Storage-RegionAl1-v. .

With the standard switches being created on each host, vCenter is not required to cre-
ate or maintain standard switches. However, since standard switches and their port
groups are created separately on each host, their settings (such as VLAN tags and
teaming) can vary from host to host. These settings are kept in sync with vDS.

Port statistics for a standard switch (available via API or command line) are reset when
a virtual machine is moved to another host using vMotion. These statistics are main-
tained per port in a vDS, as shown in Figure 3.3.

FIGURE 3.3 Distributed switch port statistics
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When you add a VMkernel port to a standard switch, it creates a new dedicated port
group. No other VMkernel port or virtual machine can connect to that dedicated port
group. For distributed switches, VMkernel ports connect to an existing port group.

Standard switches lack many advanced options available to virtual distributed switches.
including NetFlow, PVLAN, NIOC, and the ability to export and restore their con-
figuration.

vDS are available in the vSphere Enterprise Plus and vSphere Remote Office Branch
Office licenses. Some VMware products such as NSX include a license for distributed
switches, which are required for opaque networks— virtual network objects created by
other products such as NSX. They may be fully or only partially visible when using the
vSphere client and in most cases will be managed by the product that created them.

Virtual Distributed Switches

Virtual switches in vSphere are separated into two logical components: the management
plane, where the configuration is created and maintained, and the data plane, where the
traffic carried by the switch flows and is manipulated, such as with filters or VLAN tags.
For standard switches, both management and data planes exist on the host the switch

is created on. With distributed virtual switches, the management plane is located on the
vCenter server and the data plane is spread across all the hosts that are attached to that
switch. This means virtual machine traffic only travels from the host the VM is running
on through the proxy switch (what VMware calls the host’s instantiation of the distributed
switch) to the physical network switches connected to that host. Virtual machine traffic
never flows to the vCenter server.

While the distributed switch is a datacenter-level object that spans hosts,
VMware refers to the individual instance of a distributed switch on a host as
a proxy switch.

With the vCenter server holding the management plane for distributed switches, it
must be available for changes to be made to the virtual distributed switch. However, once
changes are made, the configuration is pushed to each host. If the vCenter server becomes
unavailable, hosts will continue to use the last vDS configuration they received but new
hosts cannot be added to the vDS and no changes can be made to the vDS or its port
groups. However, virtual machines and VMkernel ports can be added to and removed from
vDS port groups using the VMware Host Client as shown in Figure 3.4.

Port groups are logical groupings of ports for a virtual switch and are the
logical network component that virtual machines and VMkernel ports con-
nect to. Most often used to manage VLAN tagging, there are a number of
settings available for port groups that will be discussed in the coming pages.
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FIGURE 3.4 ESXihostclient network view
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Creating Distributed Switches

There are several reasons to create distributed switches, including to take advantage of the
many features available compared to standard switches, to satisfy the desire for centrally
managed network configurations, or to take advantage of a separate product such as NSX
or vRealize Network Insight.

Remember that to create a distributed switch, you need to have a vSphere
license that includes the feature or a separate vDS license such as the one
included with NSX.

Distributed switches are created at the datacenter level, and any host in that datacenter
can be connected to the same distributed switch, regardless of cluster configuration. Clus-
ters are usually created to consolidate workloads or similarly equipped hosts, and in most
cases you would want to ensure that all hosts in a cluster are connected to the same distrib-
uted switch(es). Having identical network configurations simplifies host management, but
more important, it ensures that virtual machines can be run from any host in the cluster. If
a cluster has four hosts and only three are connected to a distributed switch, the host that
does not connect to the vDS will not support the same virtual machines as the other three.

Spanning a distributed switch across clusters is a way to ensure a consistent network
configuration for networks used by both clusters. However, if the virtual machines in the
clusters do not share the same network(s), then we would recommend using a separate dis-
tributed switch for each cluster. Basic security principles include limiting access to only
what is needed and following the Keep It Simple philosophys; it is preferred for all objects
grouped together to be as identical as possible. Those two ideas combine to suggest that
clusters with different network requirements use separate distributed switches (Figure 3.5).
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FIGURE 3.5 A shared vDS for the infrastructure with all hosts connected and separate
vDS for the virtual machines in each cluster
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Configuring all of the hosts with similar network configurations (Figure 3.6) requires
all hosts to have access to the same networks even if they are not used. However, if some
networks are shared, for example the infrastructure networks for host management, then a
shared distributed switch could be created for those networks and separate switches for the
networks unique to the cluster.

FIGURE 3.6 A separate vDS created for each cluster with infrastructure and virtual
machine traffic
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Either of these configurations allows similar physical network configurations for the
hosts in each cluster while limiting them to just the networks they require.
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Creation of a distributed switch is accomplished from the Networking tab of the vSphere
web client. As shown in Figure 3.7, you can create a new vDS using the New Distributed
Switch wizard or by using the Import Distributed Switch wizard with a previously saved
backup file. The backup file can also be used to reset an existing vDS by using the Restore
Configuration Wizard.

FIGURE 3.7 Combining Distributed Switch » New/Import with Settings » Restore
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To restore the settings of a distributed switch to a previous backup, use the Restore
Configuration option from the distributed switch’s Actions menu. To create a copy of an
existing distributed switch, use the Import Distributed Switch options from the Datacenter
Actions menu and do not check Preserve Original Distributed Switch and Port Group Iden-
tifiers. There are only a few settings available in the New Distributed Switch configuration
wizard and all can be changed later. The settings are as follows:

Name The name displayed in the GUI for the virtual distributed switch.

Version Tied to major vSphere releases, this determines what features are available
for the switch and the minimum version of ESXi a host can be running to connect to
the distributed switch.

Number of Uplinks Maximum number of physical network adapters any configured
host can connect to this switch.

Network I/0O Control  The ability to determine bandwidth availability for differ-
ent traffic types on the switch. See “Understanding Network I/O Control” later in
this chapter.

You also have the option of creating and naming an initial distributed port group for the
distributed switch. After a distributed switch has been created, there are a few general dis-
tributed switch settings that can be changed, including the number of uplinks (see the sec-
tion “Adding and Removing Uplink Adapters”) and whether Network I/O Control (NIOC)
is enabled (see “Understanding Network I/0 Control”).



Understanding vSphere Networking 131

The following distributed switch settings are also available from the Advanced section of
the Settings wizard for a vDS:

MTU (Bytes) The maximum transmission unit, or MTU, is the largest packet size
allowed on the switch. Most often increased to support VMware NSX or to meet net-
work storage requirements, this setting defaults to the industry standard of 1500 bytes.

Note that any virtual machine or VMkernel port needing an increased MTU would
also need to be changed. MTU is set at the switch and VMkernel or VM, not at the
port group.

Multicast Filtering Mode Distributed virtual switches default to the Basic multicast
filtering mode, where any virtual machine connected receives all multicast packets for
the destination MAC address of the multicast group. You could also configure multi-
cast snooping, which, if your virtual machines are configured for it, would restrict the
multicast packets they receive to just those destined for their multicast group. Per the
VMware documentation, “This mode supports IGMPv1, IGMPv2, and IGMPv3 for
IPv4 multicast group addresses, and MLDv1 and MLDv2 for IPv6 multicast group
addresses.” This is most likely to be changed to meet a specific application’s or vendor’s
stated needs.

Discovery Protocol  This is a very useful setting that pulls configuration information
from the physical switch connected to the vDS. When this setting is enabled to match
the configuration of the physical switch connected, each NIC will report information
such as the port the NIC is connected to and the name and IP address of the switch as
well as other information.

This setting defaults to Cisco Discovery Protocol (CDP) if you are using Cisco switches
but can be changed to Link Layer Discovery Protocol (LLDP) for switches that support
LLDP. It can also be set to Disabled, which could be required by your security team.

Operation  This changes how the discovery protocol in use works; by default it only
listens for information from the physical switch, but you could also set it to only tell
the physical switch the settings of the vDS (using Advertise) or set it to Both.

Administrator Contact This information is passed along if the discovery protocol is
set to Advertise or Both.

Upgrading and Deleting Distributed Switches

If you have a vDS in your environment that is not the most recent version, you can use the
Upgrade wizard available from the actions menu of the distributed switch. Note that you
will not be able to upgrade a switch to a version above the highest-level host connected. So
a distributed switch with 31 ESXi 6.5 hosts and 1 6.0 host will only be able to be at vDS
version 6.0.
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If you decide to upgrade, make sure you back up the switch first. If the
upgrade fails, you will be able to quickly recover, and if you change your
mind, you will be able to roll back—you cannot downgrade a switch version.

Deleting a distributed switch is accomplished by right-clicking the switch and choosing
Delete. (In my experience, the Flash-based web client is more reliable when deleting distrib-
uted switches.) However, be aware that you will not be able to delete a virtual switch until
all virtual machines and VMkernel ports are disconnected from the port groups on the
switch. If you see an error status similar to “The resource ‘14’ is in use” (Figure 3.8), you
will need to check what is connected to the virtual switch port (in this case, switch port 14)
listed in the error message, which is achieved by selecting the Ports tab of the distributed
switch (Figure 3.9) and scrolling down the list.

FIGURE 3.8 Portgroup delete error
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The object connected to the port could be either a virtual machine or a host’s VMkernel
port, and the name of the object will be listed in the Connectee column. A VMkernel port
will have the name of the port listed after the hostname; in the example in Figure 3.9, the
hostname is esx-02a.corp.local and the VMkernel port is vimk1.

@ Real World Scenario

The Importance of Physical Network Configurations

Proper physical network configurations are crucial when configuring vSphere net-
working. An improper physical network switch configuration can cause all kinds of issues
with a vSphere environment.

I once installed a new vSphere host with two network uplinks using the default load
balancing of Route Based on Originating Virtual Port, which uses a calculation to deter-
mine which switch port sends traffic out of which uplink. This generally distributes the
virtual machines (VMs) evenly between uplinks. However, as virtual machines were
migrated to the host, some VMs using that switch worked (were available on the network)
and some VMs did not.

When troubleshooting virtual networking, one of the first steps is to determine if traffic
flows between VMs on the same host, which in this case worked fine—traffic was just not
leaving the host for some VMs. | tried migrating machines around and found that every
other machine | migrated to the host would not send traffic out—but if | took a VM that
was not working and migrated to another switch and then migrated it back to the mal-
functioning switch, then it might start working.

As it turned out, the physical network ports were not configured identically—one of the
ports was not configured for the proper VLANSs, and any switch port that used the uplink
connected to the misconfigured physical port was not passing traffic.

In the host’s Physical Adapters tab, the CDP/LLDP information and the Observed IP
Ranges are useful from the vSphere side to start troubleshooting physical network
issues, but the physical switches should be checked carefully for configuration issues
during implementation.
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Adding and Removing Hosts from a vDS

When a distributed switch is created, no hosts are connected to it. You are not required to
add hosts; however, a virtual machine cannot be connected to the vDS until the host the
VM is assigned to has been added to the vDS. Note that when a host is added to a distrib-
uted switch, it is not required to connect physical adapters on the host to the switch. How-
ever, any VMkernel port or virtual machine on that host would not be able to send traffic

outside the host.
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Hosts can be added to a distributed switch using the Add and Manage Hosts wizard
(Figure 3.10) from the action menu of the switch. The first option of the Add and Man-
age Hosts wizard is Add Hosts, which allows new hosts to be connected to the vDS, and
(optionally) their physical adapters, VMkernel adapters, and virtual machines can be con-
figured when the hosts are added to the switch.

FIGURE 3.10 Addand Manage Hosts wizard
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The second option, Manage Hosts Networking, allows you to manage physical adapters,
VMkernel adapters, and virtual machine connectivity for hosts already connected to
the switch.

Hosts can be removed from the virtual distributed switch using the third option
(Remove Hosts) or from the Hosts tab of the switch (Figure 3.11).

FIGURE 3.11 Removing the host from the distributed switch
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The host must have its VMkernel adapters and any virtual machines on the

host disconnected from the distributed switch before it can be removed
from a vDS.

The fourth option, Add Host and Manage Host Networking, allows you to add hosts

and modify the new and existing hosts’ physical adapter, VMkernel adapters, and virtual
machine connectivity all in the same wizard.

Add a host to a distributed switch.
1.

Connect to the host using the vSphere web client and open the Networking view.
2.

Right-click the distributed switch and choose Add and Manage Hosts from the
Actions menu.

i

:
i vesa-01a corp.local

B8 Regionf

+ e=RegionAlT I Add and Manage Hosls. .
£ DVUplm S2 Migrate VIMs to Another Matwork
@ coxipe  Uporade i
3. Using the Add hosts task, on the Select Hosts screen select the host to be added to
the switch.
[ Add and Manage Hosts
1 Selectmsk Selecthosts
Select hosts to add to this distributed swiich.
+ New hosts ..
Host
Q (New) esx-01a.corp local
Fa npl
4.

On the Select Network Adapter Tasks screen, select Manage Physical Adapters.
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EXERCISE 3.1 (continued)
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On the Manage Physical Network Adapters screen, select an unused adapter on the
host and click Assign Uplink.
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On the Select an Uplink screen, make sure each physical adapter has an uplink
selected. (In a production environment, you will want to make sure all hosts are con-
figured identically, including which pNIC is associated with which uplink.)
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8. Click Next on the Analyze Impact screen and Finish on the Ready screen to complete
the wizard.

Using dvPort Groups

Distributed virtual port groups, or dvPort groups, are collections of switchports that
share the same settings. Port groups are the objects that virtual machines and VMkernel
ports connect to—when you look at a virtual machine’s network adapter in the vSphere
web client, it will list the port group connected. Port groups are most often used to enable
VLAN usage by VMs and VMkernel ports, which can improve security by prevent-

ing snooping—for instance, by ensuring that vMotion traffic is separate from virtual
machine traffic.

Creating and Configuring dvPort Groups

Distributed virtual port groups are created on a distributed virtual switch and only exist
on that virtual switch. With standard switches, virtual machines will vMotion between
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identically named port groups on different switches when changing hosts since each

host creates and manages its own switches. However, with distributed switches, the
virtual machine remains on the same port in the same distributed port group and distrib-
uted switch during vMotion since all of the network objects are created and maintained
by vCenter.

Port groups can be created using the New Distributed Port Group option on the Dis-
tributed Port Group action menu item of the switch. Note that port group names must be
unique among port groups in the datacenter, not just the distributed switch on which you
are creating the port group.

After a port group is created, you can edit its settings by right-clicking the port group
and choosing Edit Settings. To easily configure identical settings for multiple port groups
on a vDS, choose the Manage Distributed Port Groups option on the Distributed Port
Group action menu item of the switch (Figure 3.12).

FIGURE 3.12 Launching the Manage Distributed Port Groups wizard
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This wizard is especially useful to make sure all of your port groups have identical secu-

rity and failover settings.

Removing a distributed port group is as simple as right-clicking on the distributed
port group in the Networking view and choosing Delete. However, all VMkernel ports
and virtual machine adapters must be disconnected before the distributed port group can

be deleted.

Port group configuration options include the following:

Port Binding The default setting is Static, which assigns a virtual machine to a
specific port when the VM is connected to the vDS. Dynamic binding has been depre-
cated (meaning VMware intends to remove the setting in a future release) and assigns
the port when the VM first powers on. Ephemeral binding doesn’t permanently assign
a port; the VM is given a port when it turns on and the port is unassigned when the
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VM powers off. This setting has implications at scale because there is a maximum
of 4096 network ports per host and 60,000 ports per vCenter. A large number of
powered-off virtual machines (static binding) could theoretically max out one of
those numbers.

Port Allocation Leaving the Port allocation default of Elastic will allow the port
group to automatically adjust the number of ports based on the connected adapters.

If Port allocation is set to Fixed, the Number of ports setting becomes a hard limit on
how many connections (virtual machines and VMkernel ports) can be attached to that
port group.

Number of Ports Defaulting to 8, this number adjusts automatically if Port allocation
is set to Elastic. If Port allocation is set to Static, then this represents the maximum
number of adapters that can connect to it.

Network Resource Pool This can be set if NIOC is configured (see “Understanding
Network I/O Control”).

Configure Reset at Disconnect Per-port settings (if overridden) are reset if the port is
disconnected.

Override Policies These options allow the individual ports in the group to have a dif-
ferent setting than the group setting.

Promiscuous Mode Often referred to as “turning the switch into a hub.” If set to
Accept, this allows all VMs on a port group to receive all packets handled by the
switch on that host. This behavior is affected by the port group VLAN settings as a
VM will only receive packets for the VLAN configured on the port group unless the
port group is set to VLAN Trunking. Promiscuous mode is usually only configured for
port groups connected to security virtual machines as directed by the vendor, or for
nesting hypervisors.

MAC Address Changes Defaulting to Reject, this setting prevents a virtual machine
from receiving traffic destined for a MAC address not set in the virtual machine con-
figuration. This would be set to Enabled if the operating system of the VM will need to
change the MAC address in the OS.

Forged Transmits Defaulting to Reject, this setting prevents a virtual machine from
sending traffic from a MAC address not set in the virtual machine configuration. This
would be set to Enabled if the operating system of the VM would need to change the
MAC address in the OS.

Traffic Shaping Ingress and egress traffic shaping can be set on a per-port group
basis. Separate from NIOC, the average, peak, and burst values are set for each port in
the group. This is useful for limiting chatty virtual machines.

VLAN There are four settings:

None: Also called External Switch Tagging (EST) mode. This requires an
access port on the physical switch. Any traffic outbound from the port
group will not receive a VLAN tag.
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VLAN: Virtual Switch Tagging (VST) mode, which requires a VLAN
number to be set on the port group. Any traffic outbound from the port
group to the physical network will receive this VLAN tag. Any traffic
inbound from a physical switch with the same VLAN tag will be passed
to this port group after the VLAN tag is removed. A VLAN trunk port is
required on the physical switch.

VLAN Trunking: Virtual Guest Tagging mode (VGT). A VLAN range or
VLAN set is also configured with this option. Inbound traffic tagged with
any VLAN ID in the set will be passed to this switch and the port group
will not manage any VLAN tags. This mode is usually used for security
virtual appliances along with Promiscuous mode. A VLAN trunk port is
required on the physical switch.

Private VLAN: See the section “Network Isolation” later in this chapter.

Load Balancing See the section “Load Balancing and Failover Policies” later in
this chapter.

Network Failure Detection Defaults to Link Status Only, which detects only if there
is any signal on the network cable but won’t detect physical switch issues or config-
uration problems. Beacon probing will send beacon probes out every second to help
determine if valid connections are available between the network adapters. However,
there must be at least three active or standby NICs on the port group to ensure accu-
rate response; if there are only two NICs and the beacon fails, it can’t determine which
uplink is the problem.

Notify Switches This will alert the connected switch if a failover occurs. This setting
defaults to Yes but should be changed to No if directed by an application vendor to
support a specific application.

Failback Defaults to Yes; this will allow an Active NIC that failed to be immediately
used when it comes back up. You might change this to No during testing or trouble-
shooting to avoid “flapping,” where the adapter is repeatedly going up and down.

NetFlow NetFlow is a monitoring protocol used to send traffic metadata to a moni-
toring tool such as vRealize Network Insight. Disabled by default, this would be set to
Enabled when the NetFlow settings on the vDS are edited to send the flows to the mon-
itoring tool.

Traffic Filtering and Monitoring This is configured when you need network packets
dropped or tagged for QoS or need the QoS packets retagged. It can be set for specific
MAC or IP addresses or ranges or even different types of host traffic such as vMotion
and vSAN. Traffic can be ingress, egress, or both.

Block All Ports This setting will stop all traffic in and out of all of the ports on the
distributed port groups.
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Adding and Removing Uplink Adapters

Physical NICs on each host connect to the distributed switch using uplinks. On the dis-
tributed switch itself, a special group called a dvUplink group exists to manage the global
settings for the host uplinks. Only one dvUplink group can exist per distributed switch, and
it is primarily used to set the maximum number of physical connections a host can have to
that distributed switch as well as a few other optional settings.

By default, a dvUplink group has four connections, so any host could connect four
physical NICs or link aggregation groups (which are covered in the section “Link
Aggregation” later in this chapter). Hosts are not required to associate any physical connec-
tions to the vDS, but no local traffic would be able to leave the host and no external traffic
would be delivered to the host’s proxy switch. This would result in an outage if a func-
tioning virtual machine connected to the distributed switch was migrated to the host.

The number of uplinks should be adjusted to your environment to meet the maximum
number of connections required. Products such as VMware NSX will make configuration
settings based on the number of uplinks set for a dvUplink group. Note that the number of
uplinks is adjusted on the vDS settings, not on the dvUplink group.

The Add and Manage Hosts wizard and the distributed switch configuration on the
host will allow you to add, change, or remove physical NICs associated with a vDS. Care
should be taken when migrating NICs for networks that are in use to ensure that outages
do not occur. Best practice would ensure two physical connections per switch, which for a
migration would allow one to be moved at a time to avoid an outage. Migrate one physical
NIC, migrate the VMkernel adapters or virtual machines using the networks carried by the
physical NIC, then move the second NIC.

The Add and Manage Hosts wizard in the Flash client has an Add Host task, which
is useful for ensuring that all hosts have the same configuration. The Manage Host Net-
working task provides similar capabilities—without the option of adding new hosts at the
same time. Using either task, you can either visually compare the hosts or enable template
mode by checking Configure Identical Network Settings on Multiple Hosts (Template
Mode) on the Select Hosts tab (Figure 3.13).

After this option is selected, an additional step appears in the task list: Select Template
Host (Figure 3.14), allowing you to pick the host with the optimal configuration—or the
host you are going to configure and have all other hosts match. Note that you can use the
template host to set physical connection (dvUplink), VMkernel ports, or both.

FIGURE 3.13 Configuring identical network settings on multiple hosts
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Once Select Template Host is selected, you can approve the template host’s configuration
or change it and apply that setting to all hosts attached to the vDS (Figure 3.15).

FIGURE 3.15 Manage Physical Network Adapters (Template Mode)
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Working with Virtual Adapters

While an initial VMkernel port is created during host installation, additional VMker-
nel ports can be added to isolate host traffic. Host adapters can be added in two ways

(Figure 3.16): either from the host’s Configure tab under Networking » VMkernel adapters

or with the Add and Manage Hosts wizard from the virtual distributed switch action

menu. When VMkernel ports are added to standard switches, a dedicated port group is cre-
ated, but when added to distributed virtual switches, VMkernel ports are assigned to exist-

ing distributed port groups.

FIGURE 3.16 Two ways to add host adapters
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During the creation of the VMkernel adapter, you have the option of choosing IPv4,
IPv6, or both to meet your network configuration. You can also choose a TCP/IP stack.
There are three stacks initially: Default, Provisioning, and vMotion. The default stack
carries all host TCP/IP traffic until you assign traffic to other stacks. If you create a
VMkernel adapter and assign it to the vMotion stack, only VMkernel ports assigned to that
stack can be used for vMotion. The same is true of the Provisioning stack and Provisioning
traffic. These settings are used to ensure that those traffic types are completely separated
from other host traffic. If needed, you can create custom TCP/IP stacks to separate other
management traffic such as replication.

The following host traffic types can be assigned to VMkernel adapters:

vMotion Each host that will participate in a vMotion virtual machine move
(including DRS) requires a VMkernel port to be flagged for vMotion traffic.

Provisioning  This includes the traffic for cold (virtual machine powered off) migra-
tions, cloning, and snapshot migrations.

Fault Tolerance Logging Only one VMkernel adapter can be flagged to carry the
traffic required to keep fault-tolerant virtual machine instances in sync.

Management The only required traffic type. The first VMkernel adapter created is
tagged for management traffic. Traffic types include vCenter, fat client, and SSH.

vSphere Replication/vSphere Replication NFC  These two options handle incoming
and outgoing replication data when vSphere Replication is in use on the host. The NFC
(Network File Copy) traffic type is for incoming replication traffic.

vSAN  Each host participating in a virtual storage area network (vSAN) cluster must
have a VMkernel port flagged for vSAN.

An additional traffic type that cannot be specifically assigned using the VMkernel set-
tings is TCP/IP storage—both NFS and iSCSI. NFS traffic will typically use the lowest-
numbered VMKkernel port that can access the NFS file server. If you want to dedicate a
VMkernel port to NFS, make sure it is on the same VLAN as the NFS server because the
host will use IP-adjacent VMkernel adapters before trying to route to NFS over the default
TCP/IP stack’s gateway. For iSCSI, there is a method covered in Chapter 4, “Storage in
vSphere,” that will dedicate NICs for iSCSI storage traffic.

An adapter can be configured to carry any or all of the traffic, unless it has been config-
ured as dedicated to iSCSI traffic or unless the vMotion or Provisioning stacks have been
assigned to other VMkernel adapters. However, best practice is to assign one VMkernel
port per distributed port group, one type of network traffic per VMkernel port, and one
type of network traffic per stack other than Default.

The default TCP/IP stack has a default gateway that is set on the host in the TCP/IP con-
figuration section of the Networking menu. When you create a VMkernel adapter, you are
given the opportunity to use the default gateway or set a custom gateway.
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You might notice (see Figure 3.17) that if you set a static IP when you configure the host,
vmkO (the first VMkernel port) is set to override the default gateway for the adapter even
though the same gateway IP is set for the default stack and vmkO.

FIGURE 3.17 VMkernel adapter default gateway and override option

= vmk0 - Edit Settings

Port properties No IPvd s
IPV6 setiings IPv4 address 192 . 168 . 110. 51
Analyre impact Subnet mask 255 255 . 255 . 0
Defaull gateway ¥ Ovemide default gateway for this adapter
192 _ 16
DNS server addresses 192.168.0.47

When configuring subsequent VMkernel ports, you may choose to use different default
gateways to take advantage of alternate routing capabilities on your management network.
You can also use the vmkping command from the command line of the host to ensure the
VMkernel adapters can access their default gateways and other hosts on the same network.

The Add and Manage Hosts wizard also includes the ability to migrate VMkernel net-
working. Be careful during this process because migrating the VMkernel of a host to an
improperly configured vDS could break connectivity to the host and thus keep vCenter
from managing the host. If you lose connectivity to the host in a manner that does not
trigger vDS rollback (see the section "Automatic Rollback" later in this chapter), you can
use the console GUI to reset the network settings or use the console command line to move
or edit the VMkernel ports.

The Add and Manage Hosts wizard will allow you to edit VMkernel adapters
on several hosts at once, which is useful for consistency in the environment.

If you move or edit a VMkernel port that is currently carrying traffic for a vMotion or
provisioning activity, that activity (vMotion or provision) will complete successfully.

If the wizard detects that you are moving or changing a VMkernel port or adapter that
is dedicated to iSCSI traffic, you will see a message in the Analyze Impact section of the

wizard (Figure 3.18). There are three levels of messages: No Impact, Important Impact, and
Critical Impact.
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FIGURE 3.18 iSCSlimpactwarning
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If you need to migrate a VMkernel port to a standard switch, you will need to use
the VMkernel adapter tools in the host view because the Add and Manage Hosts wizard
cannot move VMkernels to a vSS. Deleting VMkernel ports is pretty straightforward; just
be sure you are not deleting the last management port.

Custom TCP/IP Stacks

The ability to create custom stacks is key for advanced networking, as it allows separate
configurations for network types beyond the Default, Provisioning, and vMotion stacks.
The ability to create custom stacks, while most commonly used by NSX for VLAN traffic,
allows for advanced configurations like separate routing tables for replication traffic or a
separate DNS server for NFS traffic.

Custom stacks are managed on a per-host basis, and while they are edited using the
TCP/IP configuration section of the Networking menu from the Configure tab, they
can only be created from the command line of the server using esxcli network ip
netstack add -N="stack_name' as shown in Figure 3.19. You can see the new stack in
Figure 3.20.

FIGURE 3.19 Adding a new TCP/IP stack from the host command line

EP 192,168,110.52 - PuTTY
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FIGURE 3.20 The new stack from the web client
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After the stack is created, you can rename it or set the DNS and routing settings as
shown in Figure 3.21. If there is a VMkernel port with DHCP configured, you can use it to
set the DNS settings, or you can configure then manually.

FIGURE 3.21

TCP/IP stack settings

ﬁ esx-02a.corp.local - Edit TCP/P Stack Configuration

Name

Routing
Advanced

=) Obtain sefiings automatically from a Vivikernel network adapter

VMkernel network adapter
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Preferred DNS server

Alternate DNS server

Search domains

Example. site com site org site net

You can also change the TCP congestion algorithm between CUBIC and New Reno
(New Reno is the default), but the differences are beyond the scope of this book.
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Create a new TCP/IP stack and create a VMkernel adapter to use it.
Enable jumbo frames.

1. Connect to an ESXi host using SSH and log in as root.

2. Runthecommand esxcli network ip netstack add -N="NAS" to create the
new TCP/IP stack on the host.

3. Connect to the host using the vSphere web client and open the VMkernel Adapters
menu under the Configure tab.

4. Click the Add Host Networking button to launch the wizard.

5. Select the VMkernel Network Adapter on the first screen of the wizard and choose an
existing network for the second screen (here we are using the port group we created
in Exercise 3.1):

E| esx-01a.corplocal - Add Networking

1 Selectconnection type Selectconnection ype

Select a connechon type to create
2 Selecttangetdevice

=) Vikemel Metwork Adapter
The Viikeme!l TCP/IF stack handles raffic for ESX services such as vSphere viviation, iISCS)
NFS, FCoE, Fault Tolerance, vSAN and host management

Physical Network Adapter
A physical network adapter handles the network traffic to other hosts on the network
Virtual Machine Port Group for a2 Standard Switch

A port group han the virtual machine traffic on standard switct

[ esx-01a.corp.local - Add Networking

Selecttargetdevice

Selert 2 target device for the new connechon

w1 Selectconnection type

2 Selecttarget device

3 Connection settings = Selectan exsting network

3a Por properiies Srowse..

Select an exizting standard switch

_! New standard switch
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6. Under TCP/IP Stack, choose the new stack created in step 2.

ﬁ M&eorgbuﬁ«“ﬂﬂmﬂ?‘

+ 1 Selectconnection type Port properties
Specify Whkemel port setiings
' 2 Selecttarget device

Rt R Vivkemnel port settings

3a Port properilies

Metwork label: OMP
3b IPwvd gettings
4 Readyto compiets P seftings:
TCPIP stack

Aailable senices

Frovisioning

Enabled services:
| viviotion

[] Fault Tolerance logging
[[] Management

7. Leave all other settings at the default. Click Next twice, then Finish.

8. Identify the new VMkernel adapter using the custom TCP/IP stack. Click the adapter
and then click Edit.

9. Onthe second page of the Edit wizard, set the MTU to 9000.

= :
Port properties MTU

9000
INIC setings

1P settings

IPv6 settings
Analyze impact

10. Click OK to complete the exercise. Note that if you do not use the switch from
Exercise 3.1, you will need to set the switch to use jumbo frames also.
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Long-Distance vMotion

Long-distance vMotion supports live migration across links of at least 250 Mbps and up to
150 ms of round-trip time. If the vMotion traffic needs to be routed, you should enable the
vMotion TCP/IP stack for the VMkernel ports responsible for the vMotion traffic.

vCenter makes multiple checks to ensure that vMotion will work, such as, for instance,
migrating to a switch without a NIC. However, vCenter doesn’t check to make sure the
broadcast domain in use by the virtual machine exists at the destination, so it is possible for
the virtual machine to lose connectivity if you do not ensure that the destination is working
on the correct network.

You cannot vMotion from a distributed switch to a standard switch, but you
can always transfer to a distributed switch.

Migrating Virtual Machines to or
from a vDS

Virtual machines can be migrated to or from a vDS using the Migrate VMs to Another
Network or the Add and Manage Hosts wizard on the Distributed Switch action menu or
on the virtual machine settings window.

The Migrate VMs to Another Network wizard can move one or many virtual machines
to or from standard switches or distributed switches, but only one port group can be the
source and only one port group can be the destination. This wizard is best when a single
network is being moved.

The Add and Manage Hosts wizard can move any virtual machine connected to the
hosts selected to any port group on the distributed virtual switch being configured. This
wizard is best during the initial adoption of the distributed switch.

The virtual machine configuration window allows you to move the virtual machine to
any network connected to the host. If the destination port group is configured correctly,
moving it between networks will have no more impact than a vMotion of that VM.

Performance and Reliability

Distributed switches provide a couple of options for improving bandwidth and ensuring
that there is no single point of failure. However, you need to make sure the hosts are con-
figured correctly to take advantage of the distributed switch settings. Also, be aware that
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LAG assignments, load balancing, and failover policies are set per distributed port group
although the Manage Distributed Port Groups wizard can be used to ensure that all have
the same settings.

Link Aggregation

To increase network bandwidth, multiple physical NICs can be grouped together into link
aggregation groups (LAGs), which use the Link Aggregation Control Protocol (LACP)

to manage load balancing and dynamic handling of the links making up the LAG. In an
actual production environment, you would use your switch manufacturer’s documenta-
tion to configure LAGs because their naming conventions and settings could differ from
VMware vendor-agnostic guides.

Virtual distributed switches starting with version 5.5 feature Enhanced LACP
mode. If you upgrade a version 5.1 vDS that is configured with LAGs to ver-
sion 6.5 or later, LAGs should be upgraded to enhanced mode during the
distributed switch upgrade. There is a manual upgrade available if needed.

LAGs are created from the LACP menu found under the distributed virtual switch’s
Configure tab > Settings section (Figure 3.22).

FIGURE 3.22 LACP menu

M @ 8 @ o RegionAOI-VDS-COMP | actions~
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The number of ports selected for the LAG should match the ports configured on the
physical switch for the LAGs and the number of NICs allocated to the LAG on each host.

A port group can only be configured to use a single active LAG (Figure 3.23); all other
LAGs and stand-alone uplinks must be set to Unused. An Active LAG group will send
LACP packets to the switch for negotiation while Passive will only receive LACP packets.
This should be set according to the switch vendor’s guidelines.

FIGURE 3.23 Single active LAG
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As noted in Figure 3.23, the failover settings of the LAG group override the failover set-
tings of the port group.

A couple of important notes of caution regarding LAGs:

LAGs are not compatible with software iSCSI initiator multipathing.

LAGs are not compatible with host profiles and thus are not available to
Auto Deploy configurations.

Load Balancing and Failover Policies

There are five load balancing options for distributed virtual switches, configured on each
port group (Figure 3.24). These settings determine which uplink is used for each virtual
machine’s traffic—assuming there is more than one uplink.
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FIGURE 3.24 Load balancing choices

Route Based on IP Hash  This hashes the source and destination IP addresses of each
packet, which could send packets for the same virtual machine out several uplinks.
This load balancing method requires your physical switch to be configured for Ether-
channel or IEEE 802.3ad and should be configured according to your switch vendor’s
documentation.

Route Based on Source MAC Hash  The switch uses the MAC address of the VM and
the number of uplinks to calculate which port to use. If the VM changes switch ports,
it will still use the same uplink as the MAC doesn’t change.

Route Based on Originating Virtual Port  The default load balancing algorithm. The
virtual switch uses the port ID to determine which uplink is used. This generally pro-
vides a round-robin effect, distributing the ports evenly between the uplinks. However,
actual traffic or load is not taken into account and you could find that the uplinks vary
greatly in the volume of traffic they handle.

Use Explicit Failover Order Most commonly used for iSCSI port binding, this setting
allows you to manually determine which uplinks are active, passive (only used if no
active uplinks are available), or standby (not used at all). If your server had mismatched
NICs (for instance, 10 GB, 1 GB) available, you could assign the faster NICs to active
and the slower NICs to standby.

Route Based on Physical NIC Load The switch tests the actual load on the physical
NICs on each host every 30 seconds to determine virtual machine uplink usage. If a
physical NIC’s usage exceeds 75%, the uplink for the virtual machine using the most
traffic is changed.

Traffic Shaping

When configuring port groups, you can enable Traffic shaping, which allows either ingress
or egress network traffic limits to be set. Note that the average, peak, and burst values are
per port, not for the whole port group. If you want to limit a virtual machine that is send-
ing (or receiving) too much traffic, this is one option to restrict it. (Since ingress happens
after traffic has already been received at the host, you’re only saving the virtual machine
from being swamped with packets; the host still has to process the incoming packets and
restrict those over the caps you have set.) The Ingress setting could help virtual machines
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struggling to keep up with traffic, the Egress for VMs that send too much traffic, and both
could be configured to mimic a restricted environment, such as replicating a 1 GB connec-
tion when your host has 10 GB uplinks.

TCP Segmentation Offload

TCP segmentation offload (TSO) is a way to push some network tasks (the breaking up
of large packets into smaller ones) onto the physical network card, reducing the CPU
load of the host. Both virtual machines and VMkernel ports can take advantage of TCP
segmentation offload.

The physical NICs installed in the host must be capable of TSO and be configured to use
TCP Offload (Figure 3.25). This can be checked on the host with the esxcli command.

FIGURE 3.25 Checking TSO status using esxcli

By default, hosts will use TSO if it is supported by the physical adapters. TSO is
enabled on VMkernel ports by default and is also enabled on VMXNET 2 and 3 adapters
connected to virtual machines. Note that this requires VMware Tools to be installed on the
guests. Windows guests can disable TSO by disabling Large Send Offload V2 (IPv4) and
Large Send Offload V2 (IPv6) from the Advanced setting of the VMXNET adapter. Linux
guests can disable TCP Offload by running ethtool -K eth® tso off.

Jumbo Frames

The default MTU size on a network is 1500 bytes. Packets larger than 1500 bytes are
considered “jumbo.” Jumbo frames are used to improve network efficiency by reducing
overhead—each packet has the same header size (the part of the packet before the data), so
increasing the amount of data reduces the ratio of data-to-header. However, not all work-
loads support or take advantage of jumbo frames. Jumbo frame sizes are most often config-
ured for IP-based storage, backups, and network products such as VMware NSX.

All devices that handle traffic on the network must be configured for jumbo frames for
proper functionality. Common settings for jumbo frames are 1600 and 9000. Whoever
is requesting jumbo frame support—your storage team, network admin, or application
owner—should provide the proper value for the MTU.
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To enable jumbo frames for VMkernel ports, the MTU size must be set in the port prop-

erties of the VMkernel port (Figure 3.26).

FIGURE 3.26 VMkernel MTU

vmkO - Edit Settings

VMkernel port settings
IPv4 settings } 9

IPVE settings

Available services

To enable jumbo frames for virtual machines, the MTU must be set in the properties of
the network adapter. The virtual switch that the VMkernel port and/or virtual machines
connect to must also be configured for jumbo frames. This configuration can be found in

the Advanced settings of the switch (Figure 3.27).

FIGURE 3.27 MTU switch

ReqionA01-vDS-COMP - Edit Settings
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Create a new distributed switch and enable jumbo frames.

1. Connect to the host using the vSphere web client and open the Networking view.

2. Right-click the datacenter and choose New Distributed Switch under Distributed

Switch in the Actions menu.
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EXERCISE 3.3 (continued)

g B8 B8 4|

.corp.local

w [ vesa-0
= PortiD Mame Con
-ﬁ'ﬁegl A

- el il Actions - RegionAl1

g ‘E Add Host =

= 4 ]
- &3 New Cluster.

New Foider 4 =
Db Such
New Virtual Machine » | 3 impart Distributed Switch. .

= 48] Mew vApp from Library.. I

-
*8 Deplay OVF Template

Storage »

Edit Default VIV Compatbility..

3. Enter a name for the new distributed switch and click Next. On the third screen, enter
a port group name and click Next.

4. Verify the settings and click Finish.

Z= New Distributed Switch
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w2 Selectwersion

v 3 Editsetings Name: RegionAQ1-vDS-COMP
Number of uplinks 4
Network /O Control: Enabled
Default port group EEX-RegionA01-vDS

Suggested next actions
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&) These sctions will be available in the Actions menu of the new distributed switch

5. Right-click the new switch and choose Settings » Edit Settings.
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6. Onthe Advanced page, change the MTU (Bytes) to 9000 and choose OK.

% RegionA0M-vDS3-COMP - Edit Settings

General MTL (Bytes) | 3000 %

Advanced : e ]
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Network Isolation

Virtual local area networks (VLANSs) and private virtual local area networks (PVLANSs)
are methods to isolate different networks that are utilizing the same network switches.
When VLANs and PVLANSs are implemented with distributed virtual switches, it is critical
to have the physical switches configured properly to ensure traffic is handled properly.
When VLANS are used on a physical switch, the switch generates a table listing the
ports that are participating in each network. The ports in each network are configured
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with the same VLAN ID and traffic is allowed to pass between them on the switch. If other
ports on the same switch are configured with different VLAN IDs, traffic would need to

be routed by a network device with access to both VLANSs in order to flow between the
two VLAN:S.

When the switch needs to connect to another network device, it can use a trunk connec-
tion and send the traffic for multiple VLANSs on the same wire. To ensure that the traffic
is handled properly, each Ethernet frame has a VLAN ID appended at the beginning of
it. This way the destination device knows which network each packet belongs to and will
handle them appropriately. Only packets traveling between trunk connections receive
the VLAN tag.

Private VLANSs add an additional level of information, where one VLAN is configured
with one or more secondary VLAN IDs. While all of the VLANSs (primary and secondary)
are considered part of the same network, the network devices will treat the packets differ-
ently. Secondary PVLANSs can be configured as Community or Isolated, while the primary
PVLAN is always promiscuous. Ports tagged with a Community secondary PVLAN can
communicate with other ports with the same secondary PVLAN or any port configured
with the primary PVLAN ID. Ports tagged with an Isolated secondary PVLAN ID can only
communicate with ports tagged with the primary PVLAN ID.

VLANSs are configured on port groups so that VMs can participate on the proper net-
works. PVLANSs must be defined on the vDS before they can be configured on port groups
to provide additional VLAN isolation. To define the private VLANS, select the vDS, click
Configure, and select Private VLAN. When creating private VLANSs, keep these guide-
lines in mind:

»  Only one secondary PVLAN can be set as Isolated. Only one is needed since each port
associated with that PVLAN is isolated to only talking to primary VLAN ports.

»  Community PVLANSs are useful for VMs that will communicate with each other; iso-
lated PVLANSs are useful for VMs that do not need to communicate with any other
VM on the same network.

= The router for the private VLAN must be connected to the primary VLAN so that it

can route traffic to/from all VMs on the network, regardless of their community or
isolated membership.

Again, it is critical to have the physical switches configured properly to ensure that
traffic is handled properly. Note that this only provides VLAN isolation, not true security.

Automatic Rollback

If a network change is made to a host that disrupts the host’s ability to communicate with
vCenter, the host should automatically roll back the last change to the VMkernel ports.
Changes include MTU sizes, VLAN settings, physical NIC speed or duplex, VMkernel IP
settings, default gateway changes, and removing the VMkernel port or physical adapters.
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After a host detects a vCenter connection loss and rolls back the last change (which
usually happens very rapidly), you might see a few alerts to let you know what happened

(Figure 3.28).

FIGURE 3.28 A few variations of rollback alerts
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Distributed switches also have rollback mechanisms in the case of changes such as team-

ing, MTU, or VLAN causing problems.
If the rollback mechanism does not correct the problem, you may need to restore the
vDS from an earlier version or update the network settings directly on the host using the
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Direct Console User Interface (DCUI) or ESXi shell—or both if you find that the vDS
doesn’t realize it needs to roll back and continues to push the change to the host, while
the host initiates a rollback. In that scenario, the host will be out of sync with the vDS
(Figure 3.29).

FIGURE 3.29 Outofsyncerror
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If you enable the health check routines for the distributed switch as shown in
Figure 3.30, you can get more information on what went wrong (Figure 3.31).

FIGURE 3.30 Configuring the vDS health check
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From the host’s virtual switch menu, you can use the rectify option to resolve this
(Figure 3.32).
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FIGURE 3.31 Monitoring the health of a vDS
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FIGURE 3.32 Rectify avDS from a connected host
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Monitoring and Mirroring

VMware distributed switches include the capability of mirroring traffic from one port to
either another port on the vDS or a remote destination. This is useful for security pur-
poses, but also to examine packets with a utility such as Wireshark for application trou-
bleshooting.

Encapsulated Remote Switched Port Analyzer (ERSPAN) is a means of delivering mir-
rored traffic to a remote destination, which VMware implements as Encapsulated Remote
Mirroring (L3) Source.

To configure port mirroring, in the Port Mirroring section of the virtual distrib-
uted switch’s Configure tab, select New > Encapsulated Remote Mirroring (L3) Source
(Figure 3.33). This will allow sending traffic to an ERSPAN destination.

FIGURE 3.33 Configuring port mirroring

== RegionA01.vDS-COMP - Add Port Mirroring Session

Select session type
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2 Editproperties

3 Selectsournces ) Distibuted Port Mirroring

4 SeolectdesGratons Mirror network traffic from a set of distributed ports to other
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__| Distributed Port Mirroring (legacy)
Mirror network traffic from a set of distributed poris to a set

Name the session as desired and make sure you set the status to Enabled. You can
change the other settings if required by your ERSPAN destination. Note that the default is
to send every packet, but the sample rate can be adjusted as needed.

Select the specific ports (VMkernel or virtual machine) you wish to monitor
(Figure 3.34), or enter a range of ports.

The ports will default to sending both egress and ingress traffic to the destination, but
you can change that on a per-port or per-range basis.
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FIGURE 3.34 Selecting the source distributed ports
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Using NetFlow

One of the advanced settings available on virtual distributed switches is NetFlow. NetFlow
is metadata about the traffic on the switch, which is very useful for traffic analysis and is
used by utilities such as vRealize Network Insight. To configure NetFlow on your vDS, use
the NetFlow section of the switch’s Configure tab (Figure 3.35).

FIGURE 3.35 Configuring NetFlow
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Here you set the IP address of the network analysis tool that will be receiving the Net-
Flow statistics. The port, domain ID, and advanced settings, if needed, should be obtained
from the tool. The switch IP address option is important as it allows all of the data from
the switch to be grouped together.

Understanding Network I/O Control

Enabling vSphere Network I/0 Control (NIOC) lets you can set shares, reservations, and
limits on network bandwidth for system traffic and/or virtual machines. NIOC is enabled
by default when you create a distributed virtual switch, and the values are set on a per-
distributed-switch basis.

The shares, limits, and reservations work much the same as they do with memory, CPU,
and storage settings. However, while the system traffic settings are on a per-host basis,
virtual machine settings (specifically, reservations) have implications across hosts. Virtual
machine reservations (if configured) are used for Distributed Resource Scheduler virtual
machine migration decisions and for HA placement decisions.

All calculations for shares, limits, and reservations are on a per-adapter
basis, and between system traffic and virtual machine traffic, you can only
reserve a maximum of 75 percent of the bandwidth of the slowest physical
NIC connected.

System traffic setting are configured in the Resource Allocation menu on the Configure
tab of the vDS (Figure 3.36).

FIGURE 3.36 NIOC system settings
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Only configure the settings for the system traffic that will actually be carried
on this vDS. If the distributed switch has no VMkernel adapters connected
to it, you should not change the system settings at all. Reservations set for
system traffic can only be used by that type of system traffic, so setting a
reservation for vSAN at 1000 Mbit/s on a switch with no VMkernel adapters
connected puts an artificial limit on the virtual machine traffic it can carry.

System traffic shares are used to determine how bandwidth is allocated on saturated
links. (See the next section, “Configuring NIOC Reservations, Shares, and Limits,” for
more details.) Reservations set a guaranteed amount of network bandwidth per adapter for
that traffic type. Limits set a maximum amount of bandwidth that a specific traffic type
can consume.

Reservations are useful to guarantee a performance level, shares are good for adjust-
ing the balance between traffic types during contention, and limits can be used to address
chatty VM or reduce traffic for known issues—such as replication traffic causing WAN
issues when it hits a certain throughput.

vSphere 6.0 introduced Network I/O Control version 3, which allows for bandwidth
settings per VM. If you have a vDS created with version 2, you can upgrade it to version 3,
but settings such as user-defined network resource pools and CoS tagging for system traffic
will be removed. Note that virtual machines connected to a vDS with NIOS v3 cannot
use SR-IOV.

Configuring NIOC Reservations, Shares, and Limits

To apply network I/O control to virtual machines, you first need to set a reservation for
virtual machine traffic. By default the reservation is 0.

= If there will not be any system traffic on the vDS, set the reservation to the max (75
percent of the slowest physical link).

= If there will be system traffic, you will need to decide how much bandwidth you would
like to guarantee to virtual machines. The value needs to be at least the total amount
you would like to reserve to individual virtual machines.

= If you will not be reserving bandwidth for individual virtual machines, set the reserva-
tion to 1 Mbit/s (Figure 3.37), which is enough to enable network resource pools.

Once the virtual machine traffic reservation is set, you can create network resource
pools. These pools will then be assigned to distributed port groups on the vDS to set a res-
ervation quota (really, a limit on the total reservations) for the VMs connected to the port
group and to enable the VMs to set individual limits and shares. Multiple port groups can
be assigned to the same network resource pool, but all VMs assigned to the pool will share
the same reservation quota.
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FIGURE 3.37 Virtual Machine Traffic set to 1 Mbit/s
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Shares give you a way to allocate resources during times of contention.
Objects allocated more shares receive more resources when the resources
are overallocated. Only unreserved resources are shared. The default setting
of Normal provides a value of 50; other settings are Low with 25 and High
with 75, or you can set a custom share setting of 1-100.

For shares, there are two stages of calculation when an adapter is saturated: the traffic
type share and the virtual machine share. First, the shares for the traffic types carried on
the adapter have their share values added and each traffic type share setting is divided by
the total number of shares in play. By default, each system types has 50 shares and VM
traffic has 100 shares. Here are three examples of share calculations:

= Ifa 10 Gbit/s adapter is carrying vSAN and virtual machine traffic and the adapter is
saturated with traffic and no reservations are set, the virtual machines would be allo-
cated 2/3 of the bandwidth. (50 shares for vSAN plus 100 shares for virtual machines
equals 150 shares total. Virtual machines are granted 100 shares of the 150 total
shares, 100/ 150 = 2/3 of the shares and thus 2/3 of the traffic under contention.)

traffic with no reservation and the adapter is saturated with traffic, the virtual
machines would be allocated 2/3 of the bandwidth available after the reservation, or

about 6 Gbits/s.

If a 10 Gbit/s adapter is carrying vSAN with a 1 Gbit/s reservation and virtual machine
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» If a 10 Gbit/s adapter is carrying vSAN with a 1 Gbit/s reservation and virtual machine
traffic with a 4 Gbit/s reservation and the adapter is saturated with traffic, the virtual
machines would be allocated 2/3 of the bandwidth available after the reservation, or
about 3.3Gbit/s plus the 4 GB reservation for a total of 7.3 Gbit/s to share among the
virtual machines.

In each of these examples, each virtual machine has 50 shares by default and thus would
share equally in the traffic available to virtual machines.

If a virtual machine has a reservation set, that VM will receive a guaranteed amount of
traffic, and traffic sent over the reservation will contend using the share setting. In the last
example, if there were a virtual machine with a 1 Gbit/s reservation that was trying to use
1.2 Gbit/s of bandwidth, the last 0.2 Gbit/s would be allocated using the shares and receive
equal priority if all VMs have the default of 50 shares.

A virtual machine that only requires 1000 Mbit/s can have a limit set, and the vDS will
ensure that the VM only consumes that amount of bandwidth.

Set limits and reservations sparingly. The reservation will be permanent for system
traffic or take effect as long as the VM is powered on for virtual machines and will reduce
the bandwidth available to other VMs and system resources. Limits set an artificial
performance cap on the resource and if not documented could cause troubleshooting head-
aches later on.

Determining NIOC Requirements

Network I/0O Control requires only a distributed virtual switch. For best results, all hosts
should have identical NICs and the same number of NICs connected to the vDS. NIOC v3
requires a VDS of version 6.0 or higher.

Traffic shaping settings take precedence—if traffic is restricted to 1000 Mbit/s on a port
group where a VM has a reservation of 1500 Mbit/s, it will be limited to 1000 Mbit/s.

Network I/0O Control is best monitored from the Resource Allocation menu, where you
can see the bandwidth settings under System Traffic and the virtual machines in the
resource pools (refer back to Figure 3.36).

Configure Network I/O Control on a distributed switch.
1. Connect to the host using the vSphere web client and open the Networking view.

2. Select the distributed switch and choose System Traffic from the Configure menu.
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EXERCISE 3.4 (continued)
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Select the Virtual Machine Traffic type and click the edit icon.

Enter a reservation of 1000 Mbit/s and click OK (this will give virtual machines at least
10 percent of each pNIC’s bandwidth to share).

RegionA01-vDS-COMP - Edit Resource Settings for Virtual Machine Tr... 7

hame
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Shares.

Reservation

Limit

Virtual Machine Traffic
Virtual Machine Traffic Type
High -
1000 o
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OK

Mbitis -
Mbitis -
Cancel

Select the vMotion traffic and set the shares to High and the reservation to 500
(this will give vMotion at least 5 percent of each pNIC and higher priority during

contention).
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RegionA01-vDS-COMP - Edit Resource Settings for viMotion Traffic 2
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6. Selectthe NFS Traffic type and set the shares to Low and a limit of 200 Mbit/s (this
will restrict NFS access to no more than 2 percent of each pNIC and de-prioritize even
that amount during contention).

RegionA01-vDS-COMP - Edit Resource Settings for NFS Traffic 7
Mame NFS Traffic
Description NFS Traffic Type
Shares Low |-
Reservation ] [« [wbitis -

Max reservation: 200 Mbit/'s
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OK Cancel

Summary

This chapter has covered host and virtual machine networking, including advanced host
network settings, vSphere Distributed Switches, and network I/O control. Host networking
using VMkernel adapters has a variety of options available to meet the networking require-
ments of the modern datacenter, including allowing multiple default gateways on the same
network and providing the host with multiple TCP/IP stacks. VMkernel adapters are con-
figured per host, requiring care to be taken during configuration to ensure that all hosts are
set up correctly.
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Distributed switches offer an extensive list of enhancements over standard switches,
including centralized management, the ability to mirror ports or forward port traffic to a
remote destination, the ability to load balance across physical NICs based on the load, and
network I/O control.

NIOC brings the concepts of shares, reservations, and limits to networking, allowing
you to guarantee bandwidth to some virtual machines or types of host networking and
guarantee that during contention, network I/O is distributed evenly—or not, depending on
your use case.

Exam Essentials

Know how vSphere Distributed Switches are different from standard switches. Know
how the control plane and data plane are different and how the distributed switch model
makes management easier. With most settings moved to vCenter control, you can be sure
the switch and port group implementation is the same on all hosts. However, uplink and
VMkernel ports are configured per host, so be sure to understand where to look to make
changes or troubleshoot those components.

Understand how VMkernel adapters are configured for different traffic types. While one
VMkernel adapter can carry all of the different traffic types, know how to create a VMker-
nel adapter for each type of traffic for security and performance and know how to create
new TCP/IP stacks and use multiple default gateways for different networking design con-
siderations.

Know how to add hosts to or remove hosts from a vDS. Know how you can manage
hosts with the wizard in the Networking view, or manage the hosts’ uplinks and VMker-
nel in the Hosts view or use the Host Client to manage the host components if vCenter is
unavailable.

Know the different load balancing options, including LAGs. Know that port groups have
four load balancing options, and understand the difference. Also be able to create LAGs
using the switch’s LACP menu and know the limitations of LAGs.

Understand how automatic rollback works.  An automatic rollback will attempt to keep
incorrect switch changes from affecting host connectivity. Be aware of what can trigger an
automatic rollback and how to identify when it has occurred.

Know how Network I/0O Control works and is configured. Network I/O Control adds
the concepts of shares, reservations, and limits to host and virtual machine networking.
Understand how to configure NIOC, how shares are calculated, and why shares only
matter during times of contention.
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Review Questions

The answers to the chapter review questions can be found in the Appendix.

1. A virtual distributed switch with two 10 GB NICs per host has the default system traffic settings
set and a resource pool with a quota of 500 Mbit/s. There is one virtual machine in the resource
pool with network shares set to Low, reservation set to 250 Mbit/s, and a limit of 500 Mbit/s.
What change would improve network performance for that virtual machine at all times?

A. Set the Virtual Machine Traffic type reservation to 1000 Mbit/s.
B. Set the Limit on the virtual machine to 1000 Mbit/s.
C. Set the Reservation Quota on the resource pool to 1000 Mbit/s.
D. Set the Reservation on the virtual machine to 1000 Mbit/s.
2. What is the simplest way to restrict the traffic for a collection of virtual machines that are
all on the same VLAN?
A. Network I/O Control
B. Distributed Port Group traffic shaping
C. Network Protocol Profiles
D. Traffic filtering and marking
3. What could account for a virtual machine dropping off the network after moving to a new
host via DRS? (Choose two.)
A. Improper VLAN configuration on the distributed port group
B. No NIC configured on the virtual machine
C. Improper VLAN configuration on the physical switch
D. No NIC configured on the host
4. What can be used to prevent a virtual machine from communicating with other virtual

machines on the same broadcast domain but allow its traffic to route to virtual machines?
(Choose two.)

A. Private VLAN
B. Virtual switch with no uplinks
C. Traffic filtering and marking
D. Network I/O Control
5. A virtual distributed switch with two 10 GB NICs per host has the default system traffic settings
set, a resource pool with a quota of 500 Mbit/s. There is one virtual machine in the resource pool

with network shares set to Low and a reservation set to 250 Mbit/s. What two changes would
improve network performance for that virtual machine at all times? (Choose two.)

A. Set the Virtual Machine Traffic type reservation to 1000 Mbit/s.
B. Set the Limit on the virtual machine to 1000 Mbit/s.

C. Set the Reservation Quota on the resource pool to 1000 Mbit/s.
D. Set the Reservation on the virtual machine to 1000 Mbit/s.
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Which are valid services you can enable for a VMkernel adapter?

A. NFS
B. iSCSI
C. vSAN
D. NIOC

Which VMkernel service is responsible for incoming vSphere replication traffic?

A. Management

B. vSphere Replication

C. vSphere Replication NFC

D. vSphere Replication Appliance

What can be used to ensure that a host with two NICs has the proper connectivity?
(Choose two.)

A. LLDP

B. vmkping

C. Beacon probing

D. NetFlow

An administrator wishes to improve the performance of virtual machine cloning. Which
option could be one step in improving that performance?

A. Configure traffic shaping on the VM’s port group.

B. Create a new VMkernel adapter for Provisioning traffic.

C. Upgrade the distributed switch to version 6.5.0.

D. Set the virtual machine traffic to High in NIOC.

Which load balance option is not available when using software iSCSI initiator
multipathing?

A. Route Based on IP Hash

B. Explicit
C. Route Based on Physical NIC Load
D. LACPLAG

A datacenter has separate networks for management, iSCSI, and Network Attached Storage
(NAS) traffic. Both management and NAS traffic requires routing to remote networks, but
those networks do not route to each other. What option would allow an ESXi host to use
these networks?

A. Custom TCP/IP stacks
B. Override default gateway

C. NIOC

D. Traffic filtering and marking
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Consider the figure here. A datacenter has separate networks for management and Network
Attached Storage (NAS) traffic. Both management and NAS traffic requires routing to
remote networks, and both have gateways on the same network. What option would allow
an ESXi hosts to use these networks with the fewest steps possible?

Network
192.168.100.
Corporate X Router
Network 192.168.100.2 NAS Server
- E 192.168.100.55
>
Router Router
192.168.0.1 192.168.0.2

Network
192.168.0.x |

ESXi Server
192.168.0.42
A. Custom TCP/IP stacks
B. Override default gateway
C. NIOC
D. Traffic filtering and marking

Which object sets the maximum number of uplinks a host can use for a virtual distrib-
uted switch?

A. Port group on the vDS

B. Virtual switch on the host

C. Uplink group on the vDS

D. vSphere Distributed Switch (vDS)

Which port group mode should be used for a network-monitoring virtual appliance that
needs access to Ethernet frames with VLAN headers?

A. External Switch Tagging (EST)

B. Virtual Switch Tagging (VST)

C. Virtual Guest Tagging (VGT)

D. Private VLAN (PVLAN)
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Which port group option should be used when the pNIC is connected to an access port?
A. External Switch Tagging (EST)

B. Virtual Switch Tagging (VST)

C. Virtual Guest Tagging (VGT)

D. Private VLAN mode (PVLAN)

Which port group settings should be enabled to allow any VM in the port group to receive
packets not intended for it?

A. Traffic filtering and marking

B. Promiscuous mode

C. Virtual Guest Tagging (VGT) mode

D. Private VLAN (PVM) mode

If you want a particular port group to only use one NIC regardless of fail conditions, which
object and setting would you choose?

A. Uplink group, Use Explicit Failover Order

B. Port group, Use Explicit Failover Order

C. Port group, Route Based on Physical NIC

D. Uplink group, Route Based on Physical NIC

Several VMs on different hosts connected to the same port group lose connectivity during

a network test. All hosts have two NICs connected to the switch. What setting could cause
the problem?

A. Route Based on IP Hash with the switches in Etherchannel mode

B. TSO Offload not enabled on all hosts

C. Explicit Failover configured using Unused

D. Jumbo frames enabled on the physical switches but not the vDS

What would prevent you from setting the Virtual Machine Traffic reservation
above 0 Mbit/s?

A. NIOC not enabled

B. NIOC version 2

C. No pNICs connected

D. No port groups created

Which settings on the physical switches could cause VMs to behave differently on different
hosts? (Choose two.)

A. Jumbo frames

B. CDP/LLDP

C. VLAN tagging

D. NetFlow
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Storage is one of the basic requirements for ESXi—along with
compute and memory. You can have a complete, air-gapped
virtual datacenter with no physical networking, but there will
be no persistent virtual machines without somewhere to store them. VMware has slowly
been adding features and capabilities to the storage stack over the years, and today a host
can connect to local disks, remote file or block storage with physical and virtual adapters,
plus share out its local disks as file- or block-level storage. It can even host storage for
physical servers.

Note that this chapter focuses on connecting to shared storage arrays and network-
attached storage and configuring local storage to become shared storage. There is no
coverage of local disks for booting or virtual machine storage.

Managing vSphere Integration with
Physical Storage

We will start with the basic ways to connect ESXi hosts to shared storage. Shared storage
takes two basic forms: block-level and file-level, which essentially comes down to where the
file table is maintained.

Absent using host profiles, all physical storage access is configured
separately on each host.

With block-level storage, an array presents unformatted raw storage identified by a
unique logical unit number (LUN) to an ESXi host using either iSCSI or Fibre Channel
protocols. The host then formats the storage for use with the VMware File System (VMFS)
and creates a file table to track folders, filenames, and storage blocks in use by files. With
file-level storage, a network-attached storage (NAS) server (or any server with the capa-
bility) formats its local storage and shares out folders using the Network File System
(NFS) protocol.

The question of which datastore type to use has a great many variables—what storage
technologies are currently in use and what technologies are the staff knowledgeable and
comfortable with? What are the future storage needs for the datacenter? What vendors
are preferred? While the current trend is toward a Software-Defined Data Center (SDDC)
using software-defined storage such as vSAN, there are still plenty of reasons to purchase
physical arrays, including supporting separate physical equipment or features such as
datastore-level snapshots.
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One of the traditional standards was using block storage for virtual machines and a
low-cost NFS server for templates and ISOs. The idea of multiple levels of storage, usually
differentiated by cost and performance, is still very valid and can be easily implemented,
as we will see later, by storage profiles. While the Keep It Simple philosophy would suggest
only maintaining one type of storage, you may find cost, performance, features, or avail-
ability reasons to maintain multiple arrays.

Adding an NFS Datastore

ESXi hosts support connecting to file-level storage using either NFS version 3 or version
4.1. NFS version 4.1 adds Kerberos for authentication and data integrity assurance, some
multipathing capabilities via session trunking, and support for server-side locking. How-
ever, NFS 4.1 is not currently supported for Storage DRS, Storage I/O Control, or Site
Recovery Manager.

For setting up an ESXi host to connect to NFS, version 3 has a very simple add wizard;
there are multiple possible steps for NFS v4.1. For NFS v3, you will provide a datastore
name, the share name as it is configured on the server, and the IP address or DNS name of
the NAS. For version 4, you can specify multiple DNS names or IP addresses if your NFS
server supports multipathing (see your vendor’s documentation for best practices) and then
configure Kerberos for security and data integrity.

As Figure 4.1 shows, you need to have the host added to Active Directory and have a
Kerberos user added to the host configuration before you can enable Kerberos for the NFS
4.1 datastore.

Kerberos credentials are set once per host, so if you have multiple NFS 4.1
servers, they all need to use the same credentials because only one set of
credentials can be set on a host.

As shown in Figure 4.1, the Kerberos credentials are set in the Authentication Services
menu on the host, the same menu page where the Active Directory settings are located.

FIGURE 4.1 Configuring Kerberos credentials
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Once the datastore is created on one host, you can use the Mount Datastore to Addi-
tional Hosts wizard to ensure that the configuration matches on your hosts. This is impor-
tant as advanced features such as vMotion and HA require the datastore to be named
identically on each host.

FIGURE 4.2 Unmounting an NFS datastore
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You can remove an NFS datastore from an individual host or from all hosts using the
Storage view. Right-click the datastore and choose Unmount Datastore (Figure 4.2). You
will see a list of hosts with the datastore currently mounted.

If there are virtual machines running on the datastore, you will not be able to unmount
it from the hosts running those VMs. Figure 4.3 shows an error message resulting from
trying to unmount an NFS datastore on a host with virtual machines present on the
datastore.

FIGURE 4.3 Error when removing a datastore that’s in use

Error Q x
© The "Remove datastore” operation failed for the entity with the
following efror message

The resource 'NFSDalastore’ is in use
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Add an NFS v3 datastore.
Requires a NAS providing an NFS v3 share.

1. Connect to vCenter using the vSphere web client, open the Host and Cluster view,
and click an ESXi host.

2. Open the Datastores tab, click the Create a new datastore icon, and choose NFS from
the first screen of the wizard.
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B NFSDatastore & Normal NES 3

[ RegionA01-SCSIDY & MNormal VMFS 5
[ RegionA01-iSCSI02 & Normal VMFS:5
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- . ™
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2 SelectNFS version

3 Name and configuration

4 Readyto com

VIMFS datastore on a disk/LUN
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3. Onthe second screen, pick NFS v3.
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EXERCISE 4.1 (continued)

4. For NFS version 3, provide a datastore name for how the NFS share will appear in the
GUI. Enter the share name as it is configured on the server, along with the IP address

or DS name of the server.

9 New Datastore

Mame and configuration

w1 Type
Specifyname and cenfiguratien.

+~# 2 SelectNFS wrsion

3 Mame and configuration a8

4 Readyto complete

Mount 1o acditional

astore an naw hosts in the c

Datastore name: | NFSwaDatastore

bk

5. Click Next and then Finish to complete the Add Datastore wizard.

6. Once the datastore is created on one host, you can use the Mount Datastore to Addi-
tional Hosts wizard to ensure that the configuration matches on your hosts.
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Add an NFS v4.1 datastore

Requires a NAS with an NFS v4.1 share and Kerberos credentials set.

1. Connect to vCenter using the vSphere web client, open the Host and Cluster view,
and click an ESXi host.

2. Open the Authentication Services menu on the host and set the Kerberos credentials.

Lkser name:  |nfsuser

Password. I""""

Flease note thal the provided credentiais are currently
8y nct vabdated unlil you mount a detssicre with kergercs
authertication.

[ oc ][ comes |

3. Open the Datastores tab, click Add Datastore, and choose NFS from the first screen
of the wizard.

4. Onthe second screen, pick 4.1 for the version of NFS your server is using to present

the share.
s 3
| 3 New Datassore |
o 1 Type Select NF5 version
Select the NFS version
v
3 Name and configuration [_INFS3
Configure Karberos NFS 3

4 authenticaiion -
(4) NFS4.1

NFS 41

§ Readyto complets

Uise only one MFS version to acoess a given datasiore. Consequences of mountmo one or more hosts to the same datastore
using different versions can include data corruption.

5. With NFS version 4.1, you can specify multiple DNS names or IP addresses if your NFS
server supports multipathing (see your vendor’s documentation for best practices).
Here you will enter your NAS IP address(es).
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EXERCISE 4 (continued)
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6. You can then configure Kerberos for security and data integrity. You will see an error
if you skipped step 2.
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3 New Datastore
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7. Once the datastore is created on one host, you can use the Mount Datastore to Addi-
tional Hosts wizard to ensure that the configuration matches on your hosts:
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Using Block Storage

Block-level shared storage accessed using the iSCSI and Fibre Channel protocols can be
accessed using either physical adapters—host bus adapters (HBAs) or converged network
adapters (CNAs), where the physical card handles most of the I/O and communication
with the storage server—or network interface cards (NICs) that may or may not provide
hardware assistance for some of the I/O- and storage-related communication tasks.

For Fibre Channel arrays, the communication path between the ESXi hosts and the
storage arrays can be either dedicated Fibre Channel fabrics with HBAs in the host
connected to Fibre Channel switches using special cables or Fibre Channel over Ethernet
(FCoE), where the cables and switches are regular network cables. With FCoE, the Fibre
Channel protocol is encapsulated in Ethernet frames (not TCP/IP packets)—which requires
an extra step when sending or receiving data from the array. There is a variety of hardware
choices available for the hosts, ranging from CNAs that will handle the I/O and network
encapsulation duties to NICs that support FCoE but require the host to do most of the
work. If you want to boot your host using FCoE, you will need either an HBA or a net-
work card that supports FCoE Boot Firmware Table (FBFT) or FCoE Boot Parameter Table
(FBPT). The trade-off is generally the more expensive the adapter, the lower the CPU load
on the host. Which adapter to choose is really a conversation to explore with your storage
vendor if you are considering FCoE.

Fibre Channel fabrics use the concept of zoning to determine what hosts have access to
what storage arrays. Usually created and maintained at the Fibre Channel switch, zones are
created between host ports and array ports to ensure that hosts have access to only what
they need. Normally, groups are created to reduce the number of objects maintained—for
example, all host ports needing to connect to a specific set of array ports are grouped
together and then a zone is created to allow access to the correct group of array ports. Once
a zone is created to allow communication from a host port to an array port, a LUN map is
created to allow access from the host to the specific LUNs created on the array. For shared
storage (as required for vMotion, HA, DRS), the same LUNSs need to appear identically to
all required hosts. However, when booting a host from an array, the boot LUN should only
be mapped to the host booting from it.

With iSCSI storage, the communication path is over regular network cables and
switches. However, you still have a choice of adapters ranging from iSCSI HBA to normal
network cards. The HBAs available for iSCSI can be either Independent, where the adapter
has a more sophisticated chipset and has a BIOS-level configuration, or Dependent, where
the adapter is configured from ESXi. Network card options available to iSCSI implemen-
tations include the ability to take some of the load off the CPU by handling TCP packet
processing using a TCP/IP offload engine, or TOE. You can also use a network card that
offers an iSCSI Boot Firmware Table (iBFT), which will let you boot from the SAN without
the expense of an iSCSI HBA.

To boot a host from a storage array, you need a LUN created and presented to the
host (usually using zoning and mapping for Fibre Channel and sharing for iSCSI—but
see your vendor’s documentation), and then you need to configure the storage adapter
on the host. Each of the options (Fibre Channel HBA, FCoE HBA, network card with
FBFT or FBPT, network card with iBFT) requires you to access the adapter during the
boot process of the host. The parameters you set might vary depending on the vendor,
but generally a Fibre Channel HBA will provide a list of arrays and LUNSs that it finds
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and you select the LUN to boot from, while a FCoE adapter requires VLAN and IP set-
tings for the adapter and IP or DNS name for the array before providing a list of avail-
able LUNSs. Booting from an iSCSI array is similar to FCoE, where you need to specify
network parameters for the adapter and array, but you may also need to add credentials
if your array has Challenge Handshake Authentication Protocol (CHAP) configured

for security.

Configuring the Software iSCSI Initiator

If you are accessing iSCSI storage using a NIC instead of an HBA, you will need to enable
and configure the software iSCSI initiator (sometimes also called the iSCSI adapter) on each
host. As shown in Figure 4.4, the software iSCSI adapter can be added from the Storage
Adapters option of the host’s Configure tab. Only one software iSCSI adapter can be

added per host.

FIGURE 4.4 Adding aniSCSlinitiator
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Once the iSCSI software initiator appears in the adapters list, you can start configuring
it. iSCSI hosts are identified by a iSCSI qualified name (IQN), which in the GUI is referred
to as ISCSI name. This is used by the iSCSI array to identify hosts and map them to allowed
LUNS. By default the IQN for a host is ign.1998-01.com.vmware:<hostname>-<random
8 character hex string>, which can be modified if needed.

If a host is rebuilt, the random part of the IQN will change. You can either
make a note of the IQN before rebuilding and reset it after the update
(Figure 4.5) or update the array with the new IQN.

If your array has CHAP configured for security, you can set the credentials for the host
either for the adapter (so all arrays receive the same credentials) or per array. When setting
the credentials, you have four options (Figure 4.6).
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FIGURE 4.5 Changing the IQN for a host
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Unidirectional means the array checks the credentials the host sends (Outgoing).
Bidirectional means the array will check the credentials of the host (Outgoing) and reply
with credentials for the host to verify (Incoming). Unidirectional has three versions: use “if
required,” use “unless prohibited,” and simply “use.” Refer to your vendor’s documenta-
tion for which options it supports and which it recommends.

To add an array, open the Targets tab of the iSCSI and click Add with Dynamic Dis-
covery selected (Figure 4.7).

If your array requires CHAP and you did not set the credentials at the adapter level
as described earlier, you can add them here by unchecking Inherit Settings from Parent
(Figure 4.8).

The difference between Dynamic and Static refers to whether the array dynami-
cally populates the Static page with all the LUNs the host is mapped to or if the LUN
information needs to be entered annually. Refer to your array’s documentation to see which
method is supported.
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FIGURE 4.7 Adding aniSCSI target
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Binding VMkernels to the Software iSCSI Initiator

The final step for software iSCSI configuration is to ensure that there are multiple paths
to the storage array. You need to ensure that there are at least two VMkernel adapters and
that the adapters are “bound,” or configured to use distinct physical NICs. This ensures
discrete paths for the storage traffic. Preferably the NICs will connect to different physical
switches, but that is not a requirement.

You will need to create two new VMkernel adapters that can be dedicated to iSCSI
storage. They can be created on two switches, which guarantees different network cards,
or both can be created on a single switch with two NICs. The example shown in Figure 4.9
assumes one switch with two NICs and two VMkernel ports.

The steps to dedicate one NIC per VMkernel will vary depending on if you are using a
distributed switch (vDS) or a standard switch (vSS), as the setting is at the port group level.
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Port group settings are configured on each host for a vSS as opposed to just once at the
switch for vDS.

For a vSS, click the name of the port group (VMkernel x), then click the pencil icon to
edit the port group, and pick Teaming and Failover. Leave one of the adapters as Active and
move the others to Unused (Figure 4.9).

FIGURE 4.9 Getting a standard switch ready for iSCSI binding
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For a vDS, use the Networking view to find and select the port group the VMkernel
port is connected to. Also, with vDS you need two different port groups, one for each
VMkernel port. In the Configure tab of the port group, pick the Policies menu and then
click Edit. On the Teaming and Failover section, leave one Uplink or Link Aggregation
Group (LAG) in the Active group and move all others to Unused (Figure 4.10).

Link aggregation groups are discussed in further detail in Chapter 3, "Networking
in vSphere."

With either vSS or vDS, you need to repeat the process for each VMkernel (vSS) or port
group (vDS), picking a different NIC/Uplink/LAG to be active for each.
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FIGURE 4.10 Setting up iSCSI binding on a vDS
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After configuring the VMkernel ports to have distinct network adapters, you are ready
to “bind” them to the iSCSI initiator. On each host, select the iSCSI software adapter from
the Storage Adapters menu. In the Adapters Details pane, select the Network Port Binding
menu and click the green plus sign.

In the Bind wizard, select the appropriate network adapters (Figure 4.11). You will only
be able to select adapters with unique NIC/Uplink/LAGs, so if the appropriate adapters
don’t show up, double-check your work.

FIGURE 4.11 Binding VMkernel adapters
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You will then see the bound ports. If there are no datastores created yet, then Path
Status will be set to Not Used (Figure 4.12).

FIGURE 4.12 Path statusis Not Used when no datastores are in use.
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Scanning for Changes

After configuring your iSCSI software adapter or making any other changes in the storage
configuration, you can use the Scan function to look for new storage devices or new data-
stores. You can scan either all of the storage adapters (Figure 4.13) or just the adapter you

have selected (Figure 4.14). If you have several adapters, just scanning one may save you
some time.

FIGURE 4.13 Scanall
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FIGURE 4.14 Scanone
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If you decide to scan all adapters, you can also choose to scan for new storage devices,

new datastores, or both (Figure 4.15).

FIGURE 4.15 Rescan storage options
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Storage Filters

When using storage arrays, not all possible LUNs are presented to your hosts at all times.

193

The vCenter server uses four filters to restrict certain operations to help prevent corruption:

= The VMFS filter prevents adding an existing datastore as an RDM disk for a

virtual machine.

= The RDM filter prevents formatting a virtual machine’s RDM for VMFS.
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= The Same Host and Transports filter filters for incompatibilities such as preventing
iSCSI LUNs from displaying when you want to add an extent to a local VMFS volume.

= The Host Rescan filter turns off the automatic rescan when you’re performing certain
storage operations, such as presenting a new LUN to a host or cluster.

These filters are set at the vCenter server level and do not appear in the settings list by
default. If you want to disable them, use the Advanced Settings menu of the Configure tab
on the vCenter server and add the filter by name with a value of false (Figure 4.16).

FIGURE 4.16 Modifying storage filters
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The full names of the filters are as follows:
= config.vpxd.filter.vmfsFilter
= config.vpxd.filter.rdmFilter
= config.vpxd.filter.SameHostsAndTransportsFilter
= config.vpxd.filter.hostRescanFilter

It is suggested that you only change these filters after consulting with VMware support.

Thin Provisioning

Many storage arrays offer thin provisioning functionality. In Chapter 11, "Administer
and Manage vSphere Virtual Machines," we will also cover thin provisioning for virtual
machines. In both cases, the full storage quota specified is not allocated up front. The
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primary benefit to thin provisioning is cost savings through increased efficiency; effectively,
your storage is now pay-as-you-go. An environment that typically uses 50 percent of the
allocated storage would cut the storage cost in half.

For storage arrays, this means that while a host might see a 500 GB iSCSI LUN and
format it as a 500 GB VMFS volume for virtual machine storage, the LUN on the actual
array might not take up any space at all on the physical disks of the array until virtual
machines start being created on it or copied to it. With thin-provisioned LUNs, you can
then overallocate the storage on your array. If you are planning on 500 GB LUNs and
project them to only be 50 percent used, you could create three of them on a 1 TB array.
While ESXi would be seeing 1.5 TB of total VMFS datastores, your array would only have
750 GB of space actually in use.

With virtual machine thin provisioning, the VMDK (virtual machine disk) “disks”
start very small and grow as data is written to them. A thin-provisioned VMDK for
the 60 GB C: drive of a new Windows 2016 virtual machine will be 0 KB before the
OS is installed and 9 GB after the install (which would include any Windows swap files
stored locally). With your VMs taking up less space than they are allocated, you can
then overallocate the space in your VMFS volume. On a 100 GB VMFS datastore, you
could create eight Windows 10 virtual machines with thin-provisioned 60 GB C: drives.
While the operating systems would report 480 GB total (eight 60 GB C: drives), there
would only be 72 GB (eight 9 GB VMDK files) used on the datastore for those virtual
machines. Keep in mind that this is a simplified example that ignores Virtual Machine
Swap (.vswp) files.

If you are thin-provisioning virtual machines and decide to thick-provision critical
machines to ensure that they will not run out of space, make sure those machines are mon-
itored for snapshots. Creating a snapshot on a thick-provisioned VMDK effectually makes
it thin-provisioned because the snapshot VMDK files are written to as blocks change. If the
VMES volume runs out of space, that thick-provisioned-with-a-snapshot virtual machine
will halt along with the thin-provisioned VMs.

The primary detriment to thin provisioning is the increased administrative overhead
from monitoring the environment. A virtual machine with thin-provisioned disks on a
VMES datastore that runs out of room will not be able to write changed blocks to its disks.
This might crash the OS, or stop applications, databases, and certainly local logs for that
VM. Any thin-provisioned virtual machine on that VMFS volume would encounter prob-
lems. A thick-provisioned VM would continue to run with no problems, but a thick-provi-
sioned machine that was powered off would not be able to be started if its swap file could
not be created. Fortunately, only thin-provisioned VMDKs of running virtual machines on
the VMFS that ran out of space would be affected.

For an overallocated storage array that runs out of space, all virtual machines on all
thin-provisioned LUNs would be affected. However, running out of space isn’t the only
concern as some arrays will see significant performance issues when they start to run
out of space.

In either scenario, the solution is careful monitoring, usage projections, and a set plan
to remediate the issue. For thin-provisioned VMFS volumes, you can ensure that there
is sufficient space to expand on the array and expand the VMFS on-the-fly. For storage
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arrays, you can either ensure that there is extra space or plan ahead to purchase the extra
space when needed. This is where accurate projections come into play so you can have
plenty of lead time to obtain the storage. Part of monitoring will include tracking anom-
alies—changes that are outside the norm that could affect your projections.

As with many storage topics, check with your particular vendor for its best practices on
thin provisioning, monitoring, and remediating.

Storage Multipathing and Failover

A constant mantra in datacenter reliability is “no single point of failure.” The idea is to
ensure there is no one “thing,” one Achilles’ heel, that can take components down. To
that end, servers have redundant power supplies, databases have clusters, and storage has
multipathing. Multiple paths ensure that there is no single point of failure that can prevent
access to the storage. Multipathing can also provide a performance boost when more than
one of the paths is used.

Multipathing requires software and hardware components. Regardless of the tech-
nology, you need at least two physical components on the server (HBA, NIC, etc.), at least
two cables leading to a distribution component (network or Fibre Channel switch), two
cables to the storage array, and two discrete components on the storage array, often called a
head or node or processor, to receive and process the I/O. While the hardware is out of the
scope of this guide, make sure you work with your vendor to ensure that there is no single
point of failure for the hardware.

@ Real World Scenario

Redundancy in Duplicate

In my time as a consultant, | have seen more than one company with a dual-head Fibre
Channel array and two FC HBAs in each host, with only one switch connecting the hosts
to the array. Two of the times | was in a datacenter with a setup like this, they actually
owned a second FC switch and had it either in a box or mounted next to the working
switch but powered off. Staff at both companies said the second switch was there in case
the first switch failed—but they had no idea they could have both switches configured,
connected, and running at the same time.

You need to work with your various vendors to ensure that you have redundant paths for
all storage and no single point of failure for any mission-critical function. Different ven-
dors will take different paths, so you might need two discrete IP networks for iSCSI or just
one with multiple IPs and all redundant hardware. Be sure you understand the different
options your vendor has and the pros/cons of all requirements.

Also make sure you have redundant power, sufficient cooling, and physical security and
that your critical functions are monitored and logged. The software components on an ESXi
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host that manages multiple hardware paths are a collection of APIs called the Pluggable
Storage Architecture (PSA). The PSA manages multipathing plug-ins such as the Native
Multipathing Plug-in (NMP) that is included with ESXi or multipathing plug-ins (MPPs)
obtained from a storage vendor. VMware’s NMP comprises two parts, the Path Selection
Plug-in (PSP) and the Storage Array Type Plug-in (SATP). Your storage vendor might provide
a replacement for one of those plug-ins or provide its own MPP to use instead of the NMP.

The Storage Array Type Plug-in provides array-specific commands and management.
ESXi ships with a variety of SATPs for specific vendors and models as well as generic
SATPs for Asymmetric Logical Unit Access (ALUA) and active-active storage arrays. An
active-active array will provide multiple paths to its LUNSs at all times, while an ALUA
array will report paths through each head but only one head will be active for the LUN
at a time.

You must use an SATP that is compatible with your array, and you should check your
array documentation for the preferred SATP—whether default or available separately from
your vendor. ESXi should choose a working SATP for any array on the Hardware Compat-
ibility List using the claim rules (which we’ll discuss later in this section), but changes to
your array (such as enabling ALUA) could result in unexpected behavior.

The Path Selection Plug-in chooses which path for storage I/O to take. ESXi ships with
PSPs for three path algorithms. The PSPs can be differentiated by what happens before and
after a path failure.

Most Recently Used (VMW_PSP_MRU) The most-recently-used (MRU) plug-in
selects one path and uses it until it fails and then chooses another. If the first path
comes back up, the PSP will not revert to the old path but will continue to use the
most-recently-used path. The MRU plug-in is the default for active-passive arrays.

Fixed (VMW_PSP_FIXED) The fixed PSP uses one path until it fails and will choose
another path if the first fails. With fixed, you can manually set a preferred path, and

if that path fails, the PSP will pick another working path. If the preferred path comes
back up, the PSP will switch back to using the preferred path. This PSP is usually the
default for active-active arrays.

Round Robin (VMW_PSP_RR) The round robin PSP is the only load-balancing PSP
that ships with ESXi. For an active-passive array, it will rotate between active paths
and will rotate between available paths for an active-active arrays.

You should work with your array vendor to choose the correct PSP for your array. You
can set the PSP per LUN or per SATP—however, setting it per SATP will set it for any
array using that SATP.

Changing the PSP for the SATP will affect only new datastores created—
existing datastores will not receive the policy.
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When choosing paths, some SATPs like the included ALUA SATP will report paths
as active or inactive and optimized or unoptimized as determined by the array and path.
While the PSPs will always use an active path, they will default to using an optimized path
if available. This includes the MRU PSP; while it will continue to use its most-recently-used,
it will switch from unoptimized to optimized when it can.

The PSP for a datastore can be viewed and changed using the Storage view in the web
client. Look for the Connectivity and Multipathing menu under the Configure menu for the
datastore you would like to change. Select the host to view and edit the settings for how
that datastore is accessed on that host (Figure 4.17).

FIGURE 4.17 Viewing a datastore’s PSP for a specific host
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Here you can make a change to the PSP in use for that datastore on that host or set the
preferred path if available (Figure 4.18).

You can change the default PSP for a given SATP, which affects all future datastores cre-
ated on arrays using that SATP; however, that must be done from the vSphere CLI and is
outside the scope of the VCP-DCV 6.5 exam.
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FIGURE 4.18 Setting the path selection policy
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ESXi uses claim rules to determine which MPP and/or which SATP is used for a given
device. Claim rules are a series of requirements for an array to meet. When new physical
storage is detected, the host will run through MPP and SATP claim rules from the lowest-
numbered rule to the highest and assign the MPP, SATP, and PSP for the first rules that
match. The order of rules is driver rules, vendor/model, then transport. If no match occurs,
the NMP will be used with a default SATP and a PSP will be assigned. For iSCSI and FC
arrays, the default SATP is VMW_SATP_DEFAULT_AA with the VMW_PSP_FIXED PSP. The
default PSP for devices using the VMW_SATP_ALUA SATP is VMW_PSP_MRU.

Best practice is to work with your array vendor to install its preferred MPP, SATP,
and PSP on each host and ensure that the correct claim rules are created. You can see the
default claim rules in Figure 4.19.

FIGURE 4.19 Defaultclaim rules
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The following types of claim rules can be used:

Vendor/Model The device driver returns a string identifying the vendor and model
of the array.

Transport The type of array or data access, including USB, SATA, and BLOCK.

Device ID  You can set a device ID returned by the array as a rule requirement. This
is most useful when using the MASK_PATH plug-in to prevent a path or device from
being used.

SATP The SATP to assign if the rule is met.
PSP  The PSP to assign if the rule is met.

Take care when creating claim rules to avoid unintended effects. A lower-numbered
rule created with just a vendor name will take precedence over a higher-numbered rule
with vendor and model. A device rule will take precedence over a transport rule. Also, a
rule assigning a specific PSP will only take effect for datastores created or discovered after
the rule is created. Existing datastores will need to have the PSP manually changed on
each host.

When a host loses connectivity to a particular storage device, it will try to determine if
the device will become available again. A device that should become available again will
be flagged as All Paths Down (APD), meaning the host has no access currently. If an array
responds on a path but rejects the host or sends SCSI sense codes indicating that the device
requested is no longer available, the host will flag the storage device as Permanent Device
Loss (PDL).

For a device to be flagged as PDL, the host must receive the codes on all
paths for the device.

A host will continue to try to communicate with a datastore flagged as APD for 140
seconds by default. After this period, if the device is not responding, the host will stop non-
virtual machine I/O but will not stop VM I/O. VMs can be migrated to a different host
that is not experiencing the problem. If a datastore is flagged as PDL, the host will stop all
virtual machine I/O and power off the VMs. vSphere HA (if configured) will try to migrate
and start the VMs on a host that is not showing PDL for that device, if a host is available.

Storage policies and VASAStorage policies can be created for virtual machines to provide
a set of rules to govern the storage that virtual machines are placed on. Storage policies are
created and managed under the Policies and Profiles view from the Home menu. These pol-
icies can leverage host-based “common rules” or datastore-based rule sets. Common rules
pertain to services offered by the host, such as encryption and Storage I/O Control, while
datastore rules can include datastore tags, VSAN, and VVol settings. Storage policies will
be covered in more detail in the section “Configuring Software-Defined Storage” later in
this chapter.
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Storage arrays can communicate with vSphere using vSphere APIs for Storage Awareness,
or VASA. While vSphere includes some APIs, many storage vendors have additional APIs
available. Using VASA, arrays can report on their performance characteristics and health
and pass events back to vCenter. In return, vCenter can use VASA to determine if the
storage array meets the requirements of a particular storage policy. Storage arrays using

VASA are registered as storage providers on the Configure tab of each vCenter Server
(Figure 4.20).

FIGURE 4.20 Storage providers
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If a path to a device is lost, it will be shown as dead on the host and on the datastore
(Figure 4.21 and Figure 4.22).

FIGURE 4.21 Dead path as seen on the host adapter
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FIGURE 4.22 Dead path as seen from the datastore
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Relevant events will also be shown in the host and datastore event logs (Figure 4.23 and

Figure 4.24).

FIGURE 4.23 Path messages inthe host events
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FIGURE 4.24 Path messages in the datacenter events
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Configuring and Upgrading
VMFES and NFS

VMware vSphere starting with version 4.1 offers a set of instructions to offload some oper-
ations to the storage array. The Storage APIs - Array Integration (VAAI) depend heavily on
support from the storage vendors. While vSphere ships with many VAAI “primitives,” or
commands, some arrays may provide limited or no support any of the included primitives
and might require software installation from the vendor. Some arrays might require a con-
figuration on the array before responding to any primitives also.

The VA AI operations for block storage include Atomic Test & Set (ATS), which is
called when a VMFS volume is created and when files need to be locked on the VMES
volume; Clone Blocks/Full Copy/XCOPY, which are called to copy or move data; Thin
Provisioning, which instructs hosts to reclaim space on thin-provisioned LUNs; and Block
Delete, which allows the SCSI command UNMAP to reclaim space. When VAALI is avail-
able and working, the hosts will demonstrate slightly lower CPU load and less storage
traffic. For example, without VAAI, copying a VMDK requires each block to be read by the
host, then written back to the array. The Full Copy primitive will instruct the array to man-
age the copy process—and no I/O for the copy will be sent to the host.
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The VAAI primitives are enabled by default, but they can be disabled (Figure 4.25) from
the client using the Advanced System Settings menu on each host.

FIGURE 4.25 Disabling VAAI primitives
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In the Advanced System Settings, you need to set a value of 0 for three options:
= VMFS3.HardwareAcceleratedLocking
=  DataMover.HardwareAcceleratedMove

= DataMover.HardwareAcceleratedInit

This should only be performed after talking with VMware and your storage vendor’s
support teams. There may also be updated primitives available from your storage vendor to
be installed on each host.

There are no included primitives for NAS servers, but there is a framework in place to
support vendor-supplied primitives, including Full File Clone (similar to the block copy,
but NFS servers copy the file instead of block by block), Reserve Space, and a few others.
Reserve Space is useful as NFS servers typically store VMs as thin-provisioned on the
actual array, regardless of VMDK settings. When the Reserve Space primitive is used, the
array will allocate the space for the VMDK at creation.

The NAS primitives need to be obtained from the storage vendor. You should follow
their instructions for installing, but typically there will be a vSphere Installation Bundle
(VIB) to install on each host using the following command:

esxcli --server=server_name software vib install -v|--viburl=URL
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You cannot typically disable the VAAI VIB, but you can remove it if needed by using
this command on the host command line:

esxcli --server=server_name software vib remove --vibname=name

Once you are connected to an array and have an MPP, SATP, and PSP selected and
VAAT in use, you are ready to create a VMFS datastore on one of the LUNs presented by
the array. VMFS is VMware’s file system, created to allow multiple hosts to have access to
the same block storage. Once you format the LUN on one host, rescanning the storage on
the other hosts in the cluster will allow them to see and access the new datastore.

Once a VMEFS datastore is created, it can be resized in one of two ways, either by add-
ing an additional LUN as an “extent” or by changing the size of the underlying LUN
and using an “extend” operation to resize the VMFS datastore. An extend operation is
preferred as keeping a 1:1 relationship between LUNs and datastores is simpler. How-
ever, if your storage array does not support changing the size of a LUN on-the-fly or has
a LUN size limitation, then extents might make more sense. VMFS supports datastores
of up to 64 TB. If your storage array only supports 32 TB LUNSs, you would need two
LUNSs to make a maximum-size datastore. If you do use extents, it is important to ensure
that the LUNSs used are as identical as possible for performance and reliability, and in
addition, all LUNSs for a datastore must have the same sector format, either 512e or 512n.
Note that losing one of the LUNSs that is an extent of a datastore will prevent access to
the datastore.

VMware has periodically updated VMFS over the years. New with
vSphere 6.5 is the most recent update, VMFS6. Regardless of the naming
convention, vSphere 6.0 is not compatible with VMFS6; only vSphere 6.5
and later can use VMFS6. The two previous versions, VMFS5 and VMFS3,
are also compatible with vSphere 6.5, but vSphere 6.5 can only create
VMFS5 or VMFS6 datastores. VMFS3 can be accessed but a new VMFS3
datastore cannot be created.

The new VMFS6 datastore offers several improvements over VMFSS5, including
automatic space reclamation (using the VAAI UNMP primitive), SEsparse snapshots for
all VMDK files, and support for 4k storage, but only in 512e mode. Upgrading a VMFS5
datastore to VMFS6 consists of creating a new VMFS6 datastore and copying the virtual
machines over. There is no in-place upgrade to VMFS6.

If your environment is only vSphere 6.5, create VMFS6 datastores. If you are still
using previous versions of vSphere and might have 6.0 or 5.5 ESXi servers accessing the
datastore, then create VMFSS datastores. If you still have VMFS3 datastores in your
environment, you should replace them with VMFS6 datastores unless there are 6.0
or 5.5 ESXi servers accessing the datastore; then you should upgrade the VMFS3
datastore to VMESS.
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To upgrade a VMFS3 datastore to VMFSS, take the following steps:

1.  Open the upgrade wizard from the Datastore view or by right-clicking the datastore
and choosing Upgrade to VMFS-5 (Figure 4.26).

FIGURE 4.26 The Configure tab of a VMFS3 datastore
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2. Select the datastore to upgrade and click OK (Figure 4.27).

FIGURE 4.27 Upgradingto VMFS5
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3. Verify that the update was successful on the Summary tab of the datastore
(Figure 4.28).

FIGURE 4.28 Verifying VMFS5 conversion
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Configuring VMFS Datastores

VMware vSphere allows for the creation of datastore clusters to provide pooling of storage
resources. Storage DRS, which allows for VMDK files to be migrated between datastores
automatically to balance space and storage 1/O, requires the use of datastore clusters.
When creating a datastore cluster, you should ensure that the datastores’ characteristics are
similar. All hosts should have access to all datastores in the cluster, and the performance
(latency, spindle speed) and reliability characteristics (RAID, multipathing) should match.
While both VMFS and NFS are supported for datastore clusters, you cannot mix and
match VMFS and NFS datastores in one cluster.

You can create a datastore cluster from the Datastore view by right-clicking the data
center object and choosing Storage\New Datastore Cluster. Please note that Storage DRS
is enabled by default, and on the Automation screen you will see that the level is set to
manual by default.

As with compute DRS, this means recommendations will be made but no VMDKs will
move without user intervention. You can change this to Fully Automated if you would like
the VMDKSs to be migrated according to the settings and rules you create individual auto-
mation levels for: space balance, I/O balance, rule enforcement, policy enforcement, VM
evacuation. So with a cluster default of No/Manual, you can set changes to happen auto-
matically when an I/O imbalance is detected on the datastores but only recommend or alert
for any other trigger.

The third screen of the New Datastore Cluster wizard lets you set the I/O and space trig-
gers for the automation, which defaults to 80 percent for space used (Figure 4.29). When a
datastore hits 80 percent utilization, Storage DRS will either recommend or start moving
VMDKSs to free up space on the datastore.

The default I/0O trigger is 15 ms latency before moves are triggered. This figure is taken
from the VMObservedLatency performance value, which measures round-trip I/0. Storage
DRS 1/0 has no direct relationship with Storage I/O Control (SIOC), which will be covered
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FIGURE 4.29 Storage DRS default settings

£ New Datastore Cluster ka2

w' 1 Mame and Location Storage DR S Runtime Setings
Setthe datastore cluster runtime settings
+' 2 Storage DRS Automation

Storage DR Runtim

4 Select Clusters and Hosts S

you want HO metrics congidered as a part of any SDRS recommendations or automated migrations in this data

?: Enable VQ metric for S0RS recommendatons 0

Storage DR S thresholds

Runtime thresholds govern when Storage DRS performs or recommends magrations (based on the selected automation level)

threshold:

Back Next Cancel

in more detail later. While SIOC is responsible for the individual performance of VMs and
how the available performance is distributed between VMs on a datastore, Storage DRS
I/O is responsible for maintaining performance balance between datastores in a datastore
cluster. Storage DRS latency settings are intended to provide a balance over time; SIOC is
there to adjust real-time performance storage I/O of virtual machines.

Once the datastore cluster is created, you can edit these settings from the Storage
DRS menu of the Configure tab for the VM, including virtual machine rules. If a virtual
machine has multiple VMDKs, Storage DRS will attempt to keep them together. However,
you can use the VM Overrides to keep a VM’s VMDKs together or apart. You can also dis-
able Storage DRS for a VM.

Under the Rules menu, you can create VMDK anti-affinity rules to keep two VMDKs
from being stored on the same datastore (such as the data drives for two clustered database
servers) or VM anti-affinity rules to prevent virtual machines from being placed on the
same datastore.

Datastore clusters also enable the ability for datastores to be place in maintenance mode,
which can be performed from the actions menu of the datastore (Figure 4.30). Maintenance
mode can be used when replacing a datastore, changing the multipathing, or performing
any other potentially disruptive maintenance. When a datastore is placed in maintenance
mode, Storage DRS can automatically move affected VMs and VMDKSs off the datastore
using the same rules or the files can be manually moved. All registered VMs and VMDKs
must be moved off the datastore before it will enter maintenance mode.
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FIGURE 4.30 Placing a datastore in maintenance mode
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object and choosing Storage » New Datastore Cluster.

Navigater & [ RegionAD1 U 18 s 5 (dadens ~

‘4 Back Getting Started.  Summary Momitor  Configure  Permissions Hosts & Clusters  VMs | Datastores

Dataslores | Datasiole Glusters | Datastore Folders

Cluster

1 af Capaciy Froe 5

ual Mz k r
from Library...
OVF Template

e .
Edit Default VM Compatibility i New Dalastore Clusier.
Rescan Storage

&2 Migrate VMs to Anather Network » ¥

Maove To

Fenams.__




210 Chapter 4 = Storage in vSphere

EXERCISE 4.3 (continued

3. Setaname for the new datastore cluster and leave Storage DRS On.

3 New Datastore Cluster

B4 1 Name and Location Name and Location

Specily the datastor

cluster name and loc
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[} Tum ON Storage DRS
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4. Leave Storage DRS set for manual mode.
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5. The third screen of the New Datastore Cluster wizard lets you set the I/0 and space
triggers for the automation. Set these to 90% and 10 ms.

L3 New Datastore Cluster (2
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6. Select the cluster your hosts are in.
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7. Pick your two identical datastores to add to the cluster. Click Next and then Finish.
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EXERCISE 4.3 (continued)

8. Editthe new cluster and set the rule enforcement automation level to Fully
Automated. This will automatically move VMs when a rule is triggered.
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9. Add a VM override for one of the virtual machines, choosing the Keep VMDKs

Together option. This will allow Storage DRS to move one VMDK at a time for that

virtual machine.
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10. Set one of the datastores of the cluster to Maintenance Mode.
Nadigater ¥ DRegionaot-Clustertt i [ | {ghActons -
‘4 Back l Getting Started | Summary | Monitor Configure  Permissions|
@ EI | 8 g RegionAd1-Clusterd1
» [Fvesa-01a.corp local Tolal Datastores, 2
~ [iRegionAD Tofal VMK 1
Snapshots: 0
H RegionAl 185109 - VIFS
g RegionAm"' H Actions - RegionA01-ISCSI02 X
B datastoret (o Browse Files 3
Elesx012-.008 ¢l Register VM... |
Eesx02aLOCA (@ Refresh Capacity Information <F: :|.
as -
EnFsDatzastore [ Increase Datastore Capadily... |
E2RegionAD1SE — 3 i | 4
E& Unmount Datastore. . 202568 ?
Move Out of Datastore Cluster . o e i
W
E3 Manage Storage Providers 2025 GB
Configure Storage 110 Control .. 5

213



214 Chapter 4 = Storage in vSphere

EXERCISE 4.3 (continued)

11. Apply the recommendations.

- ~
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AD Reasan
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Catastore entering mai 832
| Aoply Recommendations Gancel

Raw Device Mapping and Bus Sharing

Host storage is not the only use for LUNs; virtual machines can be provided direct access
to LUNs also using raw device mapping (RDM). RDMs are used for some clustering solu-
tions such as MSCS where one of the cluster nodes will be either physical or on a separate
host. RDMs are also used where tools or applications in a virtual machine require direct
access to the underlying storage, such as taking advantage of array-based snapshots.

When an RDM is attached to a virtual machine, the vCenter storage filters prevent that
LUN from being available to hosts for a VMFS datastore. The RDM is dedicated to the
virtual machine it is assigned to—but all hosts the virtual machine can run on still need
access to the LUN so that the virtual machine can migrate to (vMotion) or restart on (HA)
different hosts. There are two modes for RDMs to use: physical mode, where SCSI com-
mands from the VM are passed directly to the storage, and virtual mode, which provides
functionality such as vSphere snapshots and advanced file locking. Either mode requires a
VMEFS volume to hold a mapping file for the RDM.

When adding an RDM, you can change the location of the mapping file, which is use-
ful if the virtual machine is on an NFS datastore. The sharing options (Figure 4.31) will
enable or disable multi-writer, or simultaneous write protection. This protects against data
corruption by default by blocking virtual machines from opening and editing the same file.
Change this setting if directed to by your application vendor.
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FIGURE 4.31 VMDK sharing options

14 Tiny03 - Edit Settings

| Mirtual Hardware | VM Optiens | SDRS Rules | vApp Options

» [@ cru

» §K Memaory

~ 2 Hard disk 1
Maamum Size
i storage policy
Type
Sharmg
Disk File
Shares
Limit - |IOPs
Disk Mode

Virtual Device Node

1 *| D

B4 =) (wB
878 GB

Datastore Default

Thick provision eager zeroed

Mo sharing |

Unspecified 13Miny03 vmadk
CEETI

Il iter |

Unhimited [=

.[}ependent | - &

IDE 0 | = | | IDE@D)

(%]

215

Virtual machines can also have access to the same VMDK files using SCSI Bus Sharing.

You can enable or prohibit multiple virtual machines writing to the same VMDK by

combining VMDK sharing and SCSI Bus Sharing options.

SCSI Bus Sharing has two options (Figure 4.32): Virtual, where VMs must reside on
the same host to share VMDKs, and Physical, where VMs on different hosts can share
VMDKSs. Each virtual machine needing to access the same VMDK needs the same Bus
Sharing and VMDK sharing options. Make sure the shared VMDK is Thick Provisioned
Eager Zeroed, and please note that snapshots are not supported for VMs configured for
Bus Sharing. If you use Bus Sharing with RDMs for Windows Server Failover Clustering

solutions, you will be able to vMotion clustered VMs.

FIGURE 4.32 Setting the SCSI Bus Sharing property
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Add an RDM to a virtual machine.

Requires a virtual machine and an unused LUN.

1. Connectto vCenter using the vSphere web client and open the VM and Templates view.

2. Open the settings of the virtual machine, select RDM Disk from “New Device,” and
click Add.
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4., Setthe RDM to use virtual mode.

™ ﬁu New SCSI controller LS| Logic Parallel
SCSI Bus Sharing .f;géne v i ]
Change Type LSl Logic Parallel =
T o New Hard disk TiE 326 : GB -
WM storage policy Datastore Default | = | &
Location Store with the virtual machine 340
Compatibility Mode Physical -
Sharing Virtual
Physical LUN NO03b4E 1 2aff98abaTh45d57 85804
Shares Normal - | 1.000
Limit - IOPs Unlimited v
Virtual Device Node New 5CSl controll | » | | 50 SI(0:0) . m

5. Click OK to complete.

Configuring Software-Defined Storage

A key component of VMware’s Software Defined Data Center (SDDC) vision is virtual-
ized storage, which for vSphere takes the forms of virtual storage area network (vSAN)

and Virtual Volumes (VVols). VMware’s vSAN technology uses local SSD and (option-
ally) HDD storage to create a distributed storage pool available to all the hosts in a cluster.
VVols is a software layer to abstract existing physical arrays and create a framework for
ESXi hosts that is optimized for virtual workloads. While vSAN is VMware software to
aggregate local host storage, VVols is a framework that requires support from the array
vendor to implement. Both solutions provide storage profiles to allow virtual machines a set
of rules to determine where they should be placed.

Virtual Storage Area Network

For a working vSAN cluster, you need at least three ESXi hosts managed by vCenter with
dedicated local storage consisting of at least one SSD and one HDD, or two SSD drives.
Each host needs to have a VMkernel adapter enabled for Virtual SAN traffic, and vSAN
needs to be licensed. The licenses for vSAN are purchased separately from vSphere, and
there are currently five versions (Standard, Advanced, Enterprise, ROBO Std, ROBO, Adv).
The important differences between the license levels is that while all levels offer all-flash
storage capabilities, Advanced adds deduplication and compression and RAID-5/6 erasure
coding, and Enterprise adds stretched clusters and data at rest encryption.



218 Chapter 4 = Storage in vSphere

Each host in the vSAN cluster will have a storage provider created for it and added
to vCenter. This allows vCenter to communicate with the vSAN components, receive
the capabilities of the datastore, and report virtual machine requirements. However,
vCenter will only use one storage provider/host at a time for a given vSAN cluster. If
something happens to the active host, another host will be selected to be the active
storage provider.

Creating and Configuring a vSAN Cluster

You create a vSAN cluster by configuring it under the vSAN » General menu from the
Configure tab of the cluster (Figure 4.33).

FIGURE 4.33 Creating a vSAN datastore on a cluster
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The first screen of the Configure vSAN wizard (Figure 4.34) has you configure the basic
capabilities of the vSAN, including Services (Deduplication and Compression, and Encryp-
tion) and Fault Domains and Stretched Cluster. You can also configure a two-host vSAN
cluster, which is intended for remote offices; however, it actually still requires three hosts—
two hosts contributing storage at the remote office and a witness host at the main site.

The second screen of the wizard (Figure 4.35) lets you check the hosts in the cluster to
verify that they have VMkernel ports configured for vSAN traffic.

Once the network settings have been verified, you can set the local hosts disks to use
for vSAN. The Claim Disks screen (the third one of the wizard) will try to allocate disks
by speed (SSD/HDD) and size. Hosts will need one SSD claimed for cache and at least
one disk (SSD or HDD) claimed for capacity. Once claimed, the drives will not be avail-
able for anything else—which means you can’t boot from a disk used for vSAN. Disks
need to be identified by the host as SSD to be used for cache and as local to be used by
vSAN at all.
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FIGURE 4.34 Configuring vSAN capabilities
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If a disk is not being properly identified as local or SDD (or both), you can use the All
Actions menu for that disk in the Storage Devices menu of the host to set the local and/or
SSD flags it as local or SSD (Figure 4.36).

FIGURE 4.36 Changing the local and/or SDD flags for a datastore
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Host disks claimed by vSAN are formed into groups. Each host can have up to five disk
groups, and each group must have one SSD disk for cache and at least one and up to seven
capacity disks. You have the option of allowing vSAN to create disk groups automatically,
or you can manually associate specific cache disks with specific capacity disks (Figure 4.37).

FIGURE 4.37 Claiming disks for the vSAN cluster
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After claiming disks, make sure all settings are correct (Figure 4.38) before click-

ing Finish.

FIGURE 4.38 Readyto complete the vSAN configuration
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After your vSAN cluster is configured, you can use the Configuration Assist tab
(Figure 4.39), which is also available from the Configure tab of the cluster, to check the
configuration, display warnings, and troubleshoot issues. Configuration Assist even

includes the ability to change host networking and claim disks from within the assistant.

FIGURE 4.39 Configuration Assist
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You can configure fault domains (Figure 4.40) to define blade chassis, rack boundaries,

or any other grouping of hosts. Hosts in the same fault domain will not receive duplicate

data, so loss of the entire fault domain will not affect integrity.
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FIGURE 4.40 VSAN fault domain setup
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Creating an iSCSI Target from vSAN

A new feature of vSAN is the ability to present part of the vSAN datastore as an iSCSI target
to physical servers. Similar to other iSCSI target services, you set aside part of the vSAN
storage to serve as a LUN, then provide access to the LUN via one of the vSAN cluster hosts.
The LUN receives a storage policy just like a VM and can use all of the vSAN capabilities.

During configuration (Figure 4.41), you choose the VMkernel port that will be respond-
ing to iSCSI requests. You can use an existing VMkernel adapter, but a better practice
would be creating a new, dedicated VMkernel with a VLAN dedicated to iSCSI.

FIGURE 4.41 Enable vSAN iSCSI target
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To provide multipath access, use the IP address of multiple vSAN hosts when config-
uring the initiator. CHAP support is provided for authentication if needed. You will need to
create an initiator group containing the IQN of the iSCSI initiators and associate the initi-
ator group with the LUN it will be accessing.

Important iSCSI Target Terminology

iSCSI target service Provides the ability for a vSAN cluster to serve part of its data as a
LUN to iSCSl initiators on physical servers

iSCSl initiator Client of an iSCSI target
initiator group List of server IQNs that can access the iSCSI target service

iSCSI target Part of vSAN datastore presented as an iSCSI LUN

Monitoring vSAN

Monitoring of vSAN can be accomplished from the Monitor tab of the vSAN cluster. Mon-
itoring options include Health, Capacity, Resynching Components, Virtual Objects, and
Physical Disks. There are also proactive tests you can run on your vSAN cluster.

Health Similar to Configuration Assist, this reports the results of the Health Service,
which periodically runs tests on the vSAN cluster.

Capacity The capacity overview (Figure 4.42) shows the total amount of space used
on the drive and the overhead consumed. You can also see deduplication and compres-
sion statistics, including overhead, saved percentage, and ratio.

FIGURE 4.42 vSAN capacity overview
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The capacity screen will also display object information about the datastore by object type
or data type, including total storage used and percentage of the total by type (Figure 4.43).

FIGURE 4.43 vSAN capacity by object
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Resynching Components Displays the progress of cluster changes, including changing
the storage policy used by a virtual machine, hosts going into maintenance mode, and
recovering a host from a failure.

Virtual Objects Lets you view virtual machines on the vSAN and details of their
vSAN usage.

Physical Disks Lets you view statistics and properties of the physical disks in use
by the vSAN.

The Performance tab of the vSAN cluster reports the results of the Virtual SAN
performance service. This service is disabled by default and can be enabled using the
Health and Performance menu of the Configure tab (Figure 4.44). With the service enabled,
you can report on IOPS (input/output operations per second), throughput, and latency for
the cluster, virtual machines, and hosts.

FIGURE 4.44 Enabling the vSAN performance service
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For advanced performance analysis and monitoring of vSAN, you can use Ruby vSphere
Console (RVC) on your vCenter server, which enables you to utilize the VMware Virtual
SAN Observer. The Observer provides advanced details about disk groups, CPU, and
memory usage. When working with VMware technical support, you can export a log
bundle from vSAN Observer using the following on a single line.

vsan.observer <cluster> --run-webserver --force
--generate-html-bundle /tmp --interval 30 --max-runtime 1

Or you can create a full raw statistics bundle using
vsan.observer <cluster> --filename /tmp/vsan_observer_out.json

Virtual Volumes

VMware’s Virtual Volumes implementation requires one host managed by vCenter, a
storage array or NAS that is compatible with Virtual Volumes, and the storage vendor’s
VASA storage provider added to vCenter. After the array is configured to present a storage
container to the host, the ESXi host can then create a Virtual Volumes datastore for that
storage container (Figure 4.45).

FIGURE 4.45 Creating a Virtual Volumes datastore
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The storage presented is not formatted with VMFS; rather data is stored
directly on the storage array.

The storage container can be configured to present a variety of features and performance
tiers that can be grouped by Virtual Volumes into different storage profiles. Using Storage
Policy-Based Management (SPBM), virtual machines can be configured to consume the
storage resources they need.

When a virtual machine is created on or migrated to a VVol datastore, there are multiple
VVols created:

» A Config VVol will hold the VMX (.vmx) file, log files, and virtual disk descriptor file.
» A Data VVol will be created for each virtual disk (the -flat file).



226 Chapter 4 = Storage in vSphere

= A SWAP VVol will be created for the VM swap file at power on.
= If the VM has snapshots, there will be a Data V' Vol for each snapshot VMDK.
= If the VM has snapshots, there will be a Mem-V Vol for each memory snapshot.

Snapshots for virtual machines stored on a VVol datastore are still created by the
vSphere client, but the snapshots are managed by the storage provider, not by the host
running the virtual machine.

These VVols are just constructs for the storage server or array to use when storing
those file types; a VVol is not an object you can view in the vSphere GUI. Virtual
machines still see the VMDK as a local SCSI disk; there is no change from the virtual
machine’s point of view. Similarly, the vSphere UI, host CLI, and PowerCLI all see the
virtual machine and its files the same way as a virtual machine stored on any other
datastore type. The key differences of how the files are stored are all handled by the
storage array or storage Server.

Key VVols Terminology

VASA storage provider The APl mechanism for vSphere and the storage array to man-
age the storage consumption for Virtual Volumes. vSphere 6.5 introduced support for
VASA 3.0, which includes data protection and disaster recovery capabilities.

storage container Storage presented by the storage array for Virtual Volumes usage.

Virtual Volumes datastore Datastore framework used by vSphere to access the storage
container. There is a 1:1 ratio of storage container to Virtual Volumes datastore.

protocol endpoint The Virtual Volumes equivalent of mount points and LUNs. Created
on a storage array, protocol endpoints provide an access point to administer paths and
policies from the host to the storage system.

storage profile Collection of storage capabilities such as performance and redundancy
used to allocate virtual machines the storage they need.

Virtual volumes are not compatible with RDMs, and vSAN cannot provide a storage
container for Virtual Volumes. While a single array can provide block and NFS storage
containers, one storage container cannot span array types. For instance, you cannot have
NFS and iSCSI storage in the same storage container.

To create a VVol datastore, you need to be sure your storage array has presented a
storage container and has protocol endpoints configured. You also need to deploy the ven-
dor’s VASA storage provider in vCenter. See the storage vendor’s documentation for more
information.
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EXERCISE 4.5

Configure VVols provider.

Requires an array or server that supports Virtual Volumes. If you’re using an array, the
LUNs must be available on the hosts.

1. Connect to vCenter using the vSphere web client, open the Host and Cluster view,
and click the vCenter server.

2. Click the Configure tab, select Storage Providers, and click the green plus sign. Enter
the information for your new storage device.

User name
Password

|:| Use siorage provider certificate

| oK | Gancel L

3. Once the provider is added, you can create VVol datastores for the storage containers
presented. Use the cluster’s Actions menu to add a datastore.
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EXERCISE 4.5 (continued)

4. Choose VVol.
[ New Datastore
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Choose the hosts that will access the datastore. You should include all the hosts in a

cluster to ensure the most flexible virtual machine placement.
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7. The newly created VVol datastore will appear in any of the relevant datastore lists
with a type of VVol.
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Storage Policy—-Based Management

Storage Policy—Based Management (SBPM) is a method of providing storage capabilities
to virtual machines. By creating storage policies that link to different capabilities of the
underlying storage, administrators can then attach the storage policies to virtual machines,
ensuring that those VMs have the capabilities they need.

Storage policies can include tags applied to datastores, vSAN capabilities, configuration
settings, V Vol storage capabilities, and other capabilities as passed along by VASA storage
providers. Datastore tags are useful for traditional storage that does not interact deeply
with vSphere. As datastores are created, they can be tagged with RAID level, relative
performance level, or replication level. Storage policies can then be created to leverage
those features.

If you create a tagging system with performance levels of Gold for SSD-backed LUNSs,
Silver for 10K SCSI-backed LUNs, and Bronze for 5400RPM HDDs and further tag any
LUN: s replicated offsite as Replicated, you can then create storage policies to reflect those
capabilities. You might have a storage policy of Fast, Replicated for any datastore tagged
with Gold, and Replicated. If you then attach that storage policy to a virtual machine,
vSphere will ensure that virtual machine disks always reside on datastores with the appro-
priate tags and will alert if the VM is moved to an inappropriate datastore.

Storage policies used with vSAN and Virtual Volumes capabilities do not depend on
a vSphere administrator to manually assign and maintain the correct tags to a datastore.
Rather, the capabilities are supplied using Storage API calls and available to choose when
creating policies.
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Tag-based storage policy rules are created by virtualization administrators
to differentiate datastores, and VVol storage policy rules pull available
capabilities from the storage array. However, vSAN-based storage policy
rules create the capabilities when the storage policies are applied to virtual
machines.

Enabling and Configuring Storage
I/0 Control

Storage I/O Control (SIOC) provides mechanisms to decide how storage 1/O is allocated
to virtual machine VMDKs, especially in times of contention. Storage I/O Control can be
used to limit the IOPs available to specific VMDKs at all times and to prioritize VMDXKs
when resources are scarce. Without SIOC, one machine can grab an excessive amount of
IOPs and starve any other VMDK on the datastore. With SIOC enabled (and not other
settings), just prior to the IOPs maxing out, the virtual machines on the datastore would
begin receiving equal access to the storage, reducing the impact of any “noisy neighbor.”

Storage 1/0 Control is disabled by default and needs to be enabled for each datastore you
would like to use it on using the Configure Storage I/O Control wizard (Figure 4.46). The
wizard can be launched with the Edit button under Datastore Capabilities in the General
section of the Configure tab of the datastore.

FIGURE 4.46 Enabling Storage I/0 Control
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SIOC defaults to the Congestion Threshold triggering at 90 percent of peak throughput,
or you can choose to set a millisecond threshold (which defaults to 30 ms). When the con-
gestion threshold is reached, the datastore will evenly distribute storage I/O between the
VMDKs on it, unless the default shares for the VMDK are modified. With the I/O being
balanced between VMDKSs and not virtual machines, a VM with two VMDKSs on the same
datastore will get twice the I/O of a single-VMDK VM.

When you enable Storage I/O Control, you have the option of excluding I/O statistics
from Storage DRS (SDRS). This is useful if you have SDRS configured but your storage
array automatically adjusts VMs or LUNS for performance and you would like the stats
used for SIOC for performance throttling but not for virtual machine placement.

If you are using SDRS for VM relocation for performance and SIOC, you should con-
sider how they work together. Storage DRS is intended to work over a longer period of
time, gradually ensuring a balance of I/O, while SIOC is intended for short-term fixes.

We would suggest setting the Storage DRS performance limit below that of SIOC so that
gradual imbalances are corrected before contention is reached and SIOC steps in.

Using the setting of the VMs, you can adjust the shares and set an IOPs limit for each
VMDK (Figure 4.47). These settings only take effect when the VMDK is on a datastore
with Storage I/O enabled, and the shares setting will only take effect when the congestion
threshold is reached.

FIGURE 4.47 Setting the shares and limits for a VMDK
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The virtual machine must be powered off to change either setting or you will see the

error shown in Figure 4.48.

FIGURE 4.48 Power state notification
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state ("Powered on")

Tasks

l More

You can view the storage shares and IOPs from the VM tab of the datastore.

You can also create storage policies to apply limits and shares to VMs. There are three
default storage policy components you could create a storage policy with, or you can create
a custom one. Each of the default storage policy components includes an IOPs limit—and
using the storage policy enables an IOPs Reservation value (Figure 4.49) that is not avail-

able from the virtual machine settings in the GUI.

FIGURE 4.49 Storage policy showing storage I/O reservations
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Even when using storage policies, a virtual machine needs to be power cycled when
changing limits or IOPs for the new values to take effect.

Storage 1/0 Control uses the shares assigned to the virtual machines and the total
number of shares allocated to VMDKSs on the datastore to set the queue slots for the
virtual machines.

SIOC also adjusts the I/O queue depth for the hosts to balance the I/O available for each
host to be proportional to the VM shares available on that host.

For example:

Datastore: iSCSIO1 with Storage 1/O control enabled at 90 percent

Host A:
= Virtual machine Tiny01 with one VMDK on iSCSIO1with 1000 shares

Host B:
= Virtual machine Tiny02 with one VMDK on iSCSI01 with 500 shares

= Virtual machine Tiny03 with one VMDK on iSCSI01 with 1500 shares

Host A shares for iSCSI01:1000
Host B VM shares for iSCSI01: 2000
Total shares: 3000

When the IOPs for iSCSIO1 hit 90 percent, SIOC will adjust the I/O queue depth of the
hosts until the ratio between the hosts is 1:2. On Host B, the virtual machines will have
their queue slots adjusted until the ratio of slots is 1:3.

SIOC’s queue depth adjustment is done proactively at the threshold limit set by the
SIOC, and it has an effect on the host relative to the VM shares in play. Hosts also have a
feature called Adaptive Queuing that will cut the queue depth of the storage in half if the
storage reports that it is busy or has a full queue. The limit set by SIOC is enforced per VM
by an I/O filter.

Summary

There are many options for storing vSphere virtual machines, from local disks to tradi-
tional arrays. With vSphere 6.5, you can add modern twists to those options with vSAN
and Virtual Volumes bringing new capabilities and introducing the ability to set storage
policies on your VMs to set the capabilities they will consume.

With vSAN, VMware has given vSphere environments the ability to have shared storage
without adding third-party hardware or software and features such as deduplication and
compression to ensure that you are making the most efficient use of your hardware. With
Virtual Volumes, traditional arrays and storage servers have a much more flexible way of
presenting storage to ESXi hosts. With all of these options, you want to make sure there is
no single point of failure to ensure reliability.
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Exam Essentials

Understand VMware vSAN and how it is implemented. One of VMware’s flagship fea-
tures for vSphere, vSAN keeps adding features. You should be aware of the requirements
both for vSAN and features such as deduplication and compression and All-Flash.

Know vSAN terminology and configuration settings. Know how RAIDS/6 Erasure
Encoding differs from RAID-1, how each is implemented, and the capacity implications of
each. You should know how and why to create disk groups and fault domains. You should
be able to create an iSCSI target and know the requirements for them.

Describe networking and multipathing for block and NFS storage. You need to know
the PSA framework, what each component does, and how to configure the different set-
tings. You should be able to describe how vSphere networking supports the different
block and file storage technologies and know how to configure vSphere networking to
support storage.

Understand policy-based storage management. Know why storage policies are used and
how to create them for the different types of storage. Know when and how to apply differ-
ent policies to different VMs.

Know how to add an RDM to a virtual machine. Be able to add an RDM to a virtual
machine and know the difference between physical and virtual mode. Also be able to share
VMDKs between virtual machines and know the different options for that.

Understand VVols and their requirements. Know how to create a Virtual Volume datas-
tore for a host and the requirements. Understand how a storage array stores the files and
the benefits of doing so.

Be able to describe the differences between NFS v3 and NFS v4.1. Be able to add NFS
datastores to many hosts and know the requirements. Be able to configure Kerberos for the
host and datastores.
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Review Questions

The answers to the chapter review questions can be found in the Appendix.

1.

What should be considered before creating a shared VMFS6 datastore?
A. Number of cache disks.

B. VASA support for the array.

C. All hosts are on version 6.35.

D. NFS 4.1 support on the NAS.

Which is the simplest method to upgrade a VMFS3 datastore to VMFS6?

A. Create a new VMFS6 datastore and use Storage vMotion to move the VMs.

B. Upgrade the VMFS3 datastore to VMFSS5, then upgrade the datastore to VMFS6.
C. Upgrade the VMFS3 datastore to VMFS6.

D. Create a new VMFS6 datastore and use SIOC to move the VMs.

Which storage technologies require ESXi hosts to maintain the file and folder structure?
(Choose two.)

A. VVol
B. iSCSILUN
C. Local disks
D. NFS

Which options allow boot from SAN over FCoE? (Choose three.)

A. FBFT

B. FBPT

C. iBFT

D. HBA

E. IQN

What is required to support iSCSI storage arrays?
A. HBA

B. CNA

C. CHAP

D. IQN

235

Where should CHAP be configured if you have multiple arrays with multiple capabilities?

A. FCOoE target settings
B. iSCSIinitiator adapter settings
C. iSCSI target settings
D. FCoE initiator adapter settings
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10.

1.

12.
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Which would prevent the use of deduplication and compression on a vSAN cluster?
(Choose two.)

A. SIOC
B. Network card with iBFT
C. Disk Format 2

D. Hybrid

Which storage option doesn’t support Storage DRS?
A. NFSv3

B. NFSv4.1

C. iSCSIwith HBA

D. iSCSI with software initiator

Which options require multiple vSAN disk groups? (Choose two.)
A. Two SSD drives and ten HDD drives

B. Fourteen SSD drives

C. One SSD drive and seven HDD drives

D. Seven SSD drives

Which option requires multiple vSAN disk groups to utilize all of the disks?
A. Eight SSD drives

B. One SSD drives and seven HDD drives

C. Three SSD drives and ten HDD drives

D. Seven SSD drives

Which storage technology uses only local ESXi disks?

A. NFS
B. vSAN
C. FCoE

D. iSCSI with software initiator

Which storage technology can vSphere leverage to supply storage to physical servers?
A. NFS

B. vSAN
C. FCoE
D

iSCSI with software initiator
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14.

15.

16.

17.

18.
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What security options are available for TCP/IP-based storage? (Choose two.)
A. CHAP

B. Kerberos
C. TACACS
D. SSO

Which storage technology can be configured in vSphere to ensure data integrity?
A. NFS

B. vSAN

C. FCoE

D. iSCSI with software initiator

Which storage technology can vSphere configure to encrypt data at rest?
A. NFS

B. vSAN

C. FCoE

D. iSCSI with software initiator

Which storage profiles method creates the capabilities on the datastore when the storage
policy is applied?

A. Tagging

B. VVol capabilities

C. vSAN capabilities

D. SIOC components

What storage supports VVols? (Choose two.)

A. vSAN
B. NFS
C. iSCSI

D. Local disks

What components are required in vCenter to use VVols? (Choose two.)
A. Storage profile

B. iSCSILUN

C. VMEFS datastore

D

Storage provider
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19. Which step could be taken to improve performance for virtual machines on an NFS v3
datastore during off-peak hours?

A. Enable SIOC and increase the shares

B. Increase the write percentage of the cache drive
C. Enable Storage DRS

D. Replace the datastore with an NFS 4.1 datastore

20. Which technologies are supported for booting a host? (Choose two.)
A. vSAN

B. iSCSI
C. TRoE
D. Fibre Channel
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Keeping your vSphere environment up-to-date is important
in order to have the latest features and improvements that
typically provide improved performance and stability. It is
also important to ensure compatibility with new industry changes such as hardware and
operating systems. VMware has a prescriptive “top down” upgrade path for its products
that has not changed much over the years.

Following a carefully planned upgrade strategy will ensure consistency and reliability
during the transition. It will also allow you to recover smoothly from issues encountered
during the upgrade process. Key components of the upgrade path will be backing up your
current environment, checking the compatibility guides, and deciding if your deployment
topology will need to change.

An additional consideration will be whether to move a Windows-based vCenter to the
vCenter Server Appliance (VCSA). VMware vSphere 6.5 does not have a Windows require-
ment for any of its components, and VMware suggests you migrate to the appliance. How-
ever, the Windows-based vCenter is still supported for 6.5.

VMware provides tools such as vSphere Update Manager (VUM) to automate some of
the processes and help you implement a reliable upgrade path. Following the steps outlined
by VMware will ensure that you have a consistent and safe upgrade.

Upgrading from vSphere 5.5

This section will list the specific issues with upgrading from vCenter 5.5 to vCenter 6.5.

In an effort to not repeat content, upgrading and migrating that is not
specific to 5.5 will be covered along with the 6.0 content in the sections
“Upgrading a vCenter Server on Windows” and “Migrating to the vCenter
Server Appliance.”

Upgrading to vCenter 6.5 from vCenter 5.5 is fully supported, but mixed-
version environments are only supported during the transition period.
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There are several considerations to address depending on your topology.

» If you have a simple vSphere 5.5 installation with all v5.5 components, then the
upgrade is straightforward.

=  However, if you have deployed your 5.5 environment in a fully distributed deployment,
you will need to manage those separate components because they are decentralized
during the upgrade.

= Also, if you are using a now-deprecated topology, such as linked, embedded Single
Sign-On (SSO), you will need to move to a supported topology before the upgrade. See
KB Article 2147672 for supported and unsupported topologies.

With vSphere 5.5, there were multiple components that could be installed either on
the vCenter server or on separate servers. With vSphere 6.x, only the Platform Services
Controller (what the Single Sign-On server evolved into for version 6) can be installed sep-
arately from vCenter. For the other distributed services, the upgrade process will migrate
the responsibilities, configuration, and possibly the data from the distributed services to the
new vCenter 6.5 server as described in the following list:

vCenter Inventory Service Data from the service will be copied to the vCenter
Content Library.

vSphere Web Client  Any data will be copied to the vSphere web client on
vCenter 6.5.

vSphere Auto Deploy Data will be copied to the new vCenter 6.5 service. The old
service will not be shut down. You will need to change your DHCP options to point to
the new vCenter server.

vSphere Syslog Collector The configuration is retained but not the data. You will
need to repoint your hosts to the new vCenter server.

vSphere ESXi Dump Collector No data is kept. You will need to repoint hosts to the
new vCenter server.

vSphere Update Manager Configuration and data will be copied to the new vCenter
6.5 server. Make sure you run the migration assistant on the host running VUM before
you start the migration.

Regardless of how many different servers were used to distribute the 5.5 services, the
end result will be one 6.5 vCenter server for each v5.5 vCenter server. You will also have
one 6.5 Platform Services Controller for each v5.5 Single Sign-On service, which will be
either stand-alone or embedded with vCenter depending on how your v5.5 environment
was deployed. See Figure 5.1 for the upgrade diagram of a basic vCenter installation with
an embedded Single Sign-On service.
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FIGURE 5.1 BasicvCenter 5.5 upgrade with embedded Single Sign-On

Embedded SSO Embedded PSC
vCenter 5.5 vCenter 6.5

Platform Services
Controller

Single Sign-0On server

vCenter server vCenter server

Windows or VCSA Windows or VCSA

If you used an external Single Sign-On server for vCenter 5.5, the upgraded environment
will have an external Platform Services Controller (PSC) as shown in Figure 5.2. Note that
in this diagram the Auto Deploy server was also deployed on the SSO server; however, with
6.5 the Auto Deploy service is only available on a vCenter server. Only the Platform Services
Controller can be installed on a separate instance.

FIGURE 5.2 vCenter 5.5 upgrade with external Single Sign-On

vCenter 5.5 with separate SSO Distributed vCenter 6.5

Single Sign-On server VEETEr S
Auto Deploy

Platform Services
V/Center server
Controller

Windows or VCSA Windows or VCSA

If you have a fully distributed vCenter 5.5 instance, where every possible service was
deployed on its own server, the end state will still be one PSC and one vCenter server, with
all of the services installed on the vCenter server as shown in Figure 5.3.

If you are currently using an unsupported topology, or one that would be unsupported
in vSphere 6.5 such as linked embedded SSO services, VMware suggests you migrate to a
supported topology as shown in Figure 5.4 before starting the 6.5 upgrade. See VMware
Knowledge Base article 2130433 for more information.

Before the vCenter 6.5 migration can start, you need to make sure all components are
at least version 5.5. This includes any ESXi hosts, vCenter servers, and SSO servers in the
environment. Since vCenter 6.5 cannot be used with ESXi hosts before version 5.5, any
that are version 5.0 or 5.1 will need to be upgraded or decommissioned. This may add an
interim step to the 6.5 migration, similar to what is shown in Figure 5.4.
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FIGURE 5.4 vCenter 5.5 topology migration and 6.5 upgrade
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Before migrating a vCenter 5.5 database, there are cleanup scripts you can run to pre-
pare the database. There is a separate script for MS SQL databases and Oracle databases:
cleanup_orphaned_data_MSSQL.sql and cleanup_orphaned_data_Oracle.sql.
These cleanup scripts will remove any unnecessary data from your vCenter server data-
base. The appropriate script should be run after backing up your database. Backing up the
database before any changes are made will ensure that your environment can be completely
recovered.

If your topology includes a distributed linked mode environment, the distributed linked
mode will not work during the transition period when both vCenter 5.5 and vCenter
6.5 servers are in use. However, the upgraded vSphere 6.5 client will show the 6.5 and
5.5 vCenter servers during the transition. The vSphere 5.5 web client will not show the
6.5 servers.

After your migration has completed and you have verified that the upgraded environ-
ment is working properly, make sure you decommission any services that were consolidated
to the vCenter server.

Upgrading a vCenter Server
on Windows

There are essentially two options for upgrading a Windows-based vCenter server from
either 5.5 or 6.0: GUI or command line (CLI). This is because changing the topology dur-
ing an upgrade is not supported (refer to the preceding section) and there are no options for
a distributed installation. You can migrate a Windows-based vCenter server to a vCenter
Server Appliance (VCSA); that will be covered in the section “Migrating to the vCenter
Server Appliance.”

Before upgrading your environment, there are several tasks that should be addressed. In
the vSphere 6.5 Upgrade documentation, VMware has broken these out as follows:

Verify basic compatibility.

Download the vCenter Server Installer.
Prepare a vCenter Server database for upgrade.
Prepare for upgrading the Content Library.
Verify network prerequisites.

Verify load balancer.

Prepare ESXi hosts.

® N O g wDd =

Verify that preparations are complete.
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Verify Basic Compatibility and Download the Installer

As mentioned in the previous section, upgrading from a deprecated topology is not sup-
ported. Make sure your topology and all of the components are supported with 6.5 before
you start the upgrade process. You should also verify that all of your components are
compatible with vSphere 6.5 on the VMware Compatibility Guide at www.vmware.com/
resources/compatibility. In case you have multiple VMware components in your
environment, VMware has a prescribed upgrade path available in Knowledge Base article
2147289. If you have any of these components in your environment, this is the order in
which VMware suggests they be upgraded. (Note that most of the topics listed here are
outside the scope of this book/the exam.)

vRealize Automation

vRealize Orchestrator, vRealize Business

vRealize Operations, vRealize Log Insight

vRealize Log Insight Agent, vRealize Operations Manager End-Point Operations Agent
vStorage APIs for Data Protection—-based backup solution

NSX for vSphere

External PSC/SSO

vCenter Server

© O N O a ks~ oDdN=

vSphere Update Manager

-
o

. vSphere Replication, SRM

-
—

. VMware Update Manager Download Service
. ESXi

. VMware Tools

. Virtual hardware

. vSAN, VMFS

- e = =
A A~ W N

Once your environment and topology are known to be compatible with vSphere 6.5, you
can continue preparing for the vCenter upgrade. The second step in the VMware list is to
download the binaries for vCenter 6.5. You will need to have a current support license for
vSphere in order to download the files.

Prepare the Database for Upgrade

Before any changes to the environment are made, you should back up the database by
either using a database backup tool or making a backup of the entire virtual machine. See
VMware Knowledge Base article 2091961 for steps on backing up the PostgreSQL data-
base. You can also make a backup of the vCenter SSL certificates by copying the C:\Users\
ALl Users\VMware\VMware VirtualCenter\SSL directory to a safe location.

Once an upgrade is completed, you cannot revert to an earlier version; you must instead
restore the earlier state. The simplest backup method would be to make a clone of the
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VM(s) related to the upgrade. The vCenter 6.5 installer will require you to check a box
stating that you have backed up the environment prior to starting the upgrade, as shown in
Figure 5.5.

FIGURE 5.5 Verify that you have backed up the vCenter instance.

3‘3‘ VMware vCenter Server 6.5.0 =

Ready to upgrade
Confirm the settings below and click Upgrade.

Deployment type: vCenter Server with an embedded Platform Services Controller
wvCenter Single Sign-On user name: administrator

vCenter Single Sign-0n domain: vephere.local

Installation directory: C:\Program Files\WMware!,

Data diractory: C:\ProgramDatalVMware,

Upgrade export directory: Ci\ProgramData\VMware\vCerterServeriexport),

o Curing the upgrade, a new dizlog box will pop up when the existing vCenter Server is being uninstalled. The dialog box wiill
disappear automatically when the uninstall has completed.

[]1wverify that I have backed up this vCenter Server machine,

< Back Upgrade Cancel

With vCenter version 6.5, the embedded database used is PostgreSQL. If you are cur-
rently using the embedded Microsoft SQL Express database installed with earlier ver-
sions, it will be replaced with PostgreSQL during the upgrade. If you do not want to use
PostgreSQL, you can migrate your SQL Express database to a full SQL database (see
Knowledge Base article 1028601) or change your embedded SQL Express so it will not be
converted to PostgreSQL (see Knowledge Base article 2109321).

If you are using an external database (either Microsoft SQL or Oracle), make sure the
version is compatible with vSphere 6.5. If the database is not compatible, it will need to
be upgraded before vCenter is upgraded. With either external database, you should verify
that the correct permissions are assigned. See the section “Database Permission Require-
ments for vCenter Server” in the vCenter Server Upgrade guide. For Oracle, also verify the
Oracle instance using the SERVICE_NAME and check that the CLASSPATH variable includes
the JDBC driver. If you are using an external SQL database, make sure JDK 1.6 or later is
installed, the CLASSPATH variable includes sqljdbc4.jar, and you are using Microsoft SQL
Server Native Client 10 or 11.
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Prepare for Upgrading the Content Library

If you are using the vSphere Content Library, there are a few things to check before the
upgrade. You must be using Remote File Systems or Datastores for the libraries. If you have
any libraries using the local disks of a vCenter, they need to be migrated to Remote File
Systems or Datastores. You also need to make sure all libraries are accessible during the
upgrade and no subscribed libraries are using a file-based URI.

Verify Network Prerequisites, Load Balancer, and
ESXI Hosts

The VMware upgrade document lists several steps for testing network settings before the
upgrade. You should check that the fully qualified domain names (FQDNSs) of your vSphere
components resolve to the IP address configured for each component and the IP addresses
of your vCenters and SSO servers (if used) will return the correct FQDN when queried. If
you use DHCP, make sure the DNS records are updated if the IP addresses change. Also,
make sure each component has the correct DNS servers entered. If you are using Active
Directory (AD), make sure it is configured properly and that all components use the same
time source as the Active Directory servers.

The VMware upgrade guide provides a list of services that must be running before an
upgrade is started:

= The vCenter Single Sign-On instance to which you are registering vCenter Server
*  VMware Certificate Authority

=  VMware Directory Service

»  VMware Identity Manager Service

=  VMware KDC Service

=  tcruntime-C-ProgramData-VMware-cis-runtime-VMwareSTSService

The list of tasks provided in the vCenter Server Upgrade guide includes checking the
load balancer and ESXi hosts, but the steps you are expected to take have already been
covered by verifying that “all components” and the topology are compatible with vSphere
6.5. Those compatibility checks should include verifying that the load balancer and its
topology are compatible and that all ESXi hosts are at least version 5.35.

Starting the vCenter on Windows Upgrade

Once the compatibility checks and prerequisite steps are done and the environment is
backed up, you can proceed with upgrading the environment. Assuming you have already
updated any other products mentioned in Figure 5.5, your first step will be to upgrade your
Single Sign-On servers. If you are using a simple installation with embedded SSO, then
there will be only one wizard to run through that will update the embedded SSO to an
embedded PSC and upgrade vCenter at the same time.



248 Chapter 5 = Upgrading a vSphere Deployment

To start the upgrade, launch autorun.exe from the ISO image (either extracted or
mounted on your Windows desktop). The wizard will identify upgrading an external PSC
compared to upgrading an embedded 6.0 PSC (Figure 5.6) or an embedded 5.5 SSO service

(Figure 5.7).

FIGURE 5.6 Upgrading an external (left) or embedded (right) PSC instance
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FIGURE 5.7 Upgrading vCenter with an embedded PSC instance
ﬂ VMware vCenter Server 6.5.0 X

VMware
vCenter Server 6.5

Welcome to the VMware vCenter Server 6.5.0 Installer

Click Next to upgrade to VMware vCenter Server 6.5.0 build 5178943,

vCenter Single Sign-On 5.5 and vCenter Server 5.5 are detected on this machine
and will be upgraded to vCenter Server 6.5.0 with an embedded Platform Services
Controller.

Note: The Platform Services Controller contains common services that share data
across products, such as vCenter Single Sign-On, licensing, and certificate
management. For the full list of services, see the vSphere Installation and Setup
documentation.

Copyright (C) 1998-2017 VMware, Inc. All rights reserved. This product is protected
by copyright and intellectual property laws in the United States and other countries
as well as by international treaties. WMware products are covered by one or more
patents listed at http://www.vmware.com/go/patents.
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You will need to make sure you are executing the upgrade in the correct order, upgrad-
ing the SSO or PSC first (if separate) and then vCenter followed by hosts and virtual
machines. During the vCenter migration, you will be prompted to migrate data from the
old installation (Figure 5.8). You will not see this option if you are upgrading an external
SSO or PSC.

FIGURE 5.8 Upgrade options for vCenter

fp‘ WMware vCenter Server 65,0 >

Upgrade Options

Configure options for the upgrade.

During the upgrade, configuration data will be migrated automatically. You can specify how historical datz will be
migrated below.

Historical data include performance statistics, events, tnggered alarms, and tasks..

() Configuration [0.1 GB)
() Conflguration, events, and tasks (0.2 GB)

® Configuration, events, tasks, and performance metrics (0.2 G2)

=

This allows you to choose how much old data to bring forward from the previous ver-
sion, and you are given size estimates for the data. While we would suggest bringing over
all of the data, this is a very useful option if you are doing a test migration.

@ Real World Scenario

Testing Migrations in a Virtual Environment

Migrations can be fraught with peril, especially systems that are complicated or have
been upgraded several times before. Being able to test the migration using the actual
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system can be very beneficial—and in a virtual environment might not be that hard to

do. Using the vSphere clone feature (or any feature you have that can duplicate a VM,
including backup utilities or storage array features like LUN cloning), you can create exact
copies of your systems that can then be experimented on without consequence.

You will need a copy of any dependent component, including perhaps a time server,
DNS server, Active Directory, and of course copies of the SSO/PSC and vCenter servers.
If some of these components are not available as virtual machines, you might need to
create temporary virtual facsimiles that will provide the same functionality—just make a
careful note of which components were not actually tested.

One vSphere host that is large enough to hold all of the required components and does
not participate in the production environment is ideal as it reduces network complica-
tions—simply create port groups without physical NICs for any networking required, as
shown in the following image.
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It also reduces the risk of accidentally making changes to the production environ-
ment. For access into the test environment, either use the consoles for the VMs or add
a virtual machine to the host with connections to the test environment and the normal
environment.

This method can be used for testing many scenarios, not just vCenter upgrades. We have
used this to walk through Active Directory topology changes and renames, Exchange
migrations, and database migrations.

If the migration fails at a later step, you will need to clean up the export directory, which
is defined on the screen after you set the upgrade options as shown in Figure 5.9.

FIGURE 5.9 Setting the destination directories including the exported data

ﬁ VMware vCenter Server 6.7.0 *

Destination Directory

Select the storage location for this deployment.

Install vCenter Server with an embedded Platform Services Controller (6144 MB) to:
C:\Program Files\VMware\, Change...

Store data for vCenter Server with an embedded Platform Services Controller (3942 MB) in:

C:\ProgramData\VMware), Change...

Export existing data (3048 MB) to:
C:\ProgramData\\VMware\wCenterServer\export), Change...

Note: During the upgrade, existing data will be exported to this directory, and then migrated to the 6.7.0 deployment. Data
exported to this directory will not be cleaned up by the installer. Remove this directory and its contents after the upgrade
completes.

< Back Cancel

If you do not clean up the export directory between upgrade attempts, you will get the
error shown in Figure 5.10.

FIGURE 5.10 Possible error message when rerunning the upgrade

VMware vCenter Server *

The selected export data directory,
C\ProgramData\VMware\wCenterServer\export, is not empty. Choose

an empty directory to export the existing data.
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After the migration is complete, you can delete the export directory, which by default
is C:\ProgramData\VMware\vCenterServer\export. Make sure the new topology is
working correctly before you move on to upgrading ESXi hosts (which we’ll do in the the
section “Upgrading ESXi Hosts and Virtual Machines” later in this chapter); reverting to
the previous version will be much more difficult if you have to restore hosts as well as the
vCenter topology.

Migrating to the vCenter Server
Appliance

The vCenter Server Appliance is the preferred deployment for a Platform Services
Controller and vCenter Server. It doesn’t require a Windows Server license and is very
simple to deploy and maintain compared to having to maintain the Windows OS in
addition to vCenter. If you decide to migrate from a Windows-based vCenter to the vCen-
ter Server Appliance during your migration to vSphere 6.5, there are a few considerations
to address.

You cannot change topologies during the migration, and you should not migrate a dep-
recated topology. You should make sure your environment and topology are compatible
with vCenter 6.5 before starting the migration. Check the VMware Compatibility Guide
at www.vmware.com/resources/compatibility to make sure your environment is fully
compatible with VCSA 6.5

Migrating to the VCSA from Windows has an easier revert path than a Windows or
VCSA upgrade because the source is untouched and simply shut down at the end of the
migration. Reverting to the previous version is a matter of powering off the new appliance
and powering on the Windows VM.

There are two methods of upgrading to VCSA 6.5: you can use a GUI or command-
line tool. Either one requires a PC that can access the existing vCenter server and the
management IP of the host ESXi server that the appliance will be deployed on. The host
ESXi will also need access to the network on which the current vCenter server is running.

You will also need to launch the migration-assistant utility on the existing vCenter
server before the migration or migration prechecks start. You can find the migration-
assistant in the migration-assistant directory on the VCSA 6.5 install .ISO you
download from VMware.

Upgrading Using the Command Line

Using the command-line version requires some prework to create the required JSON tem-
plate file. You can find sample files in the installation media at vesa-cli—installer/
templates/migrate to migrate from 5.5 or 6.0 with embedded or external databases
and stand-alone or embedded SSO/PSCs. For authentication, there is an Active Directory
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section in the JSON templates, or you can use the migration.ssl.thumbprint key in the
JSON, which uses the key provided by the migration-assistant utility on the vCen-
ter server.

After the file is created, you can verify it by using the --verify-template-only
parameter. If a problem is found in the JSON file, you will need to resolve the issue before
the verification will complete. If the JSON file is OK, it will start a limited version of the
prechecks and prompt you to run the full version of the prechecks.

You can initiate the precheck sequence using the ——pre-check-only parameter and the
JSON file. Additional tests include space required and the ovftool.

Once the checks have completed successfully, you can initiate the migration using the
vcsa-deploy command in the migrate mode with the JSON file. You will also need the
—--acknowledge-ceip and --accept-eula parameters.

You will need to execute the CLI from a server other than the existing vCenter server
since the vCenter server will be shut down during the migration process.

Upgrading Using the Graphical Interface

The GUI version of the migration can be found on the VCSA ISO downloaded from
VMware in the vesa-ui-installer directory. As with the command-line version, there are
32-bit Windows, 64-bit Linux, and Mac versions of the GUI installer. Upon launching the
installer utility, click Migrate to start the migration process.

The GUI version detects the vCenter version and type (SSO/PSC-only or SSO/PSC
embedded), as shown in Figure 5.11 and Figure 5.12.

FIGURE 5.11 Migrate a Platform Services Controller
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FIGURE 5.12 Migrate vCenter with an embedded PSC
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The CLI and GUI migration paths can migrate an external SSO server to a version 6.5
VCSA Platform Services Controller or a version 6.0 PSC to a version 6.5 VCSA Platform
Services Controller. The tools can also migrate a 5.5 vCenter with an embedded SSO or a
6.0 vCenter with embedded PSC with vCenter to a version 6.5 VCSA with embedded PSC.
See Figure 5.13 for migration options.

FIGURE 5.13 Migrate vCenter with an embedded PSC
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During the migration option, you assign a temporary IP to the VCSA appliance in either
the JSON file or the GUI. This IP is used to initially stand up the appliance so that it can
receive the file transfer containing the configuration and exported data from the source
appliance. When the migration is complete, the VCSA appliance should have the same con-
figuration, including name and IP address as the source server. However, if the temporary
IP address is not on the same network as the source server, the temporary IP address will
be retained by the VCSA appliance at the end of the migration. This is to ensure that the
VCSA server has network access at the end of the migration but will require additional
work to change any other components referencing it. As with the CLI version, you need
to execute the GUI from a server other than the existing vCenter server since the vCenter
server will be shut down during the migration process

Upgrade a VCSA 6.0 server with embedded PSC to VCSA 6.5

1. From a Windows desktop, mount the VCSA ISO, and with the autorun utility, start the
Deploy process.

2. Click Upgrade.
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Installer

vwm vCenter Server Appliance 6.5 Installer

Install

Install & new vCenter Sarver Appliance or P

atform Services Comtroller Appliance

@ Migrate
Migrate from an exisung vCenter Server for Windows to a vCenter Server Apphiance

@ Restore
Restore from a previously Created vCenter Server Appliance backup
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3. Click Next on the Introduction screen.
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4. Acceptthe EULA and click Next.

5. Enter the FQDN or IP of the vSphere 6.0 server and click Connect to Source.
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EXERCISE 5.1 (continued)

6. Enter the credentials for SSO and the host of the source appliance and click Next.

Upgrade - Stage 1: Deploy appliance

Connect lo source appliance
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7. Enter the FQDN or IP and credentials for the vCenter or host that the new VCSA
appliance will be deployed to.

Upgrade - Stage 1: Deploy vCenter Server with an Embedded Platform Services Contraller

Appliance deployment target
Specify the appliance deoloymenttarget settings. The targetis the ESXi host or vCender Server instance on which the
nppliance will be deployed
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Password wnrrne
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8. Enter the name (for the vSphere inventory) and root password for the new appliance.

+ 1 Intreducton

+ 2 Enil usel license agreemant

+ 3 Connectto source appliance

+ 4 Appliance daploymant target

5 Selup BEros! apniiance Wil

T Saiect 0atastare

8 Configur= network sefings

9 Raady o comp:

Upgrade - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Set up farget appliance Vil
Soecify the VM s=ttings for the aopliance io be deployed.

VM name '"\-r:sa-CEa !
Reot password | wmrannns :

Confirm real passward ansarmes

Mext Cancel

9. Select the deployment size of the new appliance.

+ 1 intreducton

«f 2 Enil user icense agreemant

+ 3 Connectto source appliance

«" 1 Appliance deploymant target

« 5 Sg2lup RErge! appliance Vv

& Selectdeployment size

Toamstore

& Configurz network settings

9 Raady fo comy

Upgrade - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controlier

Select deployment size
Selectthe deployment size for this vCenter Server with an Embedded Platform Services Contr

For more informaton on daployment sizes, refer o the vSphere 6 5 documentation
Deploymen! size | Tiny v |

Storege size [Defeult |

Resources required for different deployment sizes

Deployment Size vCPUs Memory (GB) Storage (GB| Hosts {upto] VMs {up to)

Tiny 2 0 250 0 {elg
Small 4 16 290 100 con
Medium 8§ 24 425 400 4000
Large 16 22 540 1000 10000
K-Large 24 48 580 2000 35000
Salifvs mattine. — — 173 o o

Back Maxt Cancel
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EXERCISE 5.1 (continued)

10. Select the datastore for the new appliance.

w

o

o

L

Ca

| Infroduction
2 End user license agreement
3 Gonnectio source applance

4 Appliance deployment fargsl

5 Se1up Brget appliance VM

v fi Belect deployment size

Upgrade - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Select d
Selactne

e

Mamg T Type
ese-025

LOCAL

RegionAl -

WMFE
i3CaIe

RegionAD1-
VMFS
130302

Enablg Thin Dick Mode

age lncation for this vCentar Sarvar with an Embadded Fiatiorm Sandices Confrolier

Capacity Y| Freaw T | Provicio T Thin Frovicioni T
125GB 3136568 a7z MB g
1075GB 0.84 GB 934 MB ug
881GB 704 MB ug
3 items
Back Next Cancel

11. Configure the network and temporary IP settings for the appliance. The network
should be the same one the current VCSA appliance is on, and the IP address should
be an unused address on the same network.

1 Infroduction

2 End uger ficznse agraement
3 Gonnect 1o source apoplance
& Appliance deployment largel
5 Selup target apphance ViV
G Selectdaployment size

T Select datzatore

& Configure network seffing

Upgrade - Stage 1: Deploy vCenter Server with an Emb

ne applance re
baen copi

Tempaorary network settings

IP vareion

IP assignment

Temporary |F address

Subnet mask or prefis length

Default gatswa

[INS sarvers

edded Platform Services Controller

res a temparary netwark identity so that it can copy data from the source apphance. After the data has
iz, tha natwork idenlity of e source appliance i also copied o the appliance, and then the sowrce appliance is

Bridged v
iPvd v
staiic_w

192.168.0 205

192.168.0 1

192.163.0.47]

Back MNext Cancel
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12. Monitor the deployment.

Upgrade - Stage 1: Deploy vCenter Server with an Embedded Flatform Services Controller

Deploying the appliance

Cancel
13. Verify the completion of Stage 1 and click Finish.
Upgrade - Stage 1: Deploy vCenter Server with an Embedded Platform Services Contraoller
Ready to compieie stage 1
1 Introduct 5
e Review your setfings before starting the applisnce deployment
~ 2 Enduser icense agleems=nt
Deployment Details
w 3 Connectto source appliance Sourcs vCenter Server with an vesa-02a corp local
Emnadned Platinrm Senices
+ 4 Appilance daploymenttarget NG
Targat ESXIhoct 192.168.110.52
w5 S=tup fArgst appliance Vi [T veea-07a
w5 Selectdeployment size Deployment lype vCantes Sarver with an Embedded Platiom Senvices Controller
Deploymen size Tiry
" T Salectdatastore
Datastore Delaiis
« B Configure network settings Datasione, Disk mooe esi-0Za-LOCAL, thin
N k Details
5 Raady o complate staga 1 itk B
NEWOk Biidgen
IP setiings IPvd  siatic
IF address 192 168.0.203
Subnet mask or prefix lenglh 4
DCefault gatevray 192.168.0.1
DM ranines ADY 4RO N AT
Eack Finlsh Cancel
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EXERCISE 5.1 (continued)

14. Click Continue to start Stage 2.

Upgrade - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller
@ You have successfully deployed the vCenter Server with an Embedded
Platform Services Controller
Deployment complete

To procead with stage 2 of the deployment process, appliance setup, click Continua,

fup at eny fime by logging in fo the vCenter Server Appliance

Continue Close
15. Click Next.
Upgrade - Stage 2: vCenter Server Appliance with an Embedded PSC
; i
' This wirard allows you fo upgrads & vCentar Sewver Appliance (5.5 or § 0) with &r embeddad Platiorm Sewvices Confrolle
Stage 2
= ]
| P

© £

Upgrade source vCenter Server Appliance

The firststage has been completed. The second stsge copies data from
.ppliance 1o the daployed apphance. Make sure you have backed up all data on the source

he upgrade process Click Next, to proceed with stage 2

Upgrading the appliance i
the cource vCenier Senver

appliance before progressing it

Maxt Cancsl
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16. Verify the settings and click Next.

1 Introducton

2 Cannectto source vCenter
Server

38

tupgrade cata
4 Tontgura CEIF

5 Ready o complste

Upgrade - Stage 2: vCenter Server Appliance with an Embedded PSC

Connect to source vCenter Server

Provide the credentials for the source vCenter Server Appliance (5.5 or 6.0) that you want to upgrade.

Source vCenter Server

Appliance FQDM 07 P addrese vesa-02a.compiocal

Single Sign-On Username administrator@vsphere. local
Single Sign-On Password bk

Applianee (OS) ool password = e

ESXI nost or vCenter Server that manages e source viCentar Sarver

ESXI host o vCentsr Senvar nams 102:168.110.51
HTTFS port 443

Usernama root

Password 000000000000 whess -

Back Mex1

Cancel

17. Select the amount to data to include with the migration and click Next.

+ 1intreducton

2 Connectto source vCenter
W Servet

3 Spioctupgrade data

4 Conngurs CEIP

agy o complzte

Upgrade - Stage 2: vCenter Server Appliance with an Embedded PSC

Select upgrade daia
Selectthe data that you want tc copy from the source vCenter Server

Tna data zizes shown Delow reprazent only tha data hatwill be copled 1o Me 1arget sarver |t doas not comespond 10 he

of your da

unchanged
@ Connguration (2.79 GB)
' Configuration, events, and tasks (2.8% GB}

&' Configuration, events, tasks, and performance metrics (2.89 GB)

Back Mexi

the source server The idenfity of the server will also be copied and the source server will remain

Cancel
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EXERCISE 5.1 (continued)

18. Join CEIP (optional) and click Next.

Upgrade - Stage 2: vCenter Server Appliance with an Embedded PSC

1 Intreduction
v Join the Viware Customer Experisncs Improvement Frogram

2-Connect o sourcs vCentel

o Servar
Whiwares Customer Experience Improvement Program ("CEIP) provides Vidware with information thaten
w 3 Seiectupgrade data 0 Improve Its produ 11 problems, and 1o 3 ou on NMow bestto depioy and
fian's use of Viiware

DUT Ogar

nformation ahoul

fafihe
onareg

T prog
products

Information ¢

} Thig

by Viihwrare

Fyou prefer nott
of leave VMwars's

¥ loin the Vidware's Customer Experience improvement Program (CEIP)

Back Mexi Cancel

19. Acknowledge that the source appliance will be shut down by clicking OK.

Shutdown Warning

The source vCenter will be shut down once the network configuration is
. enabled on destination vCenter Server,

Click OK to cantinue, or Cancel to stop the upgrade

Ok Cancel
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20. Acknowledge that the source appliance and its data have been backed up and
complete the migration by clicking Finish.

Upgrade - Stage 2: vCenter Server Appliance with an Embedded P3C

e Heady to complate
v 1 introduciion i : . .
Reviaw saiings before complating the wizard
2 Connect 1o source vCener
 Server Source vCenter Server Appliance with embedded PSC
FQDN or IP eddress vesa-02a.corp local
+ 3 Salectupgrads dats = =
WVarsior G0
w 4 Configure CEIP Targat vCenier Sarver AppEance with embedded PSC
FOON of [P addrece (femparary 192 168 0 205

FODMN or [P address [postupgrade

version

Upgrade Data

Data to copy Configuration, events, lasks, and performance melics
Size 289 GB

Customer Expenence Improvement Program

CEIF zaiting Optedin

#| 1have backed up the source vCenter Server and all the required data from the databasa

Back Finish Cancel

Upgrading ESXi Hosts and
Virtual Machines

The VMware vSphere Update Manager is included with vSphere to help you apply patches,
updates, and upgrades to hosts, virtual machines, and virtual appliances (VMs/VAs).
Starting with version 6.5, you do not need a separate Windows server if you are using the
vCenter Server Appliance because VUM runs as an embedded service on the VCSA. If you
are not using VCSA, you will need to install VUM on either the same server as your vCen-
ter Server or a separate Windows server.

Using the Update Manager Download Service

If the vSphere Update Manager is installed on a system that doesn’t have Internet access, or
you have multiple VUM servers and want to consolidate the downloads, you can install the
vSphere Update Manager Download Service (UMDS) in order to download the patches and
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updates. You can install UMDS on a Windows or Linux-based operating system as long as
it has Internet access. You cannot install UMDS on a Windows server with vSphere Update
Manager installed.

If you install on a Windows server, you can manually create a database instance to use,
or the installer will deploy SQL Express. On a Linux-based server, you will need to con-
figure a PostgreSQL database prior to installing UMDS.

After UMDS is installed, you can configure it using the command-line utility
vmware-umds. Some of the command-line parameters used with this utility include the set
parameter -S and the -—enable-host and --enable-va parameters to download host
and appliance patches respectively.

The -E parameter is also important because it exports the downloaded patches for you
to copy to your VUM server.

The downloaded patches can be copied to the web server acting as a shared repository
for multiple VUM servers or copied onto a portable device to transfer to an air-gapped
VUM server.

Using vSphere Update Manager

VMware continually makes patches and updates for ESXi hosts, virtual machines, and
appliances available online. You can use VUM (or the UMDS) to download the patches and
then apply the patches to your vSphere environment.

The vSphere Update Manager groups patches and updates available from VMware into
baseline objects. These baselines can then be grouped into baseline groups. You attach
baselines or baseline groups to vCenters, datacenters, clusters, hosts, virtual machines,
appliances, or folders to scan the associated entities for compliance and remediation.

There are two types of baselines (host and VM/VA), and a baseline group can only
include one type of baseline. There are predefined baselines for hosts that include Non-
Critical and Critical patches as shown in Figure 5.14 and predefined baselines for VMs/VAs
that include VA Upgrade to Latest, VM Hardware Upgrade to Match Host, and VMware
Tools Upgrade to Match Host as shown in Figure 5.15.

FIGURE 5.14 Default baselines for hosts

(i, vesa-01a.corp.local  (gjActions v

Getting Started  Monitor | Manage

Settings | Hosls Baselines | \is/\VAs Baselines | Patch Repository | ESX Images | VA Upgrades

Hosts Baselines

o= New Baseline Q -
Easeline Name Comtent Type Dynamic
* Predefined

._5 Non-Critical Host Patches (Predefined) ) 227 Host Patch Yes

:_E Critical Host Patches (Predefined) 9 eo Host Patch Yes

Custom
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FIGURE 5.15 Default VMs/VAs baselines

5 vesa-01a.corp.local {Z3Actions =

Getting Started  Monitor | Manage

VMs/VAs Baselines

Settings | Hosts Baselines fMNAs Baselines" Patch Repository | ESX Images | VAUpgrades

o= New Baseline o] -
Baseiine Name Content Type Dynamic
* Predefined
[i3 VAUpgrade to Latest (Predefined) @ Detals VA Upgrade Yes
Eé VM Hardware Upgrade to Match Host.  § Details VM Hardware Yes
B Wware Tools Upgrade to Match Hos.. @) Details ViMware Tools Yes
| Custom

You can create your own baseline objects that only include the patches you are looking
to apply to your hosts or VMs/VAs and create baseline groups to combine multiple base-

lines to be applied at once.
Baselines and baseline groups are then attached to vCenter

objects using the Update

Manager tab of that object. Some objects such as clusters and hosts can only attach host
baselines and baseline groups, while virtual machines and VM folders can only attach VM/
VA baselines and groups. Other objects, including vCenter and datacenters, can have host
and VM/VA baselines and groups attached (Figure 5.16) as those objects can contain hosts

and virtual machines/appliances.

FIGURE 5.16 Attaching host and VM baselines

[JRegionact [ U D &t Gacons >
Geting Stated  Summary  Monftor  Configure  Permissions  Hosts & Clusters

| Astach Baseline | | Scan for Updates

Overall comphiance states, € Non-Comptiant
|
EBnteine Type

= |ndependent baselines

[ Critic Predesined)
[E WiHar Host {Predefined)
[i3 vAUpgrade to Latest (Predefned) @ VAlUpgrade

| Stage Paches. | | Remediate. | [ Go 1o Admin View |

VMs  Datastores  Metworks | Update Manager
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After a baseline or group is attached to a vSphere object, you can scan the objects for
compliance with the baseline or group as shown in Figure 5.17.

FIGURE 5.17 Scanning for compliance

£ RegionAD1 - Scan for Updatss (2)

Scan hosts for:

[ Patches and Extensions

[ Upgrades

Scan virtual machines and appliances for;
[ Virtual appliance upgrades

[ Visware Tools upgrades

[¥] WiHardware upgrades

ok || cancel |

The options presented for scanning allow you to only check for a subset of the baseline
or group. For hosts, you can choose to check for either patches and extensions or upgrades.
Extensions are defined as “any additional software” in the Update Manager Guide, and by
default VMware only has extensions for the Cisco NEXUS 1000v as shown in Figure 5.18.

For VMs/VAs, you can check for virtual appliance upgrades, VMware Tools upgrades,
and VM Hardware upgrades. By default, VMware only has virtual appliance upgrades for
VMware appliances as shown in Figure 5.19.

After the scan is complete, you will see in the Update Manager tab for the object which
items are in compliance with the baseline or baseline group used in the scan. You are not
required to scan before remediating, but it is suggested to scan so you are aware of what
items will be updated and what updates they will receive. After scanning, you can click on
the number of patches that are noncompliant to see the list as shown in Figure 5.20 and
Figure 5.21.
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FIGURE 5.18 Extensions available by default

+ 1 Name and type Exensions
m These are all exten: in the y Select the o include in the fixed baseline
S el omplets All | (0) Selected Objects
B (q Fier -
[ Patcn Name Product Release Dat Trpe

Cisco Nexus 1000V 4. 2(1)5V2( embeddedEsx 55.0 92013 5:00.00 PM Host Extens:
| Cisco Nexus 1000V 4 2{1)5V2( embeddedEsx 550 8/28/2013 8.00:00 PM Hest Extens
| Cisco Nexus 1000V 4 2(1)5v2{ embeddedEsx 550 17242014 7:00:00 PM Hest Extens
| Cisco Nexus 1000V 4 2(1)5v2( embeddedEsx 550 32014 80000 PM Host Extens.

« | i »

M ditems [[4Copy~=
Back Mext Fish Cancel

FIGURE 5.19 Appliance updates available by default

VaUpgraces [s
Q Filt
Name Vendor FProduct Version Rmah Date 1w
VMware vRealize L. ViMware Inc. VMware vRealize Suite LCM Applia_ 1.3.014 Build ..  7/6/2018 2:23. .
Viware vRealize L ViMware Inc VMware vRealize Suite LCM Applia 1.2 0 10 Build 4/11/2018 43
The GAreleaseof ...  VMware Inc VMware Waorkbench 3.6 8230365 3601Build8... 4/10/20187:3
VMware vRealize O..  Viware Inc. VMware vRealize Orchestrator Appli.. 740236198  3/23/2018 1:1.
vRealize Business f..  VMware Inc. vRealize Business for Cloud 74019475B.. /2272018 1:4.
VMware vRealize A VMware Inc. VMware vRealize Appliance 7.4.0.645 Buil 3M16/2018 5:2..
vRealize Business f Viware Inc vRealize Business for Cloud 7.31.143628B 8212017 1:2
vRealize Business f.. VMware Inc. vRealize Business for Cloud 7.3012473B.. 6320177:35..
vRealize Business f Viware Inc. vRealize Business for Cloud 721100298 22112017 11
vRealize Business f ViMware Inc vRealize Business for Cloud 7207588 Bu... 11/11/2016 4..
VMware vRealize O ViMware Inc VMware vRealize Orchestrator Appli 72019944 B 11/1072016 10
VMware vRealize A VMware Inc. VMware vRealize Appliance 6250Build4... 11/8/2016 8.4
vRealize Orchestrat ViMware Inc VMware vRealize Orchestrator Appli 605 1 Build 4 10/26/2016 4
VMware Identity Ap...  VMware Inc. VMware Identity Appliance 2250Build4... 10/252016 3.
vRealize Business f VMware Inc. vRealize Business for Cloud 7.1.0.0 Build 4 8/18/2016 2.5
vSphere Replication, . VMware Inc vSphere Replication Appliance 5517Build4.. 862016 11..
vSphere Replication... VMware Inc vSphere Replication Appliance 61113216 B... 5/5/2016 5:54...
vSphere Replication VMware Inc vSphere Replication Appliance 6.0.0.3 Build 3 5/4/2016 8:5T
vCenter Orchestrato . VMware Inc VMware vRealize Orchestrator Appli 5533Buld3 3/25/2016 12
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FIGURE 5.20 Click onthe number of updates to view the patches that are required for

compliance.
{J Regionaot-compPot | 1] [ ™0 88 B | [FAcions ~
Getting Started  Summary  Monitor  Configure Permissions Hosts VMs Datastores Networks | Update Manager
[ Attach Baseline.. | I Scan for Updates. | | Stage Paiches... ] | Remediate._. H Goj
Overall compliance status: € Non-Compliant
[ Detach Baseline.. '~ "E Q Filter
Bassling Type Compliance Status
w [ndependent baselines
fﬁ Critical Host Paiches (... §) HostPatch 3 Non-Compliant
Compliant (0) = Non-Compliant (2) | Incompatible (0)  Unknown (0)
Object 1 & Number of Paiches Last Patch Scan Tims
[l esx-01acorpllocal % 7/18/2018 8:00 PM
[ esx-02acorp local 5 7/182018 8:00 PM
FIGURE 5.21 Required patches and their impact
esx-01a.corp.local - Patch Details for Critical Host Patches (Predefined)
(B (q Fite =
Update Name Paich ID Compliance Status Saverity Impact
Updates esx-base t-b ESXiB50-201707201-UG  + Installed Critical Reboot, Maintenance i
ViMware ESXi 6.5 Co... ESXi650-Update01 + Installed Crtical Reboot, Maintenance .
Updates esx-base, es ESXiB50-201710401-BG @ Missing Crtical Reboot, Mantenance
Updates esx-hase, es ESXi650-201712401-BG €3 Missing Critical Reboot, Maintenance
Updates misc-drivers ESXi650-201712408-BG @ Missing Critical Reboot
Updates esx-base, es ESXi650-201805201-UG @3 Missing Critical Reboot, Maintenance
Updates esx-xserver ESXi650-201805223-UG @ Missing Critical
VMware ESXi 6.5 Co ESXiG50-Update02 & Missing Crtical Reboot, Maintenance .
Updates esx-base ESXi550-201312101-SG | -~ Not Applicable Critical Reboot, Maintenance
Updates esx-base ESXi560-201312401-BG  — Not Applicable Critical Reboot, Maintenance

Remediating hosts requires copying the patches or upgrade to the host, placing the host

in maintenance mode, and then installing the patches. You can reduc

e the time it takes

for this sequence by copying the required patches to the affected hosts using the Stage
option. During the Stage wizard, you will be given the option of staging some or all of the

updates, as shown in Figure 5.22. You cannot stage VM/VA patches.
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FIGURE 5.22 Staging updates

[ J] RegionA01-COMPO2 - Stage Patches EN

+* 1 Basalines Hotts

3 Patches and exensions

Select the target hosts you want to stage

] 1items Copy=

Back Next Cance!

Whether or not you scan the objects or stage the hosts, you need to use the Reme-
diate wizard to apply the patches. When remediating VM/VA baselines or groups, you
have an option to schedule the update as shown in Figure 5.23 and set a pre-update snap-
shot that can be automatically removed as shown in Figure 5.24. Being able to automat-
ically take a snapshot before the update allows a quick return to a known good state if
there is a problem with the update; having an automatic removal of the snapshot reduces
administrative overhead by not requiring an administrator to manually remove them.

When applying updates to hosts, you are presented with options including the ability to
ignore warnings, as shown in Figure 5.25. While this is useful for avoiding flags for known
issues, ignoring warnings would not be considered a best practice.

Other options include whether to change the power state on virtual machines on the
host, which will affect how the host enters maintenance mode, and the number of retries
for maintenance mode, which is useful if it takes a while to shut down VMs or evacuate the
host (Figure 5.26).

If you are remediating a cluster, you will see options to disable Distributed Power
Management (DPM), HA admission control, and fault tolerance (FT); see Figure 5.27.
Disabling DPM (if it is enabled) will ensure that all hosts are powered on, which will
make moving virtual machines around easier (as hosts are put into maintenance mode),
and ensure that the hosts are available for remediation. Shutting off HA admission con-
trol will make moving virtual machines around easier as hosts will be able to hold more
virtual machines without capacity being reserved. Disabling FT for VMs with FT will
make moving virtual machines around easier as FT may prevent the VMs from being on
hosts with different update levels, will reduce the number of VMs being moved (since the
secondary will be removed), and will reduce overhead on the hosts.



Upgrading ESXi Hosts and Virtual Machines mn

FIGURE 5.23 Scheduling VM/VA updates

Schedule

+ 1 Selectbaselines
Speafy when to apply the updates

+ 2 Selectmrgetobjects

3 Schedule Upgrading a wriual machine might require that the wrtual machine is don, p off or muliple imes. P

4 Rollback opfions Task name: Tiny(1 - Remedsate (scheduled)

& Readyn complets Task descnption

© Toremediate wriual machines against the VM Hardware Uipgrade to Match Host baseline, Viware Tools mustbe up 1o
date

' an only use this opti
(+) Apply upgrade at specific time
For powered on Viis (=) Run this action now
() Schedule this action 1o run later
a 48 Al -
For powerad off Viis (*) Run this action now
_) Schedule this action to run later
. A0 A -
For suspended Vs (=) Run this action now
Schedule this action 1o run fater

\ A 0

Back Next Fanesh Cancal

FIGURE 5.24 Creating snapshots and scheduling their removal

+ 1 Selectbaselines Rollback options
Specify whether o enable rollback before updating the vinual machines

» 2 Selecttargetobjects

+ 3 Schedule Specify the remediation rollback options Il enabled, rollback will take a snapshot of the wrtual machine before remediation
Snapshots reduce the perdarmance of the wriual machine Delete the snapshots as soon as you have vahdated the remediation

4 Roltback options .
m Take a snapshot of the Vs before remedaton to enable rollback

5 Readyw complets =
() Keepfor 24 - hours
(+) Do not delete snapshots

Snapshot details:

MName

Description

[] Take a snapshot of the memory for the wriual machine

I Save as the default Rotiback ophgns i ]

Back Mext ; Cancel
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FIGURE 5.25 Scheduling host updates and choosing whether to ignore warnings

b Reg COMPO2 7
" 1 Selectbaselines dchanoéd cpfons
Configure schedule and advanced remedialion options
+ 2 Selectrgetobjects
~ 3 EULA | Schedule this action to run later
+ 4 Paxches and exensions Task name
Task description
& Hostremediaton optons
T Cluster remediation options.
Remediation tme B8 1 -
8 Readyto complete
_| Ignere wamings about unsupported hardware devices and no longer supperted VMFS datastores, and @
continue with the remediation
Back Hext Cancel
FIGURE 5.26 Changing VM power options and retry count
4 RegionA01-COMPOZ - Remediate (7
W7 A Sslebasehnes Hostremediation options

2 Selectmargetobjects

3 EULA

4 Patches and exensions
§ Advanced options

option

6 Hostremedi
7 Cluster emaediation opions

& Readyw complets

Specify the maintenance mode options of the remediation task

Mainenance Mode Options
.ni\ These options also apply to hosts in clusters

Before host remediation, hosts might need to enter maintenance mode Virual machines and Wrtual apphiances must be shut
down or migrated. To reduce the hostremediation downtime, you can select to shut down or suspend the vriual machines and
apphances before remediaton from the drop-down menu below

WiPowerstate: | Do Not Change VW Power State .
D Disable any removable media dewces connected 10 the wiiual machines on the hast

[] Retry entering maintenance mode in case of failure

Retry delay 5 i.mln ules =

Number of reines. 3

ESXi Patch Setings
l:] Enable patch remediation of powered on PXE booted hosts

My FXE booted ESXi hosts revert 1o their onginal state after a reboot. To keep new software and paiches on sialeless hosts after a
reboot, use 3 PXE boot image that contains the updates

[[] Sawe as the default host remediaton options Li]

Back Next Cancel
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FIGURE 5.27 Change host and cluster remediation options.

s RegionAD1-COMPOZ - 7

+ 1 Sslsctbaselines Cluster remadiation opions

Specify the cluster options of the remediation task
2 Selecttargetobjects
3 EULA

W
-
+ 4 Patches and extensions
+ & Adwanced opfons

v

& Hostremediation options

7 Cluser emediation opfions

8 Readytw complew D ifyou let Update
remain consistent

vediate all the hosts in a cluster, so that the hosts

[] save as the detault duster remediation options @

Back Next Cancel

Other cluster options include the ability to update multiple hosts at a time (the default
is one host at a time), and you can also manually set the max number of hosts to remediate
at one time or allow VUM to decide the max. You can also choose to migrate powered-
off and suspended VMs before a host is updated, which is useful if you suspect the update
might make the host unavailable. These options are shown in Figure 5.27.

If you will be using VUM to upgrade your ESXi hosts as well as to apply updates,
you will need to import the ESXi image to use and then use that image in the baseline.
Figure 5.28 shows the import utility for ESXi images

When you create the baseline for the host upgrade, choose Host Upgrade from the first
screen and then select the image you updated. If you want the upgraded host to have all the
latest patches, you can create a baseline group with the upgrade and patch baselines.

You can monitor the VUM process using the Tasks & Events tab of the object being
patched (Figure 5.29) or the Monitor tab of VUM (Figure 5.30).

After all of your hosts are upgraded, you can upgrade any Distributed Virtual Switch
to the latest version supported by all the hosts connected. Please see the section “Upgrad-
ing and Deleting Distributed Switches” in Chapter 3, “Networking in vSphere,” for more
information.
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FIGURE 5.28 Import ESXiimage for updating.

)

You can upgrade multiple hosts of diff versions simultanecusly by using an ESX image.
Upload only ESX images that you will use. Use the Browse bulton below o select the ESX image, which you want to use
Note: Some files are large and might take seweral minutes to upload
ESX Image: C\ [VMware- Bller-8 5 0 update0 1-5989303 »86_64 Browse
File name: Vidware-Whasor-Installer-6.5.0 update01-5969303 x86_64.1s0
Upload Progress

Cancel
30 MB/333 MB at 16.19 MB/s - 00:00:19 remaining o

| €

FIGURE 5.29 VUM events for a host

ﬂinm:mmhg T H P Um

GethngSrmecl Summary Monitor Config VMs Dy B Uipdate Manager

Issues | Perormance m Hardware Status

"

=B
Task Nama Targat Stan

Events Exit maintenance mode [ 12188 110128 v Compieted

Scheduled Tasks Initiate host reboot ﬁ 182 168110 128 " Complated
Check ﬂ 182 168110128 " Completed
Instalt [ 192188110 128 + Completed
Enter maintenance mode ﬁ 192 168.110 128 ~ Completed
Exit mainienance mode [ 192168110 128 " Completed
Entar maintenance mode ﬂ 182168110128 ' Complated
Remediation pre-check @ 192 188110128 v Completed
Stage @ 152168110128 v Completed
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FIGURE 5.30 All VUM events

(%, vesa-01a.corp.local \GhActions

Getting Started | Monitor | Manage

Events | Notifications

D D 6 D §

Upgrade a host from 5.5 to 6.5 using VUM
Requirements: vCenter 6.5 server and one ESXi 5.5 host.
1. Download the ESXi 6.5 binaries from VMware.

2. Using the web client, start the Import ESXi Image wizard from ESXi Images in the
Manage tab of the VUM view.

Navigator X 4 vesa-Olacorp.local (g Actions =
4 Back Getting Started  Monitor | Manage

Settings | Hosts Baselines | VWkAis Basselines | Patch Repository | ESX Images | VA Uparades

Imported ESXi Images

ESXi-6 5.0
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3. Select the downloaded image to start uploading it.

4 vesa-01a.corp.local - Import ESXi Image (?)
You can upgrade multiple hosts of different versions simultaneously by using an ESX image
Upload only ESXi images that you will use. Use the Browse button below to select the ESXi image, which you wantto use
Note: Some files are large and might take several minutes to upload
ESX Image: MWMsor-installer-6 5 0.update01-5969303.x86_64 is¢ Browse
File name: WAware-VWMsor-installer-6.5.0.update01-5969303 x86_64.iso
Upload Progress
Cancel
30 MB/333 MB at 16.19 MB/s - 00:00:19 remaining
_[ Close
4. From Host Baselines, add a new baseline.
5. Add a name for the baseline and select Host Upgrade as the baseline type.
I]_!_wn-ﬂmp.loﬂl - New Basaline (7L
CLETTTN
Enter a name and salect the basaline type
2 ESXiimage
3 Readyw complete Name: 8.5 Upgrade &
Description
Baseline type
(C) HostPatch

() Host Extensian
(®] Host Upgrade

© HostUpgrade baselines contain an ESX image that will upgrade hosts 1o the selacted version. This
apples o basic software You mustapply exensions or patches by uging a Host Exension of Host Patch
baseline

Mext Cancel
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EXERCISE 5.2 (continued)

6. Selectthe correct upgrade image.

1] vesa-01a.corp.local - New Baseline 30
v 1 Name and type ESXiimage
m Select an ESX image to which you want to upgrade
3 Readyto complete fyou do not see the ESX image you are looking for in the list, go to the ‘ESX Images’ ab 1o import 2 new ESX
ESXi-65.0- s ViMware ES 650 Viware, Inc. 5865303 Partner TIR2017 8

Next Cance

7. Click Finish to complete creating the baseline.
8. From Host Baselines, add a new baseline group.

9. Add a name for the baseline group and click Next.
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10. On the Upgrades screen, select the baseline you just created and click Next.

i vesa-01a.corp.local - New Basaline Group

« 1 Name Upgrades

m Add ene upgrade baseline per type in this group

3 Pakches

4 Exmnsions

5 Ready® complete

Back Next Cancel

11. From the Patches screen, select the default baselines so that all current updates are
applied after the upgrade and click Next.

~{ vesa-01a.corplocal - New Baseline Group

« 1 Name Pakches
Select the paich baselines for this group
w 2 Upgrades

4 Emensions « No cai Host Patches (Predefined)

& Ready complate '] Critical Host Patches (Predefined)

Cancel

12. Click Next on the Extension screen and click Finish to complete the baseline group.
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EXERCISE 5.2 (continued)

13. From the Update Manager tab of the cluster to update, click Attach Baseline to start

the Attach wizard.
Navigator X {J Regionaot-compoz ] [& {53 Actions = =Y
Summary Monilor  Configure ssions  Hosts  VMs "5 | Update Manager
_ﬂngﬂlﬂgﬂﬂe |..Go to Admin View |
O compliance status + Com Attach b 3

tach Baseline. "™ "

||}

= Independent baselines

[T Critical Host Patches (Predefined) € HostPaich

14. In the Attach wizard, select the baseline group created in step 12 and click OK.

[d RegionA01-COMPO2 - Attach Baseline or Baseline Group

Individual Baselines

jcal Host Patches (Predefined)

| Host Patches (Pre

Exension Baselines

eimned)

v Upgrade Baselines

[ 65 Upgrade

Baseline Groups

:J Jew Host F

» {_ Al Updates

OK

Cance
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15. Click Remediate to launch the Remediate wizard.

Getting Started  Summary  Monitor Configure  Permissions Hosts VMs  Datastores  Networks I Updmﬂag\mrl

Overall compliance status: @ Non-Compliant

[ Detach Baseline.. "~ "E
Haselne
w Independent baselines
[ Critical Host Patches (Predefined)
- j“ﬁ Al Updates
[ Critical Host Patches (Predefined)
[T Non-Critical Host Patches (Predefined)
[T 6.5 Upgrade

| Atach Baseline. H Scan for Updates H Stage Patches JW' Go to Admin View

uaoey (0}

Start the Remediate wizard to refine patches
or upgrades to apply to the selected inventory
objects.

Type

Host Patch
Host

SuLEn (0)

Host Patch
Host Paich
Host Upgrade

ecoce

16. In the Remediate wizard, select the baseline group from step 12 and click Next.

@ Regi -COMPO2 - an |
e
Select baselines 1o remediate
2 Selecttrget objects
LA Baseline Groups and Types Baselines
4 Patches and exmnsions
Name Q ¥ -
& Adncid optons Baseline Groups [ Bazeline Name
& Hostremediation opions (&) All Updates @ ¥ [@ Critical Host Paiches (Predefined) &
7 Readyto complem Individual Baselines by Type < [ Non-Critical Host Patches (Predefined) ]
() Upgrade Basetines ¥ [§ 65 Upgrade [}
(_) Paich Baselines
L 3items {5Copy~

Next Finigh Cancel
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EXERCISE 5.2 (continued)

17. Select the hosts to upgrade and click Next.

41 RegionAD1-COMPOZ - Remediate 71
' 1 Selectbaselines Selecttarget objects
Select the targ 5 of your remedsaton
2 Selecttarget objects
3 EULA =
Q -
4 Paiches and exensions 1 F
5 Advanced opticns (T £ 0 Update 1 Ti18/201
& Hostremediation options
7 Cluster remediation options
“ 1items [4Copy~=
Hext Cance
18. Accept the EULA and click Next.
4 RegionA01-COMPOZ - Remediate EAE

~ 1 Selectbaselines EULA

the remediaton réad and acce user license 3

+ 2 Selecttrgetobjects

4 Patches and extensions VHWWARE END USER L

nse Agreement

§ Adwanced options
& Hostremediaton options

T Cluswerremediation cpions

5 directly or
such party. v

Back Next
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19. Verify the updates to apply and click Next.

L RegionA01.COMPOZ - diate - (21 p
+ 1 Selectbasalines Patches and extensions
Select the specific patches and extensions that you want io apply
+ 2 Selectargetobjects
~ 3 EULA . .
@ Your remediation includes a dynamic baseline The exact list of applicable patches might change before remediation oocurs
Even if the list does change, any paich that you exclude now will not be applied
5 Adwanced options Al | (30) Selected Objects
& Hostremediation options 3
-
7/ Chater mmadiaton opons [ Paich Nama PHoats  Produd Rissate Date 1.
8 Readyto complete ¥ Updates esx-base © 1 embeddedEsx550 17372016 7.00.00 PM i
¥ VMware ESXi 5.5 Patch Release @ 1 embeddedEsx 550 82772018 8:0000 PM 3H
 Updates esx-hasa e embeddedEsx 550 22002018 T:00:00 PM F
¥ Updates esx-base VI8 (811 embeddedEsx 550 62772018 6.00:00 PM F
¥ Updates esx-base [ embeddedEsx 550 B/A2016 8:00:00 PM F
¥ Updates cpu-microcode VIB {411  embeddedEsx 550 BI27/2018 8.00.00 PM P
™ Updates tools-bght © 1 embeddedEsx550 872016 8.00.00 PM ¢
¥ Updates esx-base [ 3 embeddedEsx 550 8/3/2016 8:00:00 PM P
W Updates sata-ahci [#]1 embeddedEsx5.50 B/A2016 8:00.00 PM i
#  Updates tools-bght © 1 embeddedEsx 5650 B/A2016 8.00.00 PM F
o Lindates ghei misc-drivers. shes L embeddedFsy 65 0 AN 1A 80000 M b
. i »
] 30 items .-_"]CﬁW'
Back Next h Cancel
20. Click Next on the Advanced Options screen.
S BeglopAstooMEn2 B»
V1 Selectbaselines ParREd EpRanE
Configure schedule and adwanced remediation optons
+ 2 Selectrgetobjects
3 EULA ] Schedule this action to run later
" 4 Patwches and exensions Task name
SRS
B Hostremediaton options
7 Cluswrremediation opions
Remediation ime 182018 | | 213F -
B Readyto compiete
| lgnore about d devices and na longes supported VMFS datastores, and i

continue with the remediation
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EXERCISE 5.2 (continued)

21. On the Host Remediation Options screen, accept the defaults by clicking Next.

£ RegionAl1-COMPO2 - Remediate

1 Selectbaselines Hostremediation options

ance mode oplions of the remediation task
2 Selecttrgetobjects

4 Patches and extensions

o
o
» 3 EULA
v
o

§ Advanced options

s must be shul

& Hostremediation opfons dow it

appliz 1 menu below

7 Cluster emediation options

Da Not Change WM Power Staie *

ble any re

le media dewces C

try entering mainienance mode in case of failure

minules >

alv lan

ESXi Patch Setings

e
| Enable

remediation of [

X
PXE boo

and

L]

22. On the Cluster Remediation Options screen, click Next to accept the default settings.

4 RegionA01-COMPOZ - Remediate

1 Selectbaselines Cluster remediation options

r options of the remediation task

2 Selecttargetobjects

4 Patches and extensions

b d
v
b d
v
' § Adwanced options
e

& Hostremediaton opfons

7 Cluseer remediation options

8 Readyto complet

nce (FT) if it is enabled This

cluster, so that the hosts

] Sawe as

Hext
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23. Verify the settings and click Finish to apply the upgrade and updates.

£ RegionAl1-COMPQ2 - Remediate AN

+ 1 Selectbaselines Ready o complete

brigs

Reéwew y Bl
+ 2 Selecttrgetobjects

3 EULA A ir

4 Patches and extensions

L

v

+ & Adwanced options A report of the cumrent configuration and changes during remediation Pre-check Remediation
« & Hostremediation options

b

T Cluster emediation options

» Patch baselines

Target Objects

» Hosts

Patches and Extensions

¢ Patches

Advanced options

ation time mmediately

Maintenance mode options

Summary

This chapter has covered upgrading a vSphere environment to version 6.5. Keeping your
environment current is crucial to maintaining the best security, performance, features,
and support. When migrating to 6.5, it is important to update the components in the
correct order to maintain compatibility with all of the components in the environment.
The upgrade order is SSO or PSC (depending on the current environment version), vCenter,
hosts, and then virtual machines.

If you are currently using a Windows-based vCenter server, you have the option during
the 6.5 upgrade to migrate to a vCenter Server Appliance (VCSA). This has a variety of
benefits, including reducing the number of Windows licenses that are needed. The VCSA
also includes vSphere Update Manager (VUM), which prior to 6.5 also required a Win-
dows license.

After the upgrade, you can keep your hosts, VMs, and appliances up-to-date by using
VUM, which allows scheduling of updates as well as choosing options such as concurrent
host updates and automatic snapshot creation and removal.
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Exam Essentials

Know how the upgrade changes the topology. At the end of an upgrade, you will have
either an external Platform Services Controller and vCenter server or a vCenter server with
embedded PSC. While the topology can extend from there (multiple PSC and/or vCenters
with or without load balancers), you can’t have a distributed installation like 5.5 offered
and any unsupported topology must be changed before the upgrade starts.

Understand how many Windows servers would be required.  Since your topology can’t
be distributed and VUM is deployed automatically on VCSA, using Auto Deploy, Inventory
Service, PSC, vCenter, and VUM could use either zero, one, two or three Windows servers.
Also know that VUM can’t be installed on a Windows server to support VCSA, but you
could deploy UMDS on a separate Windows server.

Know the upgrade order. Know that you must update an external SSO/PSC before vCen-
ter, update vCenter before hosts, and update hosts before VM Hardware. You need to
maintain compatibility with all objects in the environment.

Know the UMDS options. Know the main parameters for the vmware-umds.exe
executable including -S, -D, -E, ——enable-host, and -—enable-va, and know that the
UMDS can be installed on Windows- or Linux-based platforms in order to download the
patches for VUM.

Understand the host and VM/VA remediate options for VUM. Know how to con-
figure VUM to automatically take and remove virtual machine snapshots and update
concurrent hosts.
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Review Questions

1. What database migration can be performed during an upgrade?
A. Full MS SQL to PostgreSQL
B. MS SQL Express to PostgreSQL
C. Oracle 10 to Oracle 11
D. MS SQL Express to full MS SQL

2. If VCSA is deployed, what function can be installed on a Windows server?
A. Platform Services Controller
B. Update Manager Download Service
C. vCenter Update Manager
D. Auto Deploy
3. If vCenter is installed on a Windows server, what other components can be installed on a
separate Windows server to support it? (Choose two.)
A. vSphere web client
B. Auto Deploy
C. vCenter Update Manager
D. Update Manager Download Service

4. What vSphere objects can VUM be used to upgrade? (Choose two.)
A. VMware virtual appliances
B. Virtual distributed switches
C. ESXi hosts

D. vCenter Server

5. What virtual machine components can VUM be used to upgrade? (Choose two.)
A. Guest OS
B. Virtual hardware
C. Guest applications
D. VMware Tools
6. When you’re upgrading from VCSA 6.0 to VCSA 6.5, what functions can be performed on
a Windows server? (Choose two.)
A. vCenterServer\export
B. vmware-umds
C. vcsa-deploy
D

migration-assistant
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When migrating from Windows-deployed vCenter 6.0 to VCSA 6.5, what function must be
performed on a Windows server?

A. vCenterServer\export

B. vmware-umds

C. vcsa-deploy

D. migration-assistant

After migrating from Windows-deployed vCenter 6.0 to VCSA 6.5, what can be used to
clean up the move?

A. C:\ProgramData\VMware\vCenterServer\export

B. vmware-umds

C. vcsa-deploy

D. migration-assistant

What is not a primary function of the vcsa-deploy utility?

A. Migrate
B. Upgrade
C. Install
D. Export

What database will be migrated to PostgreSQL during a vCenter for Windows upgrade?
A. SQL Express

B. MS SQL Full

C. Oracle 11e

D. JSON

What databases can be used by vCenter 6.5 on Windows? (Choose three.)
A. SQL Express

B. MS SQL Full

C. Oracle 11e

D. JSON

E. IBM DB2

What is the proper upgrade order for vSphere 6.5?
A. PSC, hosts, VMs, vCenter
B. Hosts, PSC, vCenter, VMs
C. vCenter, PSC, hosts, VMs
D. PSC, vCenter, hosts, VMs
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13. After several hosts were upgraded to vSphere 6.5, they are no longer available to manage in
the vSphere client. What steps could be taken to resolve this? (Choose two.)

A. Revert the hosts to their previous version.
B. Upgrade the VDS to version 6.5.
C. Upgrade vCenter to version 6.35.
D. Upgrade the Web Client to version 6.5.
14. What steps should be taken after a migration of a fully distributed vSphere 5.5 environment
to VCSA 6.5? (Choose two.)
A. Change DHCP to point to the new VCSA 6.5 server.
B. Shut down the Auto Deploy v5.35 service.
C. Copy the historic vCenter events to the new 6.5 vCenter.
D. Upgrade the VMware Update Manager to 6.5.
15. What data is included in a migration of a fully distributed vSphere 5.5 environment to
vCSA 6.5? (Choose two.)
A. Inventory Service data
B. vSphere Syslog Collector
C. vSphere Update Manager
D. vSphere ESXi Dump Collector
16. After a migration of a fully distributed vSphere 5.5 environment to VCSA 6.5, what
changes should be made manually?
A. Update vCenter to point to the new PSC.
B. Repoint ESXi Dump Log settings to the new VCSA.
C. Update hosts to point to the new Auto Deploy server.
D. Update the Auto Deploy service for the new DHCP settings.
17. Which topologies are supported for end-state of the migration of a fully distributed vSphere
5.5 environment to VCSA 6.5? (Choose two.)
A. One Windows-based vCenter server, embedded PSC
B. Two Windows-based vCenter servers, embedded PSC
C. Two VCSA, embedded PSC
D. Two VCSA, external PSC

18. By default, how many hosts will VUM update at a time?
A. One
B. Two

C. Depends on the Admission Control settings

D. Two VCSA, one external PSC, one embedded PSC
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19. Which inventory objects can VUM baselines be attached to? (Choose two.)

A.
B. Datastores

C. Virtual machine view folders

D.

vSphere Distributed Switch

vCenter

20. Which inventory objects can VUM host and VM/VA baselines be attached to?

21.

(Choose two.)
A.
B.
C.
D.

What feature can be enabled during remediate to allow for easy rollback of changes?

A.

B.
C.
D

Clusters

Datacenters

Virtual machine view folders

vCenter

Export
Snapshot
VDP
JSON
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This chapter focuses on how resources are allocated to virtual
i machines in a vSphere 6.7 datacenter. One of the greatest ben-
BT efits of vSphere virtualization is the ability to efficiently utilize
all of the physical resources in a datacenter. In fact, it is common to overcommit resources

based on the assumption that in most cases the average virtual machine workload demands
will fall within the available capacity of the datacenter. However, when peak conditions
require that demand exceed available capacity, a number of controls exist to both manu-
ally and dynamically allocate resources to virtual machines in a manner that ensures that
critical workloads are receiving the resources they require. This chapter focuses on how to
administer those controls and effectively manage available resources.

When an ESXi host is added to a vSphere datacenter the resources of that host become
available to virtual machines. When the datacenter consists of multiple hosts, these hosts
are often grouped into vSphere clusters for both availability and load balancing purposes.
The first half of this chapter will cover the creation and administration of resource pools,
which can be used to distribute the aggregated CPU and memory resources of a group of
ESXi hosts that have been configured as a vSphere cluster. I will cover the hierarchy that
can be established with resource pools, including parent, sibling, and child pools and how
their interaction with each other affects resource availability to virtual machines in the
cluster. In vSphere 6.5, Custom Attributes were brought back, so we will look at how you
can apply Custom Attributes to a resource pool. Since the whole purpose of setting up a
resource pool hierarchy is to allocate cluster resources to virtual machines and vApps, we
will look at how to create and remove resource pools and populate the pools with appro-
priate workloads. Finally, we will look at how to control CPU and memory distribution
within a resource pool by utilizing shares, reservations, and limits.

Although one of the key concepts of a vSphere cluster is the aggregation of resources
across all ESXi hosts in the cluster, a virtual machine is still only able to run on one
of those hosts at any given time. To achieve the optimum balance of virtual machine
performance and efficient resource utilization, vSphere Distributed Resource Scheduler,
or DRS, is used. DRS was traditionally developed to handle CPU and memory resources
only, much in the way that resource pools do. However, DRS functionality was applied to
storage resources beginning with vSphere 5.0. It is important to note that DRS, as it relates
to storage resources, is not configured or administered in a vSphere cluster. Rather, a spe-
cial storage-based cluster called a datastore cluster is created that uses the storage resources
of existing ESXi hosts or even vSphere clusters.

In the second half of this chapter we will focus on the creation of these clusters,
beginning with how groups of hosts or virtual machines are managed within a given DRS-
enabled vSphere cluster. We will then look at how to manage multi-app virtual machines
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and/or business-critical virtual machines using affinity and anti-affinity rules. A critical
concept of DRS is how it operates depending on the level of automation configured, so we
will spend some time looking at examples of this functionality. Finally, we will observe
how DRS affinity and anti-affinity rules work with ESXi hosts as virtual machines are
powered on in the cluster.

Administering and Managing vSphere
6.x Resources

A vSphere 6.x deployment begins with the installation and configuration of ESXi on a
physical server. ESXi employs the VMkernel to virtualize the physical resources on that
server. In a vSphere environment, there are four core resources: CPU, memory, network,
and storage. These resources start out as physical, are virtualized by the VMkernel, and are
then made available to virtual machines running on the host. As more and more hosts are
brought online, a large amount of decentralized resources begins to accumulate, requiring
mechanisms that can provide an efficient way to centrally manage and distribute those
resources.

One of the fundamental components of this resource management methodology is the
vSphere cluster. A vSphere cluster is a construct that aggregates a number of ESXi hosts
so that their underlying resources can likewise be aggregated and distributed as needed to
virtual machines and vApps running on the hosts within that cluster.

Figure 6.1 shows a vSphere cluster with two ESXi hosts viewed from a vSphere 6.7 Web
Client using HTMLS5.

FIGURE 6.1 A vSphere 6.7 hierarchy containing a vSphere cluster, two ESXi hosts, and
three virtual machines

Cluster ——> 4 [T Northwest Regional
ESXi Host —> [] esx-01a.corp.loc

Virtual —— " himis apo
Machine 13 linecmicro-Ota

To see what resources are available within the cluster, we could take a look at the Sum-
mary page for the cluster, as shown in Figure 6.2.
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FIGURE 6.2 The Summary page for a vSphere 6.7 cluster showing Free, Used, and
Capacity Resources

5| Q2 E [l Northwest Regiona
a B Ts cen a Summany
I]} A T
- B ey 1 % Resource
‘o R | l l 3 i Summary for
b —— the Northwest
3 Regional
3 T ¥ Cluster
= el yy—y y ©

As you can see, the resources for the two ESXi hosts have been aggregated into a single
block of resources that can now be monitored for utilization. However, there are many
resource management use cases that cannot be met without further refinement Addition-
ally, if multiple departments have contributed budget resources to this cluster, there is no
way to ensure that any given department is guaranteed the resources they paid for. These
are just a couple of cases that can be met through the use of resource pools.

@ Real World Scenario
Resource Pools Solve an Organization’s Workload Issues

An organization has recently run into an issue where several business-critical work-

loads have reported severely degraded performance. These workloads are vital to the
company, and performance degradation can be directly tied to lost revenue. Upon
inspection, it is determined that the affected workloads are memory intensive. There are
other noncritical memory-intensive workloads that have continued to perform well during
this period.

The organization decides to implement resource pools in order to resolve the problem.
They create a resource pool for critical workloads and one for noncritical workloads. They
utilize shares in the resource pools, setting the share value to high for the critical pool and
low for the noncritical pool.

After two weeks, workload administrators report that no further performance degrada-
tion issues have been reported.
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Configuring Multilevel Resource Pools

The vSphere Resource Management Guide defines a resource pool as “a logical abstraction
for the flexible management of resources.” The part regarding logical abstraction is another
way of saying that a resource pool can be used to represent an amount of CPU and memory
resources that could come from any number of ESXi hosts in a vSphere cluster, with
varying amounts of resources pulled from those hosts at any time. The part regarding flex-
ibility is an indication that a resource pool can be easily adjusted to provide more (or less)
CPU and/or memory resources, as well as adjusting the priority access to those resources.
When resource pools are created as child pools of existing pools, an administrator can
create a guaranteed, repeatable way to allocate resources and priority access to resources
across a vSphere cluster.

For example, an organization has two departments, Sales and R&D. Both departments
have contributed budgetary resources for I'T infrastructure. The vSphere cluster has a total
available capacity of 10 GHz CPU and 8 GB memory. In real-life environments, this would
be a ridiculously small amount of resources, but throughout this book I have used an envi-
ronment and screen shots identical to what you would see if you go through VMware’s
Hands-on Labs. The small size also works to our advantage when describing how multi-
level resource pools function.

Figure 6.3 displays a resource pool configuration that would meet the needs of the
organization. Starting from the top down, we have the actual vSphere cluster. The cluster
contains two ESXi hosts, and the resources shown are aggregated. The vSphere cluster
and its available resources are referred to as the root resource pool. From this pool, we are
able to create child resource pools for each department. These pools are considered child
pools because they get resources from the pool immediately above them (in this case the
root pool). However, these pools are also considered sibling pools in relation to each other.
Sibling pools are at the same level in a resource pool hierarchy and are completely isolated
from one another.

When we create these pools, we would allocate the resources each department has bud-
geted. Workloads that run within these pools are only able to use the resources provided by
the pools, unless the Expandable Reservation option has been selected (more on this later).

Let’s focus a little more on the workloads themselves. In Figure 6.3, each virtual
machine in the Sales resource pool is configured with 2 GHz of CPU and 1 GB RAM.
However, just because a virtual machine is configured to use resources does not mean that
the virtual machine is guaranteed those resources. In order for a virtual machine to have
guaranteed access to CPU and memory resources, they must be reserved. To do this, an
administrator would go to the configuration settings for the virtual machine and estab-
lish reservations for CPU and memory resources. In fact, administrators have the option
of setting reservations, limits, and shares for both CPU and memory resources on virtual
machines, vApps, and resource pools. Before moving further, let’s take some time to ensure
a good understanding of these three settings.
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FIGURE 6.3 A representation of a vSphere cluster with child resource pools and virtual
machines
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Reservations, Limits, and Shares

A reservation is a guaranteed amount of resources. These resources are allocated to the
virtual machine when it is powered on, and the resources cannot be claimed for any other
workload, even if the virtual machine is idle. By default, a virtual machine does not have
a reservation. So, using Figure 6.3 as an example, let’s say that none of the Development
virtual machines have a reservation configured. If all three were powered on and running
applications, they would likely have to compete for resources since the aggregated amount
of resources for the three virtual machines exceeds the amount of resources available

in the pool.

I use the term likely because in order for contention to occur, all three virtual machines
would need to be active to the point where they exceed the resources in the pool. If one was
idle, or if they were all running but using few resources, there would be no contention and
no potential performance issues.

In fact, it is this functionality that allows an administrator to fully utilize all of the
available resources of a vSphere cluster by overcommitting resources and assuming that not
all virtual machines will operate at peak utilization at the same time. Of course, if there
is high activity and virtual machine requirements exceed available resources, contention
occurs and performance may be impacted. This may be OK for some virtual machines (like
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our Development virtual machines), but it would not be OK for more mission-critical pro-
duction virtual machines.

To achieve an optimal balance between utilization and performance, it would be
necessary to put some controls in place to ensure that the environment performs as
expected. We have been looking at reservations, which are one type of control. We could
use a full reservation for extremely mission-critical virtual machines, which would ensure
that those virtual machines have complete access to resources at any time. For less critical
virtual machines, it might make sense to determine average utilization and set a reservation
that ensures that the average usage can be met without contention. That way, the virtual
machines have the resources they need under most conditions.

To set a reservation, edit the settings of the virtual machine as shown in Figure 6.4.

FIGURE 6.4 The Edit Settings page for a virtual machine showing the configuration of
CPU and memory resources

Edit Settings | wio-base-0ts

cPu * 1
Cores per Socket
CPU Hot Plug Enable CPU Hot Add
Reservation P - H.
Limit [ nited =l
Shares Higt -

CPUID Mask Expose the NX/XD §
Memory * 1 GB

Reservation 1 - | GH

Limit .| B
Shares Higt -
Memory Hot Plug Enable

Hard disk 1 24 GB
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Another control that can be used with resource allocation is the limit. A limit estab-
lishes an upper boundary for the amount of CPU and/or memory resources a virtual
machine is granted. By default, there is no defined limit, so a virtual machine is limited to
the amount of resources allocated to it during initial configuration. For example, our Sales
virtual machines were configured with a single CPU and 1 GB of memory. Therefore, the
intrinsic limit for these virtual machines is the speed of the CPU in the ESXi host and 1 GB
for memory.

The other control we want to address is shares. A share value determines priority access
to resources during times of contention, or when virtual machines are forced to share
resources. This distinction is important, because unless there is contention for resources,
the share values assigned to virtual machines are not taken into consideration. There are
three selectable share levels: High, Normal, and Low. These levels operate at a 4:2:1 ratio,
so a single high share would provide four times more resources than a single low share.
Figure 6.5 shows the default share values for virtual machine CPU and memory resources.

FIGURE 6.5 The number of shares assigned to a virtual machine depending on the
share setting

Virtual Machine Share Allocation (by default)

m CPU Share Values Memory Share Values

High 2000 Shares per vCPU 20 Shares per MB
Normal 1000 Shares per wCPU 10 Shares per MB
Low 500 Shares per vCPU 5 Shares per MB

To provide an example, let’s say we had three virtual machines in a single resource pool,
as shown in Figure 6.6.

FIGURE 6.6 Three virtual machines, each with one vCPU and the default share
setting of Normal

1000 1000 1000

Under normal operating conditions where no contention exists, each virtual machine
would receive 100 percent of the resources it requires and share settings would not be a
factor. However, when contention does exist, the share settings in this case would provide
approximately 33 1/3 percent of available resources to each virtual machine. Let’s further
consider that one of the virtual machines is running a mission-critical application and
should have higher-priority access to resources. Using the share setting of High, we change
the configuration of the middle virtual machine, as seen in Figure 6.7.
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FIGURE 6.7 Three virtual machines, the second of which has been elevated to a High

share setting

1000 2000 1000

Now, should contention occur, the mission-critical virtual machine would receive 50
percent of the available resources, and each of the other machines would receive 25 per-
cent. Shares are dynamic by nature, so as additional virtual machines are powered on, the
amount of resources would scale appropriately. An example of this is shown in Figure 6.8,
where a fourth virtual machine with a Low share setting has been powered on.

FIGURE 6.8 Four virtual machines, the fourth of which has a Low share setting

g g

1000 2000 1000 500

In this final example, should contention occur, the mission-critical virtual machine
would receive approximately 44 percent of the available resources, each of the Normal
virtual machines would receive 22 percent, and the new virtual machine would receive
11 percent. These amounts would continue to adjust as other machines were powered
on or off.

Taking these concepts into consideration, let’s establish that each virtual machine in
Figure 6.9 has been configured with reservations in the amounts shown.

If an I'T administrator were to power on all three virtual machines in the Sales resource
pool, they would power on successfully since the requirements of each virtual machine can
be satisfied by the resources from the pool. However, if an IT administrator were to power
on all three virtual machines in the Development pool, the third virtual machine would fail
to power on. This would occur even though the aggregated resource requirements of the
virtual machines are 3 GHz of CPU and 3 GB of RAM, and the resource pool is configured
with the same amount of resources. The reason for this is that when a deployment like this
is designed, an architect must take into account the memory overhead required for each
virtual machine. Those requirements are shown in Figure 6.10.
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FIGURE 6.9 A multilevel resource pool deployment with two pools and six
virtual machines
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FIGURE 6.10 The memory overhead for a virtual machine based on various vCPU and
memory configurations

Virtual Machine Memory Overhead

256 MB 20.29 MB 24.28 MB 32.23 MB 48.16 MB
1024 MB 25.90 MB 29.91 MB 37.86 MB 53.82 MB
4096 MB 48.64 MB 52.72 MB 60.67 M8 76.78 MB

16384 MB 139.62 M8 143.98 MB 151.93 MB 168.60 MB

To resolve this issue, the resources for the pool could be increased, or the Expandable Reser-
vation option could be enabled. If this option is selected and additional resources are required,
they can be allocated from a higher-level resource pool if available (in this case the root pool).
Since the pool only needs about 78 MB (three 1vCPU, 1 GB VMs with approximately 26 MB
of overhead each as seen in Figure 6.10), the requirement could be fulfilled in this way and the
third virtual machine could be powered on using resources from the root pool.
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The problem with using the Expandable Reservation option is that it negates the
purpose of the resource pool configuration. It allows a pool to allocate resources from an
upper-level pool. Figure 6.11 shows a similar configuration as Figure 6.9 but with an addi-
tional virtual machine added to the Sales pool and with increased CPU reservations on the
Development virtual machines. Both resource pools have also been configured to utilize the
Expandable Reservation property.

FIGURE 6.11 A virtual machine has been added to the Sales pool, and Expandable
Reservations is enabled.
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Now, an IT administrator powers on the four virtual machines in the Sales pool.
Because there are insufficient resources to meet the virtual machines’ requirements and the
Expandable Reservation option has been enabled, the Sales pool can look to its parent pool
to see if resources are available. In this case, 9 GHz of CPU resources and 7 GB of RAM
have been reserved by the two pools, leaving 3 GB of CPU and 3 GB of RAM available.
Since the resources are available, they are allocated from the root pool. If an administrator
then attempts to power on virtual machines in the Development pool, the first virtual
machine would power on. The second virtual machine requires additional CPU resources,
but since the Expandable Reservation option is enabled, it can obtain the resources from
its parent pool. Since the root pool has 1 GHz of CPU still available, it is allocated to the
Development pool and the virtual machine is powered on. However, it is not possible to
power on the final virtual machine. Even though enough memory could be allocated, there
are no CPU resources available. Every time an administrator attempts to power on a virtual
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machine in a resource pool, or create a child pool from a resource pool, this same process is
repeated. This process is known as resource pool admission control.

Consider the multilevel resource pool shown in Figure 6.12. An additional set of pools
has been configured from the Sales parent pool to allow for virtual machines related to
the organization’s web storefront to have resources isolated from the rest of the Sales
group’s machines.

FIGURE 6.12 A multilevel resource pool deployment showing parent, child, and
sibling relationships

Root Pool
(Cluster)

Child to
Parent

Child to
Parent
@ Siblings

Child to Child to
Parent Parenl

Siblings
«—>

As shown in the figure, if a virtual machine in the RP-SBM pool were powered on and
resources were not available in the pool, the resources could be allocated from a parent.
So, the RP-SBM pool could get resources from the RP-Sales pool, which in turn could get
resources from the root pool. Pools cannot attempt to obtain resources from sibling pools.
If insufficient resources were available, the power operation would fail.

Now that we’ve had an opportunity to explore critical exam concepts around creating a
multilevel hierarchical structure; dealing with shares, limits, and reservations; and looking
at the impact of the Expandable Reservation property, let’s turn to some of the common
administrative tasks that should be mastered.
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Resource Pool Administration Exercises

Now that you have learned about resource pools and resource allocation mechanisms, let’s
apply that knowledge in some hands-on exercises. For most of these exercises, you can use
either C# or HTMLS clients. If you do not have a test environment, I would recommend
using the one of the Hands-on Labs available from VMware, which can be used for free.
If you are using your own environment, I would recommend at least two ESXi hosts added
to a vSphere cluster with a couple of virtual machines.

In the first exercise, you are creating a resource pool hierarchy for a hospital. We are
assuming a cluster has already been created, labeled Northwest Regional.

Create a resource pool
1. Connectto a vCenter Server using the vSphere Web Client.

2. Right-click the Northwest Regional vSphere cluster and click New Resource Pool.

B 2 E - 3 vesa-01a.corp.local
4 [ vesa-Ola.corploca Summary Monit nfigul
4 [ Regicna
A _'Tl T i 'A__
= [ H
Ll
g 2l B A
I";\i' i B R tual Machin
L lir
o N i
Ly 1
» lgs S »
Edit C il ibilit
| m Attribute >
XK Delete

3. Name the resource pool Sales. Define a 4 GHz CPU reservation for the pool. You can
choose GHz from the drop-down as shown when using larger resource quantities.
Make sure to uncheck the Expandable box in the Reservation Type section.
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EXERCISE 6.1 (continued)

Northwest Regional - New Resource Po...

Limit Jndirnit - MHz

Memory

4. Define a4 GB memory reservation in the same manner, again unchecking the
Expandable box:

Northwest Regional - New Resource Po...

imi - H
Memory
Sha -
Reservation b B
R rvation Type E le
Lim - B

5. Click OK to complete the Sales resource pool configuration. Your resulting
configuration should look like this.
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Summary Monitor Resource Pools

Sales CPU

Next, you will add a virtual machine to the Sales resource pool you just created.

Add a virtual machine to a resource pool
1. Connectto a vCenter Server using the vSphere Web Client.

2. Click the Sales resource pool you just created, then click the VMs tab just under the
Actions drop-down. Currently, no VMs are attached to the pool.

] ==
| ! Su-k:‘:;
I F VMs
est R | Virtual Machines
[ ocal
= 02a.corpl
N Sta 5

3. There are multiple methods for moving a VM into a resource pool. One method is to
drag the VM into the pool. In this exercise, right-click the VM, in this case the html5-
app VM, and click Migrate.
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EXERCISE 6.2 (continued)
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4. Click the Resource Pools filter, then choose the Sales resource pool. The Compati-
bility window should indicate “Compatibility checks succeeded.”

htmli5-app - Migrate

1 Select a compute resource Select a compute resource

Select a cluster, host, wApp or résourte pool to run the virtual machines

CANCEL NEXT
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Click Next. You will be prompted to select a vMotion priority. Since this is the Sales
resource pool, leave the option set to high priority.

htmi5-app - Migrate

v 1Select a compute resource Select vMotion priority

Protect the performance of your running virtual machines by prioritizing the allocation of CPU

2 Select vMotion priority [eRaUrees

® Schedule vMotion with high priority (recommended)
vMotion receives higher CPU scheduling preference relative to normal priority migrations.

vMotion might complete more quickly.

Schedule regular vMotion
vMotion receives lower CPU scheduling preference relative to high priority migrations.

You can extend vMotion duration.

CANCEL ‘ BACK ‘ l!l!!. FINISH

6.

Click Next. A summary of your choices appears. Click Finish.

htmi5-app - Migrate

+ 1Select a compute resource Ready to complete
Verify that the information s correct and click Finish to start the migration
v 2 Select vMotion priority

3 Ready to complete

Migration Type Change compute resource. Leave VM on the original storage
Virtual Machine htmiS-app

Cluster Northwest Reglonal

Resource Pool Sales

vMaotion Priarity Higt
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EXERCISE 6.2 (continued)

7. The VMs tab just under the Actions drop-down will now show the html5-app VM. It
takes a minute or so before the resource pool information is updated.

i 2 = 7 ) Sales

a7 v Olacorploca Summ. Monitor Resource Pool VMs

Using Tags and Custom Attributes

Before the next exercise, let’s take a moment to review the concept of tags and custom
attributes. A tag is a label that can be applied to many vSphere inventory objects, including
a resource pool. These tags can be used to add specific metadata to an object, which could
then be used to identify one or more objects that have the same tag. However, before tags
debuted in vSphere 5.1, they were actually known as custom attributes. Now, as of vSphere
6.5, custom attributes are back and you are free to use both tags and custom attributes to
add information to your inventory objects. The key difference between the two is that when
you define a custom attribute, you can then assign a specific value for that attribute to every
object. With tags, you can, for example, create a category and apply that category to one or
more objects, but you cannot assign the category with a unique value to those objects.

Now that we have reviewed what a custom attribute is and what it is used for, let’s
assign one to our resource pool.

Configure a custom attribute for a resource pool

1. Connectto a vCenter Server using the vSphere Web Client. For this exercise, it is
necessary to use the Flash Client in order to see the Custom Attributes window
(although you can still set a custom attribute in either client).

2. Right-click the Sales resource pool and scroll to the Tags & Custom Attributes option.
When the option expands, click Edit Custom Attributes.
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We will add a custom attribute that indicates who the administrator of each resource
pool is. For the Sales resource pool, that individual is Jacob Barnes. Type RP_Admin-
istrator into the Attribute box and Jacob Barnes into the Value box.

Atrbute Value Type
) Ditems Copy-~
Aftribute: Valug' Type: 7]
|RP_At!minis'n'aInr I..Iacnh Bames| [| Resource Pool | = | | Add

| ok | ] Cancel |
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EXERCISE 6.3 (continued)

4,

5.

Chapter 6 = Allocating Resources in a vSphere Datacenter

Click Add. Notice how the attribute and value now show in the box.

Q
RP_Admin Jacob Bames Resource Foo
H 1 items
Affribute Value Type o
[ ! Resource ool v
L
OK

1Copy =

Cance!

Click OK. The Summary page of the Sales resource pool now shows the new custom

attribute in the relevant panel.

= Related Objects

» CPU

= Tags RP_Administrat Jacob Bar




Resource Pool Administration Exercises 3N

In the next exercise, you will remove a virtual machine from a resource pool. This might
occur if you are moving a VM to another pool, or if you are doing development work on
the VM and don’t want resources in the pool impacted by the work you are doing.

Remove a virtual machine from a resource pool
1. Connectto a vCenter Server using the vSphere Web Client.

2. Click the Sales resource pool you just created, then click the VMs tab. You should see
the html5-app in the pool.

g Q } Sales v
a g Resource Pools VMs Permissions
' ]
2 I
Narm Stat >

3. Right-click the htmI5-app VM and select Migrate.
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Virtual Machines
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EXERCISE 6.4 (continued)

4,

To remove this VM from the pool, we need to place it into another pool, or into the
root pool, which in this case is the Northwest Regional cluster. Select the Clusters
filter and then select the Northwest Regional cluster. Confirm that the Compatibility
window indicates “Compatibility checks succeeded.”

htmi5-app - Migrate

1 Select a compute resource Select a compute resource

a cluster. host, vApp or resource pool to run the virtual machines.

CANCEL m
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5. Click Next. You will be prompted to select a vMotion priority. Since this is the Sales
resource pool, leave the option set to high priority.

htmi5-app - Migrate

+ 1 Select a compute resource

MY 2 Select vMotion priority

3 Ready to complete

Select vMotion priority

Protect the performance of your running virtual machines by prioritizing the allocation of CPU

resources.

& Schedule vMetion with high priority (recommended)

vMotion receives higher CPU scheduling preference relative to normal priority migrations.

vMotion might complete more quickly,

Schedule regular vMotion

vMotion receives lower CPU scheduling preference relative to high priority migrations.

You can extend vMotion duration.

e | N

CANCEL

6. Click Next. A summary of your choices appears. Click Finish.

html5-app - Migrate

+ 15elect a compute resource

v 2 Select vMotion priority

3 Ready lo complete

Ready to complete

Verify that the information is corect and click Finish to start the migration,

Migration Typa

Virtual Machine

Cluster

vMotion Priority

Change compute resource. Leave VM oni the original storage
htmiS-app
Northwest Reglonal
High
CANCEL l BACK ‘ MEXT FINISH
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EXERCISE 6.4 (continued)

7. The VMs tab will now be empty and the htmI5-app VM will show in the inventory

under the Northwest Regional cluster. It takes a minute or so before the resource
pool information is updated.
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In the next exercise, you will remove the resource pool you have created. You may need
to remove a resource pool if you intend to change your resource allocation structure.

Remove a resource pool
1. Connectto a vCenter Server using the vSphere Web Client.

2. Right-click the Sales resource pool you just created, then click Delete.
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3. Confirm your selection by clicking Yes.

Deiete Resource Pool

4. Alook atthe inventory should indicate that the Sales resource pool has been suc-
cessfully removed.

Configuring vSphere DRS and Storage
DRS Clusters

With resource pools, we first gather resources from a number of ESXi hosts into a cluster,
then allocate resources from that cluster to pools of virtual machines. However, this is only
one method of resource management, and it does not cover all of the concerns an organi-
zation would have regarding the allocation of resources. For example, how do we prevent
one of the hosts in the cluster from becoming resource constrained even though there are
other hosts with available resources? Or how do we prevent a datastore from becoming I/O
bound? These are just two of the concerns addressed by the use of the Distributed Resource
Scheduler, or DRS. DRS comes in two flavors. The first is simply DRS, which governs CPU
and memory resources. The second is Storage DRS, which governs storage I/0. Both of
these are detailed in the following sections.
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Distributed Resource Scheduler

Distributed Resource Scheduler, or DRS, is a technology designed to balance the distri-
bution of resources in a cluster with the virtual machines running on the cluster. When
DRS is enabled on a cluster, it becomes aware of the resources available across the cluster.
DRS can then work to ensure that virtual machines are distributed across the cluster in

a manner that balances resource utilization. It does this in two ways. First, DRS controls
the initial placement of virtual machines. Initial placement involves the placement of a
virtual machine on a host in the cluster based on current workloads across the cluster.
When a virtual machine is first powered on, DRS looks at the available resources on the
cluster as well as the individual resource utilization of each host in the cluster. Based on this
information, the virtual machine is placed on the host with the most available resources.
This is done for every virtual machine, balancing the resources of the hosts with the
resource requirements of the virtual machines.

Next, DRS maintains the balance by monitoring resource utilization across the cluster.
Should a host become resource constrained due to an uptick in utilization by the VMs
running on the host, DRS is capable of migrating one or more VMs off the host and on to
other hosts in the cluster. This helps to ensure that the cluster maintains a balanced load
across all hosts.

Figure 6.13 shows a three-host cluster. The top part of the diagram shows the cluster
before DRS load balancing is performed. After enabling DRS, migrations are made that
balance out the workload, resulting in the end state shown.

FIGURE 6.13 A vSphere 6.7 cluster before and after DRS is enabled
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When enabling DRS, there are a number of settings to control functionality. The first
is the Automation Level set for DRS. The DRS Automation Level is the degree to which
DRS will automatically control both initial placement and load balancing across the cluster.
There are three levels of automation: Manual, Partially Automated, and Fully Automated.
When it’s set to Manual, DRS will provide recommendations for initial placement and
migration but will not take any action. If it’s set to Partially Automated, initial placement
is automated but migration is still manual. Finally, when it’s set to Fully Automated, both
initial placement and migration are automatic. These options are in place to allow an
administrator to decide exactly the amount of control they wish to allow the system to
have, and there are adjustable settings so that even if the system is automated, the automa-
tion can be restricted to certain levels and virtual machines.

The first step to working with DRS is to enable it on a cluster and select the level of auto-
mation, as shown in Figure 6.14.

FIGURE 6.14 Enabling DRS on a cluster and selecting the level of automation

Edit Cluster Setti ngs Northwest Regional

¥ Turn ON vSphere DRS
> DRS Automation

Power Management

Advanced Options None

So, you are enabling DRS but have concerns about setting the automation level to Fully
Automated. There are a number of logical reasons to be concerned. For example, you may
be comfortable with the performance of an application on a specific host and are concerned
about it being moved. Or you may have concerns that all of the migration performed to
load balance may generate additional overhead. Not to worry, because there are several
controls that can be adjusted to ensure that the amount of automation performed is exactly
how you want it.

The first of these controls, and perhaps the most important, is the DRS Migration
Threshold. The DRS Migration Threshold controls how aggressively migrations are per-
formed in order to balance workloads across the cluster. The setting runs from priority 1 to
5, where 5 is the most aggressive setting. For details on each priority level, refer to the chart
in Figure 6.15.

As you can see in the diagram, the default is priority level 3, which is suitable for most
implementations. However, it’s a good idea to monitor the balance level of the cluster to
ensure that the current setting is ideal. You can view DRS status and current settings on
the summary page of the cluster. A cluster with the default priority setting that is balanced
would look like the image in Figure 6.16.
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FIGURE 6.15 DRS Migration Threshold priorities based on criticality of
recommendation

Migration

Threshold Detalis

Apply only critical recommendations that
must be taken to avoid violating cluster
constraints like affinity rules and host
maintenance.

Apply only major recommendations that
promise a significant improvement to the
Criticality of cluster’s load balance and priority 1

recommendation recommendations.
Apply typical recommendations that
3¢ promise at least good improvements to the
cluster’s load balance as well as priority 1
and priority 2 recommendations.

Apply any recommendation that would

4 provide a moderate improvement to the
cluster's load balance as well as priority 1,
priority 2, and priority 3 recommendations.

Apply any recommenrsiation, even those that
would only provide a slight improvement to
the cluster's load balance as well as all
other priority recommendations.

FIGURE 6.16 Cluster with default DRS Migration Threshold currently in balance

- ySphere DRS

Balanced
;. T T I L ; o
Migration automation level: Partially
Automated
Migration threshold: Apply priority 1.
priarity 2, and
priority 2

recommendations.
Power management aulomation level: Off
DRS recommendations: 0
DRS faults 0

Predictive DRS

The options for configuring DRS to this point allow you to establish one of two methods
for dealing with resource imbalance. The first is the Reactive method. The Reactive method
is one in which DRS determines that a resource imbalance has occurred and supplies a
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recommendation but takes no action. This happens if DRS is configured for Manual mode.
If in Partially Automated mode, this is the case for any migration recommendation. Finally,
for Fully Automated mode, this still occurs for any recommendation below the threshold
setting. While there is very little overhead associated with this method, resource imbal-
ances are only addressed after the fact and after an administrator has acted on the rec-
ommendation.

The second method is the Balanced method. The Balanced method is one in which DRS
determines that a resource imbalance has occurred and automatically acts to resolve the imbal-
ance. This is the case when DRS is configured for Fully Automated mode and the recom-
mendation is at or above the threshold setting. This method has the advantage of mitigating
risk and keeping workloads balanced across hosts in the DRS cluster but has a higher
overhead. In fact, it is possible to inject a large overhead into cluster operations if the DRS
threshold is improperly configured. That said, this method is very effective at preventing
most resource imbalances or in the very least quickly resolving those imbalances.

Effective since vSphere 6.5 is a third method, the Predictive method. The Predictive
method is one in which DRS is able to predict future demand and identify when and where
a resource imbalance is likely to occur. It then uses this information to move workloads
before the affected resource is in contention. The Predictive method utilizes a new feature
called Predictive DRS, which combines the abilities of DRS with another VMware product,
vRealize Operations Manager (VROps). Because only the affected workloads are adjusted
on the DRS cluster, this method requires minimal overhead.

Now, it is important to underscore that Predictive DRS is only possible by using vSphere
in conjunction with vRealize Operations Manager. This is because Predictive DRS leverages
the dynamic thresholds found in vROps, which use historical and live data to establish a
baseline for the behavior of a given workload. The baseline is then combined with an upper
and lower threshold for what is considered “typical” behavior. Anything that falls above or
below these thresholds is anomalous.

Predictive DRS takes the information supplied by vROps and asks three simple ques-
tions. First, what resources are available on each host in the DRS cluster? Second, what
VMs are powered on, and on which hosts are they running? Finally, how much of a given
resource is required for each of the VM workloads over the day?

To better understand this concept, let’s look at the graph in Figure 6.17.

The graph depicts the demand for a resource (like CPU or memory) by a workload
over a period of time. The dotted line represents the actual utilization of the resource by
the workload. The long dashed line represents the predicted utilization of the resource by
the workload over the same period of time. So, for example, let’s say that an accounting
company performs batch operations at the same time every day, resulting in a spike in the
utilization of CPU resources. Since vROps is using historical data, it is aware that this is a
spike that occurs with given regularity. As a result, Predictive DRS can use this information
to proactively remediate the workload to a host that has sufficient resources to handle the
spike, thereby avoiding any impact to performance. This vastly reduces the likelihood that
a spike in utilization will result in any noticeable impact.
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FIGURE 6.17 Predictive DRS method vs. Balanced method (resource demand for a
given workload over a 24-hour period recommendation)
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It is important to be aware that the Predictive method does not resolve every workload
imbalance. This is because Predictive DRS relies on regular changes in utilization. No
method can proactively resolve an unforeseen spike in utilization, which is why it is impor-
tant to properly configure Fully Automated mode with an appropriate threshold. This way,
Predictive DRS can proactively resolve any known utilization changes, while DRS can react
and balance workloads in the event an unforeseen change occurs.

Network-Aware DRS

Traditionally, DRS has always focused on two of the four “core” resources used by virtual
machines, CPU and memory, when balancing workloads across hosts in the cluster. This

is because for the most part, CPU and memory resources are the most likely to experience
rapid increases in utilization that could impact other workloads on the same ESXi hosts.
However, there are some workloads that can have similar spikes in network and/or storage
resource utilization. Fortunately, there are tools in vSphere 6.7 to help mitigate these types
of spikes and ensure that all workloads perform well no matter what resource or resources
might be impacted.

In earlier releases of vSphere, DRS did not analyze network utilization and did not
factor this resource into consideration when migrating a workload. As a result, a workload
with heavy network resource requirements could be migrated due to a CPU spike to an
ESXi host that is already network saturated. Unfortunately, this means that the workload
could continue to experience potential performance issues, but this time due to contention
for network resources instead of CPU resources. In addition, since earlier versions of DRS
didn’t look at network utilization, the problem would go unnoticed by DRS and require
manual, reactive intervention.
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DRS became network-aware beginning with version 6 and was significantly enhanced
in 6.5. This feature is known as network-aware DRS. Network-aware DRS monitors the
network send and receive rates of the physical uplinks on ESXi hosts in the cluster and
avoids placing virtual machines on hosts that are network saturated. This means that DRS
now considers the network utilization of ESXi hosts in the cluster as well as the network
requirements of VMs during both initial placement and load balancing.

Looking at placement first, when a user powers on a VM, DRS looks at available CPU
and memory resources on hosts and the CPU and memory requirements of the VM and
makes an initial determination as to which host the VM will be placed on. DRS then
factors in some network heuristics and makes a final decision on where the VM should
be placed.

Before discussing actions taken by DRS for workload balancing, it is important to note
that DRS will zot move a virtual machine due to a network resource imbalance. What DRS
will do is make sure that when a VM is moved due to a CPU or memory imbalance, it is
moved to a host in the cluster that can accommodate the VM’s network requirements.

As a result, when DRS performs a load balancing check for a VM, it starts by making
a list of possible migration destinations. It then eliminates from that list ESXi hosts in the
cluster that are network saturated. Finally, it makes a recommendation using a host from
the remaining list of destinations that both provides the best CPU and memory balancing
and contributes to network resource availability on the VM’s source ESXi host.

So, at what point exactly does DRS consider a host in the cluster to be network satu-
rated? By default, DRS considers a host to be network saturated if the host network utili-
zation reaches or exceeds 80 percent. If needed, this can be adjusted using a DRS advanced
option, Network AwareDrsSaturationThresholdPercent. DRS advanced options can be set
using the vSphere Web Client, as shown in Figure 6.18.

FIGURE 6.18 The vSphere DRS Configure tab showing the entry point for
Advanced Options
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You can also view the current network utilization for the DRS cluster. The utilization is
shown for each ESXi host in the cluster and is based on the average capacity across all the
physical NICs (pNICs) on the host. For example, if a host has four pNICs where two are
50 percent utilized and two are 0 percent utilized, then the network utilization of the host
is considered to be 25 percent. This can be seen in the vSphere Web Client, as shown in
Figure 6.19.

FIGURE 6.19 The vSphere DRS Monitor tab showing network utilization for the
DRS cluster
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Storage DRS

The final resource that needs to be addressed when considering the load balancing of
resources across a cluster is storage. Some workloads can be very storage intensive, caus-
ing a potential bottleneck for other virtual machines accessing the same storage resource.
These potential bottlenecks can be mitigated using Storage DRS. Storage DRS allows you
to create a cluster of storage resources, then monitors that collection of resources to provide
recommendations for virtual machine disk placement and migration in order to balance
storage capacity and I/O. Storage DRS groups storage resources into a datastore cluster,
much like hosts are grouped into a DRS cluster to manage compute resources. You’ll find
detailed information about Storage DRS in Chapter 4, “Storage in vSphere,” but as we are
talking about resource allocation and consumption, remember that this is one of the core
resources that must be carefully managed when administering a vSphere datacenter.

Establishing Affinity and Anti-Affinity

Now that we have discussed all of the different ways that vSphere can load balance
resources across a cluster, it is important to approach the subject of affinity rules and
anti-affinity rules. First, let’s look at affinity. Many workloads are not confined to a single
virtual machine; they may consist of multiple virtual machines working in concert. For
example, a typical web application consists of at least three virtual machines, including a
web server, an application server, and a database server. In a case such as this, the virtual
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machines pass data back and forth, so moving just one of these VMs to another host
may do more harm than good in terms of performance. An affinity rule is used to keep a
number of VMs together, and if a migration needs to take place, it ensures that all of the
VMs in the group are moved to the same destination ESXi host.

Anti-affinity is all about availability. For example, if you had a mission-critical applica-
tion or key infrastructure component that existed on multiple VMs for the sake of redun-
dancy, the last thing you would want is for those VMs to reside on the same ESXi host.
This is because if the host were to fail for some reason, the application or infrastructure
component would go down as well, at least until the VMs are restarted on other hosts. An
anti-affinity rule is used to ensure that a number of VMs are kept apart, and if a migration
needs to take place, it ensures that the VMs do not wind up on the same ESXi host.

Affinity and anti-affinity settings can be established between individual VMs, but they
can also be set up to work with groups of VMs and/or groups of hosts. This can be bene-
ficial if you have licensing concerns that limit one or more VMs to specific hosts, or if you
want to extend the capability of a standard affinity/anti-affinity rule. For example, let’s say
you have two domain controllers and you want to make sure they are always placed on sep-
arate hosts. You could create a VM-VM anti-affinity rule for the domain controller VMs,
which would work well in a medium to large DRS cluster. However, in a small cluster a
downed host might result in the need to place both VMs on the same host, which would be
prevented by the rule. In a situation like this, it might be advantageous to establish groups.

The first step to using DRS groups is to create a DRS host group. A DRS host group is
a subset of ESXi hosts in a DRS cluster that will be used in conjunction with a VM group
to establish affinity or anti-affinity rules. A DRS host group is created by selecting Cluster
> Configure » VM/Host Groups > Add and selecting the host group type. Next, add the
hosts in the cluster that should be part of the group. At this point, if your goal is to create
rules for individual VMs within this host group, you may think you are done here. How-
ever, if you want to establish rules for even a single VM in conjunction with a host group,
you will also need to create a DRS VM group. A DRS VM group is a collection of virtual
machines that will be used in conjunction with a host group to establish affinity or anti-
affinity rules. The process of creating a DRS VM group is identical to the process for cre-
ating host groups, except you are adding VMs to the group.

Once you have created the groups, the next step is to create a VM/Host rule, making
sure to set type Virtual Machines to Hosts. There are additional options when creating
this type of rule. These options revolve around how strict you want the rule to be. For a
VM-Host affinity rule, the options are Must Run on Hosts in Group and Should Run on
Hosts in Group. If you set the rule to Must Run on Hosts in Group and the selected hosts
are down, the VMs will also be down and will not be restarted on other hosts. I would rec-
ommend using this option only if you have licensing requirements tied to specific hosts. In
all other cases, choosing Should Run on Hosts in Group allows DRS to prefer the selected
hosts but still use other hosts in the cluster should the need arise.

For a VM-Host anti-affinity rule, the options are Must Not Run on Hosts in Group and
Should Not Run on Hosts in Group. Going back to the domain controller example, we
saw that a simple VM-VM anti-affinity rule could result in the second domain controller
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remaining offline if the only option was placing both VMs on the same host. Using a VM-
Host anti-affinity rule with Should Run on Hosts in Group would provide the same benefit
but allow both controllers to exist on the same host if no other option was available.

DRS Cluster Administration Exercises

Now that you have learned about DRS clusters and the mechanisms that control virtual
machine recommendations and migrations, let’s apply that knowledge in some hands-on
exercises. You can use either the Flash or the HTMLS client for most of the upcoming
exercises. | reccommend using the VMware Hands-on Labs environment available from
VMware, which can be used for free. If you are using your own environment, I reccommend
at least two ESXi hosts added to a vSphere cluster with a couple of virtual machines.

In the first exercise, you will use the same cluster as you did for the resource pool exer-
cises, labeled Northwest Regional. You will begin by enabling this cluster for DRS and con-
figuring an automation level and threshold.

Enabling a cluster for DRS

1. Connectto a vCenter Server using the vSphere Web Client.
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Right-click the Northwest Regional vSphere cluster and click Settings.
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3. The Configure panel is displayed, and vSphere DRS is highlighted under Services in

the navigation pane. Click the Edit button.

[} Northwest Regional | acmons~

Confioure Permissions Hosts VMs Datastores

Monitor

Surnmary

vSphere DRS is Turned OFF

VM/Host Rules

WM

» More
Alarm Definitions

Scheduled Tasks

Networks

Updates

EDIT.




326

EXERCISE 6.6 (continued)

4,
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The Edit Cluster Settings window is displayed. vSphere DRS is currently disabled. To
enable it, click the slider.

Edit Cluster Settings

Northwest Regional
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Next, to set an Automation Level, click the drop-down and select Fully Automated.
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EXERCISE 6.6 (continued)

6. Change the Migration Threshold to level 4 by moving the slider one notch to the
right. The level will momentarily highlight as shown.

Northwest Regional

Edit Cluster Settings

Click OK to return to the Configure panel. DRS will now show that it is enabled. If you
want to see the specific configuration settings you set for automation, click the down

arrow next to DRS Automation:
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Next, you will create a host DRS group to ensure that a licensed virtual machine is not
migrated off the ESXi host it is tied to.

Add a host DRS group
1. Connectto a vCenter Server using the vSphere Web Client.

2. Highlight the Northwest Regional cluster and click the Configure tab.

[ Northwest Regiona
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EXERCISE 6.7 (continued)

3. Next, select VM/Host Groups from the Configuration drop-down in the navigation
pane, then click the Add button.

[ Northwest Regional

o VM/Host Groups

Availabiit o Ao T

Name.
| Add VM/Host group

4. The Create VM/Host Group window is displayed. In the Name field, type
AppLicensed, then click the drop-down menu for Type and select Host Group. Finally,
click the Add button.
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The Add Group Member window is displayed. Select the esx01a.corp.local host,
then click OK.
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6. The Create VM/Host Group window is displayed again, this time with the selected

hosts. Click OK to complete the operation.
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In the next lab, you need to identify which VMs will run on the host group, even if it is
only a single VM.

EXERCISE 6.8

Create a VM group
1. Connectto a vCenter Server using the vSphere Web Client.

2. Highlight the Northwest Regional cluster and click the Configure tab.
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3. Next, select VM/Host Groups from the Configuration drop-down in the navigation
pane, then click the Add button.
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4. The Create VM/Host Group window is displayed. In the Name field, type

AppVNMLicensed, then click the drop-down menu for Type and select VM Group.
Finally, click the Add button.

Create VM/Host Group
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The Add Group Member window is displayed. Select the html5-app virtual machine,
then click OK.
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6. The Create VM/Host Group window is displayed again, this time with the selected

virtual machines. Click OK to complete the operation.
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EXERCISE 6.8 (continued)

Create VM/Host Group

Northwest Regional

Now that we have a DRS host group and a DRS VM group, we can establish an affinity
rule that ensures that the VM will only run on the licensed host.

Create a VM/Host affinity rule

1. Connectto a vCenter Server using the vSphere Web Client.
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2. Highlight the Northwest Regional cluster and click the Configure tab.
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3. Next, select VM/Host Rules from the Configuration drop-down in the navigation

pane, then click the Add button.
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EXERCISE 6.9 (continued)

4. The Create VM/Host Rule window is displayed. In the Name field, type LicenseRule,
then click the drop-down menu for Type and select Virtual Machines to Hosts. Finally,

click the Add button.
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5. Normally, you would select the VM group, the host group, and the rule type. Since
you have only created one group of each type, they will automatically populate. How-
ever, you must still choose the appropriate rule, which in this case is Must Run on

Hosts in Group. Select this rule, then click OK.
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6. You are returned to the Configure panel, where you can now see the VM/Host

rule details.
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The last two exercises show how to remove the host and VM group entities. You do not
have to remove associated rules first, but you will receive a warning.

Remove a VM group
1. Connectto a vCenter Server using the vSphere Web Client.

2. Highlight the Northwest Regional cluster and click the Configure tab.
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3. Next, select VM/Host Groups from the Configuration drop-down in the navigation

pane, then click the Delete button.
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4. You will receive a warning, as there is an associated rule. Click OK to acknowledge
the warning and remove the VM Group.

Delete VM/Host Group
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EXERCISE 6.10 (continued)

5. The VM/Host Group window is displayed again, this time showing that the group has
been removed.

[ Northwest Regional

Remove a host group

1. Connectto a vCenter Server using the vSphere Web Client.
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2. Highlight the Northwest Regional cluster and click the Configure tab.

N
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3. Next, select VM/Host Groups from the Configuration drop-down in the navigation
pane, then click the Delete button.
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EXERCISE 6.11 (continued)

4. You will receive a warning, as there is an associated rule. Click OK to acknowledge
the warning and remove the VM group.

Delete VM/Host Group

5. The VM/Host Groups window is displayed again, this time showing that the group
has been removed.

)l Northwest Regional

Summary

Allocating resources in your vSphere datacenter is critical to ensure virtual machines per-
form as expected. Using the different features available in vSphere you can provide resource
pools for specific workloads, ensure workloads don’t use an excessive amount of resources
and affect where workloads run in the datacenter.
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With resource pools you can reserve resources (CPU and memory) for the virtual
machines in that pool, or set limits on the pool to prevent those virtual machines from
using excessive resources. By creating multilevel pools you allow for scenarios such as a
department pool with specific resources shared between child pools for different projects.
Child pools can also be set with expendable reservations, allowing their usage to
increase - if the parent pool has available resources.

The distributed resource scheduler or DRS provides a mechanism to balance resource
usage within a host. Typically used to automatically migrate virtual machines from
heavily-used to lightly-used hosts, DRS can ensure resources are not starved on one host
while others are unused. You can also use affinity rules to ensure certain virtual machines
run on certain hosts and to ensure or prevent two virtual machines from running on the
same host.

With a good understanding of how resources are shared in a vSphere environment, you
can leverage these different tools to keep your datacenter balanced and efficient.

Exam Essentials

Understand how resource pools work Know how virtual machine reservations work
within resource pools. Know what expendable reservations do and how they affect parent
and sibling resources.

Be able to explain reservations, limits and shares And when each takes effect. While res-
ervations are made as soon as the virtual machine powers on, shares only come into play
during times of contention while limits prevent the virtual machine (or pool) from con-
suming recourse over the set amount.

Be able to calculate shares and reservations from pools Know how shares in a pool work
to determine how resources are distributed during times of contention and be able to calcu-
late available resources in a pool hierarchy given pool and virtual machine settings.

Understand Distributed Resource Scheduler (DRS) Know the different settings for DRS
including automation level and know the migration threshold options. Know what the
requirements for Predictive DRS are. Predictive DRS requires both DRS and vROPs in
order to anticipate workload demands.

Know how to configure affinity rules  Affinity rules can keep virtual machines on (or off)
specific hosts and either keep or prevent virtual machines from running on the same host.
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Review Questions

1. Which is a valid reason for creating a snapshot of the resource pool tree?

A. An administrator needs to disable HA for maintenance purposes.

B. An administrator needs to disable DRS for maintenance purposes.

C. An administrator is adding an ESXi host with resource pools to a vSphere cluster.

D. An administrator is removing an ESXi host with resource pools from a vSphere cluster.
2. An administrator is configuring resource pools for a vSphere 6.x cluster. The cluster has

these characteristics:

= 4 ESXi 6.x hosts

= 8 cores per host

= 60 virtual machines with 1 vCPU each

The administrator configures three resource pools and places the virtual machines into the
pools as follows:

Sales pool—High share value with 30 virtual machines
Engineering pool—Normal share value with 20 virtual machines
Test pool—Low share value with 10 virtual machines

Given this configuration, what resources would be allotted to each pool during resource
contention?

A. The Sales pool will receive twice the amount of resources as the Engineering pool.
B. The Engineering pool will receive twice the amount of resources as the Test pool.
C. Each pool will receive the same amount of resources.
D. The Test pool will perform two times as well as the Engineering pool.

3. An administrator determines that a Windows virtual machine in a resource pool called
Sales is unable to power on. Which two actions might resolve this issue? (Choose two.)
A. Increase the memory reservation of the virtual machine.
B. Increase the CPU shares on the resource pool where the virtual machine resides.
C. Decrease the CPU reservation of the virtual machine.

D. Set the Expandable Reservation property on the resource pool.

4. Which element should be configured if a resource pool requires guaranteed memory

resources?

A. Shares

B. Reservation

C. Limit

D. Expandable Reservation
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Which statement best describes the Expandable Reservation parameter?

A.

The Expandable Reservation parameter can be used to allow a sibling resource pool to
request resources from any other sibling.

The Expandable Reservation parameter can be used to allow a child resource pool to
request resources from any parent.

The Expandable Reservation parameter can be used to allow a child resource pool to
request resources from its parent.

The Expandable Reservation parameter can be used to allow a child resource pool to
request resources from a sibling.

Which two resources can be allocated using resource pools? (Choose two.)

A.
B.
C.
D.

Memory
Storage
CPU
Network

When two pools exist at the same level in the hierarchy and are completely isolated from
each other, what are they called?

A.
B.
C.
D.

Sibling pools
Child pools
Parent pools

Root pools

What resource allocation mechanism should be used to guarantee that a virtual machine
can only use the resources granted to it?

A.
B.
C.
D.

Reservation
Limit
Shares

Expandable Reservation

What is the ratio of resources allocated when using the High, Normal, and Low settings?

A.
B.
C.
D.

4:2:1

10:5:1
3000:2000:1000
6000:3000:1000

An administrator is configuring resource pools for a vSphere 6.x cluster. The cluster has
these characteristics:

4 ESXi 6.x hosts
8 cores per host

60 virtual machines with 1 vCPU each
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The administrator configures three resource pools and places the virtual machines into the
pools, as follows:

Sales pool—High share value with 30 virtual machines
Engineering pool—Normal share value with 20 virtual machines
Test pool—Low share value with 10 virtual machines

Given this configuration, what resources would be allotted to each pool if no conten-
tion exists?

A. The Sales pool will receive twice the amount of resources as the Engineering pool.
B. The Engineering pool will receive twice the amount of resources as the Test pool.
C. Each pool will receive as much resources as it needs.
D. The Test pool will perform two times as well as the Engineering pool.

11. An administrator has a single VM that can only run on specific hosts due to licensing

requirements. Which two steps must be taken to ensure that DRS will satisfy the require-
ments? (Choose two.)

A. Create a DRS host group.

B. Create a DRS host group and a VM group.
C. Create a VM-VM affinity rule.

D. Create a VM-Host affinity rule.

12. In which case would the use of VM-VM affinity rules not be supported?

A. The cluster is configured for HA using the Cluster resource percentage option and the
percentage is greater than 25 percent.

B. The cluster is configured for HA using the Slot policy option and more than two slots
are configured.

C. The cluster is configured for HA using the Dedicated failover hosts option and multiple
failover hosts are configured.

D. The cluster is configured for HA using the Proactive HA option and the automation
level is set to Manual.

13. An administrator has configured a DRS VM group containing four infrastructure VMs.
The administrator removes one of the VMs from the cluster, then adds it back into the
cluster at a later date. Which statement accurately explains the condition of the VM once it
has been added back into the cluster?

A. The VM is automatically added back into the DRS VM group.
B. The VM must be manually added back into the DRS VM group.

C. The DRS VM group was removed when the VM was removed from the cluster. It must
be re-created, and all VMs must be added back into the group.
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D. The DRS VM group must be deleted, then re-created, and all VMs must be added back
into the group.

What additional VMware product must be available in order to enable Predictive DRS?

A. vRealize Automation

B. vRealize Orchestrator

C. vRealize Operations Manager

D. vRealize Code Stream

Which statement is an accurate description of how network-aware DRS functions?

A. Network-aware DRS monitors the network utilization of virtual machines and takes
action in the event a network resource is saturated.

B. Network-aware DRS monitors the network utilization of ESXi hosts in the cluster and
takes action in the event a network resource is saturated.

C. Network-aware DRS monitors the compute utilization of virtual machines and takes
action in the event a compute resource is saturated while taking into consideration the
network utilization of the VM.

D. Network-aware DRS monitors the compute utilization of ESXi hosts and takes action
in the event a compute resource is saturated while taking into consideration the net-
work utilization of the host.

Which two use cases would be reasons for implementing an anti-affinity VM-Host rule?
(Choose two.)

A. Licensing restrictions limit a VM to one or more ESXi hosts in the cluster.

B. Two infrastructure VMs must be kept apart in a medium-sized cluster.

C. The cluster has non-uniform hardware capabilities.

D. Maximum availability is required for a clustered application.

At what point is an ESXi host with three physical uplinks considered to be network
saturated?

A. When the collective utilization of the physical uplinks reaches or exceeds 80 percent
B. When any one of the three physical uplinks reaches or exceeds 80 percent

C. When the collective utilization of the physical uplinks reaches or exceeds 70 percent
D. When any one of the three physical uplinks reaches or exceeds 70 percent

Which three conditions would result in DRS generating a migration recommendation?
(Choose three.)

A. The DRS cluster is experiencing a CPU imbalance.

The DRS cluster is experiencing a memory imbalance.

The DRS cluster is experiencing a storage imbalance.

A resource pool reservation must be satisfied.

moow

An ESXi host in the cluster experiences an unplanned downtime issue.
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19. An administrator creates a VM-VM affinity rule for two virtual machines. Six months
later, another administrator attempts to create a VM-VM anti-affinity rule for the same
VMs. Which statement accurately describes the end result of this action?

20.

A.
B.
C.
D.

The older rule will remain enabled and the new rule will be disabled.
The new rule will be enabled and the older rule will be disabled.
Both rules will be enabled.

Both rules will be disabled and an alert will be generated.

An administrator has established a VM-Host affinity rule using the Must Run On option
on a DRS cluster. Which two actions are not performed in the cluster if doing so would vio-
late the affinity rule? (Choose two.)

A.

B.
C.

Virtual machines are migrated off an ESXi host that is being placed into maintenance
mode.

An ESXi host is removed from the cluster.
The cluster is imbalanced, and DRS migrates one or more virtual machines.

The administrator performs some manual migrations within the cluster.
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This chapter covers backing up the vCenter Server Appliance
(VCSA) and virtual machines as well as replicating virtual

B machines. Backups are important for a lower-cost method of
recovering (partially or completely) failed components as well as tracking changes of com-
ponents over a period of time. Replication is important in order to provide rapidly available
duplicates of components, either locally or remotely.

Replication is normally costlier than backups as replication tasks cause additional WAN
network traffic when run to remote sites, and replication tasks are often run at a higher
rate. While you might back up your virtual machines nightly, replications are often set
to run every hour. With VMware’s backup and replication solutions, only the data that
changed since the last process ran is affected, making both processes very efficient.

While backup tasks are often run on most virtual machines in the environment, you
might only replicate the most critical virtual machines.

VCSA Backup and Restore

With vSphere 6.5, the vCenter Server Appliance has the ability to make a file-based backup.
While the backup is currently triggered manually from the appliance GUI and cannot be
scheduled, the resulting backup is much smaller than a copy of the whole appliance would
be. The primary downside to the file-based backup is that in order to restore the backup,
you need to use the deploy utility to create a new appliance that used the backup files as the
data source.

To start a backup of the VCSA, you need to log into the management interface of the
appliance, which is https://<VCSA FQDN or IP>:5480. The login credentials are roo¢ plus
the password created when the appliance was deployed.

Once logged in, you will see the Backup button on the summary page (Figure 7.1).

Clicking the Backup button will launch the Backup Appliance wizard. The first screen
(Figure 7.2) configures the destination for the backup. The choices are HTTP, HTTPS,
SCP, FTP, and FTPS. If you select HTTP or FTP, you will be warned that those protocols
are not secure.

Note that the Location field requires the server FQDN or IP plus a directory (or folder)
at a bare minimum. You can also supply a path. The directory doesn’t need to exist, but if
it does exist, it must not have an existing backup in it. The directory name will be used to
set the virtual machine name during the restore process, so best practice would be to use
the name of the appliance as the directory name.
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FIGURE 7.1 Backupthe VCSA from the Summary screen.

|/ () Vhinen Sppliance ane | (51 S Wt et A

€ O | A& Hotssur | hepsdven-0acom e

Mavigater il Summary
m E Hostname: vesa-0fa.corp.local Backup Creats Support Bundia Rebont Shutdown
Type: wCanter Server with an embedded
B Acces Plattorm Services Controlier
Product: VMware vCenter Server Appliance
8. tetwarkng Version: £.50.45000
@ Time
Y i = Health Status = Single Sign-On
Civerail Hasln Single Sign-On Domain vaphens cal
B Administration Last Health Check 14231 PR Status: Runreng
(=51
T Svelog Confguration Mamory B Good
Datahzne @ cooa

B CPU and Memory

= Health Messages

[l Catabase
Ma Messages Avaiable

FIGURE 7.2 Configure the backup destination.
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FIGURE 7.3 Listof encrypted VCSA backup files

|| backup-metadata, json FI30/2018 1:18 PM JS0M File SKEB
|| config_files.kar.gz.enc FI30/2018 1:18 PM EMC File 1,773,631 KB
|| database_Full_backup.tar.gz.enc FI30/2018 1:13 PM EMC File 21,762 KB
| Full_wal_backup_meta.tar.gz.enc FI30/2018 1:13 PM EMC File 1KEB
|| imagebuilder.gz.enc FI30/2018 1:12 PM EMC File 1KEB
| lokus_backup.tar.gz.enc FI30/2018 1:12 PM EMC File 1,056 KB
|| rbd.gz.enc 7130/2018 1:16 PM EMC File S3KE
|| statsmonitor_db_backup.gz.enc FI30/2018 1:12 PM EMC File 21,008 KB
|| wum.gz.enc 7}30{2015 1:16 PM EME File 1,015,303 KB
|| wal_backup_1.kar.0z.enc FI30/2018 1:13 PM EMC File 28 KB
|| wal_dir_struct.kar.0z.enc FI30/2018 1:13 PM EMC File 1KEB

You have the option of encrypting the files, which will add the .enc extension and a
layer of encryption to each of the backup files (Figure 7.3).

The size of the backup will vary depending on the size of the inventory and the amount
of historical data on the vCenter server; however, as shown in Figure 7.4, exporting the his-
torical data is optional.

FIGURE 7.4 Select partsto back up.
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Backing up the appliance is much more straightforward than restoring it. To restore, you
run the graphical deploy utility (the CLI deploy utility does not offer restore) and choose
the Restore option (Figure 7.5).

FIGURE 7.5 Starting a VCSA restore
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Migrate from an existing vCenter Server for Windows to a vCenter Server Appliance

Restore
Restore from a praviously created vCenter Server Appliance backup

A
O
©
@

The Restore process will prompt you for the location of the backup files (Figure 7.6).

If you added a password during the backup, you will be prompted to enter the password
during Stage 2 (Figure 7.7). The Windows system running VCSA-Deploy will download
the backup-metadata.json file from the backup directory and check the supplied pass-
word against the PasswordValidator entry to verify that your entered password is correct
before prompting to complete the restore.

The restore process is very similar to the VCSA upgrade and migrate processes, where
a new appliance is deployed and then the configuration and data are imported. While this
process takes longer to recover a VCSA appliance compared to restoring a copy of the
VCSA virtual machine, the data backed up is considerably smaller and the backup process
should be faster.
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FIGURE 7.6 Enterthe backup location.
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FIGURE 7.7 Specify the password if one was set during backup.
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EXERCISE 7.1

Back up a VCSA appliance.
Required: VCSA server, FTPS server.

1. Connect to the management interface of your vCenter appliance at https://<IP or

FQDN>:5480 and log in as root with the password you set during deployment.

2. Click the Backup button.

a
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EXERCISE 7.1 (continued)

3. Select the FTPS protocol and enter the location and credentials for the file server.

Add a password and check the Encrypt Backup Data box if you want the backup
encrypted.

Backup Appliance

v 1 Ener backup detais 3
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2 Select paris to backup

3 Ready ta complete
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4. Ensure that Stats, Events, Alarms, and Tasks is selected and click Next.
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5. Click Finish to start backing up the VCSA appliance and copy the files to the
storage server.

Backup Appliance

« 1 Enter backup details

" 2 Salact paits to backup

Backing Up Virtual Machines
by Using VDP

VMware includes a license for vSphere Data Protection (VDP) with all versions of vSphere
except the lowest-price vSphere Essentials license. Based on (or “Powered By” according

to the plug-in) EMC’s Avamar product, VDP provides virtual-disk-level backups of virtual
machines, either powered on or powered off. Additional features include data deduplica-
tion, backup replication, user-controlled file-level restore, and guest-level backups of Micro-
soft services including Exchange, SQL, and SharePoint.

There are a few key “maximums” to know for VDP that will affect how they are
deployed. The greatest number of virtual machines that can be protected by one VDP appli-
ance is 400, and the greatest number of VDP appliances that can be supported per vCenter
is 20. This means you can only protect up to 8,000 virtual machines on a single vCenter
server. Of course, an environment that large should probably be using a third-party backup
solution because each VDP appliance runs independently. With multiple appliances in use,
you would have to manually keep track of which VMs are being backed up on which appli-
ance and you would have at least one backup job and destination per appliance.
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Installing VDP

To install vSphere Data Protection, you need a vCenter server, an ESXi host, and at least
873 GB of storage space. When you deploy the OVA file for the VDP appliance, you will
be prompted to add IP information for the appliance. After deploying, connect to the new
appliance using https://<appliance FQDN or IP>:8543/vdp-configure with a user-
name of root and password of changeme.

During installation, you can “create” new storage for VDP or use (or migrate) exist-
ing VDP storage. Creating new storage adds VMDK files to the appliance to be used
(Figure 7.8).

FIGURE 7.8 Create storage for VDP
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When creating storage for VDP your options are 0.5, 1, 2, 4, 6, or 8 tebibytes (TiB) as
shown in Table 7.1. The appliance will deploy with a single 200 GB VMDXK for the appli-
ance plus additional VMDKs depending on your storage choice.

When adding storage to the appliance, you can choose to have all the storage VMDKs
created in the same directory as the appliance, or you can distribute them among the avail-
able datastores (Figure 7.9).

If you initially select a storage amount less than 8 TiB, you can expand the storage later
using the same https://<appliance FQDN or IP>:8543/vdp-configure link used for the
initial setup. Select Expand Storage under the Storage tab (Figure 7.10) and then choose the
new size and place the disks.
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TABLE 7.1 VDP storage guide

Storage Size of RAM

Choice (in TiB) Number of VMDKs VMDKs (in GB) requirements (in GB) vCPUs
0.5 3 256 4 4

1 3 512 4 4

2 3 1024 4 4

4 6 1024 8 4

6 9 1024 10 4

8 12 1024 12 4

FIGURE 7.9 Specify datastore settings.
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If the new storage size utilizes larger VMDKs (see Table 7.1), the existing VMDKs will
be resized. When you initially add storage to the appliance, you can choose thick lazy-
zeroed, thick eager-zeroed, or thin provisioned. This choice can be changed later using the
Expand Storage wizard (Figure 7.11).
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FIGURE 7.10 Launch the expand storage utility for VDP.
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FIGURE 7.11 Resizing storage for VDP
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During the initial installation, you can choose the CPU and RAM settings for the appli-
ance, which default to 4 CPUs and 4096 MB of RAM with the minimum storage setting. If
you are choosing a higher amount of storage, the wizard may suggest more memory. If you
later expand the storage, you may again be prompted to increase the memory for the appli-
ance (Figure 7.12). While the CPU and Memory window for both the initial and Expand
Storage wizards shows an entry for CPU, the value is set to 4 and can’t be changed.

FIGURE 7.12 Changingthe RAM setting for the VDP appliance
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Creating Backup Jobs

Once the appliance has been initially configured, you can access the vSphere Data Pro-
tection plug-in using the vSphere client (Figure 7.13). If you do not see the plug-in on the
client, you may need to log out and back in.

There are two types of backup job types: Applications and Guest Images. Applications
jobs allow you to back up Exchange, SQL, and SharePoint servers (Figure 7.14) using a
client installed in the guest. Note that the applications do not need to be running on virtual
machines; as long as the VDP client can access the IP address of the VDP appliance, you
can back up one of the supported applications. Guest Images jobs back up entire virtual
machines or select VMDKs.

The application backup clients can be downloaded from the Downloads section of the
Configuration tab (Figure 7.15).

Installation doesn’t require much more than the VDP server’s IP address, but each client
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FIGURE 7.13 Accessing the VDP plug-in
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FIGURE 7.14 Application backup sources
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will need to be configured after installation. Figure 7.16 shows the configuration tool for
the Exchange client.

The tool will create the user specified with the permissions it needs. You will need
to enter the information (username, password) into the backup job during creation. See
Figure 7.17 for an example of creating an Exchange backup job.

When creating Guest Images backup jobs, you have the choice of backing up the virtual
machine with all of its drives (Full Image) or selecting specific drives to back up with the
Individual Disks option. Both methods will back up the virtual machine’s .vmx configu-
ration file, but Individual Disks is useful if you want different backup schedules for differ-
ent drives or have incompatible drives on a virtual machine. Virtual machine disks set to
Independent mode, RDMs, and VMDKSs stored on VVols are not compatible with VDP
backups. The backup job wizard will display an alert (Figure 7.18) if an incompatible disk
is selected.
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FIGURE 7.15 Application client downloads
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FIGURE 7.16 Exchange backup client configuration
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Exchange message userfprofils related checking Finished!

o
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FIGURE 7.17 Exchange backup job creation
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FIGURE 7.18 Incompatible disk alert
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VDP has two options for backing up the VMDXKSs: HotAdd and network block transport
(NBT). For HotAdd, the VDP appliance will take a snapshot of the VMDKs it is backing
up (Figure 7.19) and then mount the VMDKs from the virtual machines as Independent-
NonPersistent disks (Figure 7.20).
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FIGURE 7.19 VDP snapshotona VM to back up

If the virtual machine is powered on, the snapshot process of the HotAdd will include
a quiesce attempt. When a snapshot is flagged for quiesce, the guest disk buffers will be
flushed so that there are no outstanding writes. This prevents guest disk corruption. If the
quiesce request is not successful, a crash-consistent snapshot will be taken, but noted in the
backup log.

HotAdd is the default mechanism for backing up VMDXKs; however, it requires the
datastore the VMDK is on to be presented to the host the VDP appliance is on, and vSphere
Flash Read Cache (vFlash) cannot be enabled for the virtual machine. If these require-
ments are not met, VDP will use NBT to back up the virtual disks and will leverage the
ESXi server hosting the virtual machine to back up the VM over the network to the VDP
appliance.

VDP utilizes Change Block Tracking (CBT) to improve backup and restore times. With
CBT, the ESXi hosts can identify what disk sectors have changed since the last backup.
Also, per VMware KB article 1020128, “On VMFS partitions, CBT can also identify all
the disk sectors that are in use.” This technology allows backup jobs to know which data to
back up without scanning the data or to restore a backup by only replacing the blocks that
changed. CBT is enabled on virtual machines by default.

After a backup job is run, you can create a Backup Verification job to ensure that the
backup worked successfully.

Restoring from Backup

There are several options for restoring from backup. For Guest Images, you can overwrite
the existing VMDK with the backup or overwrite the entire VM with the backup. You can
also spin up a copy of the VM with the VMDKs attached. Using the VDP Restore client,
you can also restore individual files from the Guest Images backups. Application restores
can be full or partial, depending on the backup options. Unlike a backup job, a restore job
can include Guest Images and Application restores.
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If the virtual machine was not successfully quiesced before a Guest Images backup runs
against it, the backups will be differentiated in the backup list with a red icon (Figure 7.21).

FIGURE 7.21 Backup jobs where the VM was not quiesced have a red icon.

v Sphere Data Protection 6.1 (powersd by EMC)
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If you create a restore that includes backup jobs that were not quiesced, a warning will
be displayed alerting you to the crash-consistent backup (Figure 7.22).

FIGURE 7.22 Warning that a crash-consistent backup has occurred
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Hard digk 1

To restore individual files from a backup, access the VDP File Level Restore (FLR) client
using https://<IP or FQDN or VDP appliance>:8543/f1r. There are two methods of
login, Local Credentials and Advanced Login.

Local Credentials gives an administrator on the VM that was backed up the ability to
restore files locally. Only files backed up on the machine the FLR is running from can be
restored using Local Credentials. If you attempt to use Local Credentials from a guest that
has not been backed up by the VDP appliance, you will get an error message: “Cannot
locate vm in vCenter” (Figure 7.23).

For username and password, enter the credentials for the local PC you are running
the FLR client from to get a list of available backups (Figure 7.24). Only backups for the
current VM are available when using Local Credentials.
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FIGURE 7.23 FLR error when using Local Credentials from a guest that has
not been backed up
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FIGURE 7.24 Local credential FLR backup jobs
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Selecting a backup job and clicking Mount will display the file structures of the
VMDKs. You can restore files to their original locations by selecting the root disk or
choose a new folder to restore to; however, the folder must already exist. You can monitor
the restore from the Monitor Restores tab (Figure 7.25).

If you would like to restore files to a VM other than the original, or if the UUID of the
virtual machine has changed from a restore of the VM or by moving it, you can use the
Advanced Login. The Advanced Login screen takes the same local credentials but also
requires the vCenter credentials used to register the VDP appliance with vCenter.

While any system administrator with the URL for the VDP appliance can restore
backups for systems they administer, only a user with the proper vCenter credentials can
restore files from the backup jobs of other systems.
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FIGURE 7.25 Monitor restores
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A few notes on restoring using the FLR client: You cannot restore ACLs, symbolic links,
or more than 5,000 files or folders in one restore job. Browsing directories is also limited
to no more than 5,000 files/folders. Also, you cannot use FLR if there is a NAT in front of
the VM or if there is a firewall between the VDP and the VM. There are also several limi-
tations to which VMDKs FLR can pull files from; GPT disks, Windows dynamic disks and
VMDKSs with multiple partitions are not supported.

Deploying Proxy Servers

VDP can also be provisioned with external proxy servers. The VDP appliance installs with
an internal proxy server capable of 8 simultaneous backups. However, you can deploy up
to 8 external proxy servers, although there is a limit of 24 concurrent backups per VDP
appliance when external proxies are used. The internal proxy server will be disabled if an
external proxy server is added (Figure 7.26).

Proxies can be deployed to increase the simultaneous number of backups running, to
spread the backup and restore footprint across multiple appliances and hosts, or to provide
a single VDP appliance with the ability to back up datastores that are not accessible on all
hosts. Proxies are also required for backing up and restoring LVM and ext4 file systems.

Monitoring Backup Jobs

While vSphere Data Protection is very useful—and included with most licenses of
vSphere—it doesn’t have a way to monitor the backup jobs in real time from the GUI.
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The command line of the appliance does, however, have a command to monitor the jobs in
real time, but while this is very useful, it will not be on the VCP6.5-DCV certification exam.

To run the command, connect to the VDP appliance using PuTTY or another SSH client.
You can log in with credentials admin and the password you set for the appliance. From
the command line, run mccli activity show --active.

The mccli utility will display all running jobs in real time, including restore jobs.

FIGURE 7.26 VDP configured with an external proxy
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EXERCISE 7.2

Back up an Exchange server using VDP.

Required: Exchange server, VDP appliance deployed.

1. Loginto vCenter and connect to the VDP appliance from the vSphere Data Pro-
tection menu.
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EXERCISE 7.2 (continued)

2.

From the Configuration tab, download the Microsoft Exchange Server agent.

vSphere Data Profection 6.1 (powersd by ENC)
vOP SwignApmianos, | MOF | | B e Alecens g
Gethng Staried  Backup Restorn  Raplicaion  Reports
Hackup Appiianca | Log | Emai | & Refresh &
Backug appliance desails. VDR Apgliance sieage sumimay
VDP 536.3 GiR
voP 5183016
185 GIE
B1610 16
7280.937_615.10
Hamel
52010 corp lacal
o1p local
a s phere local
VDP app DEMEZ0TE 0128 AW
Time Zons: M =00
Dowmioads
bsresot Echanns Sarver 64 0t Mizros ot S0L Serer 12 bt Doz oft S04 Sareer 4 bit
[dcrezoft SharePoin Sener G4 bl

3. Install the agent on the Exchange server, entering the VDP appliance IP address or
FQDN when prompted.

-1}

Please Enter WDP Information

WDP Appliance:
|192.!68.D.191|

VMware vSphere”
Data Protection

¥ Launch Exchange Backup User Configuration Uity

Back

l Mext I

Canezl |

4. Launch the VMware VDP Backup User Configuration Tool from the Start menu.

5. Enter a password for the VMwareVDPBackupUser account and select your Exchange
server and the mailbox store.

6. Click Configure Services to create the user and assign the appropriate permissions.
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Click Check to verify that the user was created properly.

uration Tool

W ¥Mware ¥YDP Exchange Backup User Col

- User configurzEion

Us=zrname | WhiwareVDPBackupllser
onfigure Services

% New user £ Existing user

™ Configure Backup Agent

Password I sisesEEs
Confirm password I [ITITTITTY

-
E:xchange server IHWEXCHANGE ;I

Starage graup I LI

Mailbox store IMa‘Ibox Datebase 19310330[;'

Checks dore Check | Cear Display | Open Log File

Exchange message userfprofile related checking started! -

YMwareVDPEackupl kser existence - best PASSED!

¥MwareVDPBacwplser user member in domain groups - test PASSED!

WMwareWDPBadpller uzer enabled - bect PASSED!

Password match - test PASSED!

YMwareVDPBadwplser user lagon - best PASSED!

¥MwareVCPBadwplser check mailbox - test PASSED!

Exchange message userfprofils related checking Finished! _lﬂ
5

< |

Using the vSphere Data Protection menu in the web client, start a new backup job.

Choose the job type Applications and click Next.

Creats @ new backup job )
1 Job Type Job Tyoe
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3 Backup Sources
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Mext Fant Cancel
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EXERCISE 7.2 (continued)

10. Choose the data type Full Server and click Next.
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12. Enter the password you set for the VMwareVDPBackupUser account in step 4, choose
the options appropriate for your environment, and click Next.

13.
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EXERCISE 7.2 (continued)

14. Set a retention policy for the backup and click Next.
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15. Set a name for the backup job and click Next.
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16. Click Finish.
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17. Select the new backup job and choose Backup All Sources.
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Replicating Virtual Machines

VMware vSphere offers a solution that can replicate virtual machines between hosts. With
vSphere Replication, you can create copies of virtual machines in a different cluster on the
same vCenter, to a different vCenter in the same SSO domain, or to a different vCenter and
SSO domain. The destination can also be cloud platforms like VMware Cloud on AWS. All
licenses of vSphere except Essentials include a license for vSphere Replication.

vSphere Replication uses an appliance (at least one vSphere Replication appliance per
vCenter) to manage and monitor the replication between the hosts. There is a plug-in to
add the management options to the web client.

Offering features such as recovery point objectives (RPOs) down to 5 minutes and mul-
tiple point in time recovery for protected virtual machines, vSphere Replication can be a
very effective tool to migrate workloads or prepare for disaster recovery. VMware’s Site
Recovery Manager (SRM) product can leverage vSphere Replication in addition to storage
replication to create a complete disaster recovery environment.

To deploy vSphere Replication, you need to download the ISO from VMware.com and
use the web client to deploy the proper files. The /bin directory of the ISO image contains
the files to deploy several versions of vRealize appliances, including the SRM and Cloud
Service versions. The Cloud Service version can be leveraged by vCloud Director, vCloud
Air, or other cloud services.

Deploying a Replication Appliance

For a basic implementation of vSphere Replication, you only need to deploy the vSphere
Replication OVF with the files selected (Figure 7.27).

FIGURE 7.27 Files to deploy with the OVF for the vSphere Replication appliance
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The other OVF file set - vSphere_Replication_Addon is needed to deploy “add-on”
appliances that can help with scaling vSphere Replication.

During the deployment you will be prompted for the compute resource, how many CPUs
the appliance is deployed with (4 is the default but can be changed to 2), storage, and net-
work. You are also required to enter at least one NTP server and a new password for the
root account of the appliance during the OVF deployment.

Once the appliance is deployed, you can connect to its management console at
https://<IP or FQDN or vSphere Replication>:5480 and log on as root with the pass-
word you set during deployment. From the configuration screen, verify that the information
is accurate and enter the password for the SSO administrator (Figure 7.28). Click the Save
and Restart Service button to register the appliance with vCenter.

FIGURE 7.28 vSphere Replication appliance configuration
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The appliance deploys with a self-signed certificate, but you can add a certificate gener-
ated from VMware Certificate Authority (VMCA) or the certificate authority used by your
infrastructure. Once the appliance is registered with vCenter and the services are restarted,
the Service Status at the bottom of the configuration page will change to “VRM service is
running” (Figure 7.29).

FIGURE 7.29 vSphere Replication appliance configured and running

Service Status

|_F€§siéﬁ| VRM service is running

The appliance allows the administrator the ability to manually check the VMware
download site for updates and then install them. This feature is found in the configuration
site for the appliance on the Update tab (Figure 7.30).

FIGURE 7.30 vSphere Replication appliance updates
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You can also schedule automated updates from the default repository, a CD, or a custom
repository (Figure 7.31).

Configuring Replication

You can use vSphere Replication to replicate virtual machines between hosts in the same
vCenter with no additional configuration. To replicate virtual machines to hosts connected
to a separate vCenter, you will need a second replication appliance deployed and connected
to the other vCenter, and the vSphere Replication servers need to be linked together.

When linking vSphere Replication servers, there are two site options: local and remote
(Figure 7.32). Local sites are vCenter servers that share the same SSO domain, and remote
sites are vSphere Replication servers that are connected to a vCenter server and have a dif-
ferent SSO domain.
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FIGURE 7.31 Automatic vSphere Replication appliance updates
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FIGURE 7.32 Connecting to target sites
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To replicate a virtual machine, right-click the VM and select Configure Replication from
the All vSphere Replication Actions menu (Figure 7.33). Virtual machines cannot have

Fault Tolerance enabled to configure them to be replicated and must be powered on before

replication will start.

FIGURE 7.33 Replicating a virtual machine
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You can also select multiple VMs and create replication tasks for each of the selected
VMs at one time. The tasks will share the same settings, although the storage location can

be set for each VM during the Configure Replication wizard (Figure 7.34).

FIGURE 7.34 Replicating multiple virtual machines
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Also on the Configure Replication window, you are prompted to enable Guest OS
quiescing and/or Network Compression. We would suggest enabling Guest OS quiescing
for all OSs that support it, to prevent issues with the replicated image. However, you may
find that certain virtual machines do not respond well to quiescing attempts and may need
that disabled.

The Network Compression setting compresses the data to replicate before it is sent to
the target vSphere Replication appliance. According to a VMware blog on the topic (blogs.
vmware.com/vsphere/2015/03/vr-60-compression.html), you can expect compression
ratios of 1.6:1 to 1.8:1. While this results in a higher CPU load on the hosts running the
source and target vSphere Replication appliances, the selected virtual machines will sync
faster and there will be lower network utilization. While compression is a trade-off bet-
ween network and CPU utilization, most environments have CPU resources to share, and
we would suggest using network compression.

If there are ESXi 5.5 hosts in the environment, the Network Compression setting only
works as advertised when the source and destination datastores are accessible by version
6.x ESXi hosts. If the virtual machine is running on a vSphere 5.5 host, then no compres-
sion will take place. If the destination datastore is only available by vSphere 5.5 hosts, the
vSphere Replication appliance at the target site will decompress the data and send it to the
ESXi 5.5 host.

FIGURE 7.35 Replication options
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This can also affect vMotion and by extension DRS. Virtual machines that are being
replicated with compression enabled cannot be moved to ESXi 5.5 hosts because the new
host does not support compression.
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Recovering Replicated VMs

The recovery settings of the virtual machine replication task include an adjustable RPO as
well as optional point in time instances. The RPO setting is a balance between the most
time you can lose and the system resources (CPU and networking primarily) it takes to rep-
licate the changes. An RPO of § minutes means that in theory the most you can lose would
be the last 5 minutes of changes. Every 5 minutes, the machine is replicated, so the most
the destination could be behind is 5 minutes. However, this may be impractical for many
servers as it could take 5 minutes to quiesce the guest or the CPU, and network impact of
constantly replicating data may exceed the usefulness of the limited loss.

The multiple points in time feature allows multiple options for recovering the replicated

VMs (Figure 7.36).

FIGURE 7.36 Multiple points of recovery
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To recover a virtual machine at the target site, use the vSphere Replication Section of the
Monitor tab for the destination vCenter. Right-click the virtual machine in Incoming Repli-
cations and choose Recovery (Figure 7.37).

FIGURE 7.37 Recover a virtual machine.
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The Recovery wizard will prompt you to either use the latest sync or initiate a sync
as the first step of the recovery. If the virtual machine is still available, then Synchronize
Recent Changes is the preferred choice.

After recovery, the virtual machine will be powered off and the network connections
will be disconnected. If the replication was configured with multiple points in time, those
points will be available as snapshots on the recovered virtual machine (Figure 7.39).

FIGURE 7.38 Select whether to use the most recent changes.
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To fail the virtual machine back to the original configuration without Site Recovery
Manager, you will need to create a vSphere Replication task for the recovered virtual
machine with a destination of the original source.
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Selecting When to Replicate Virtual Machines

vSphere Replication is a great tool even without Site Recovery Manager. However, you
will probably want to take a varied approach to replications in the real world. Test and
Dev machines might simply need a backup—or no backup at all depending on how the
developers work. You might instead want to back up the VM templates and ensure that
the code repository and deployment infrastructure is backed up.

For applications such as Active Directory (AD), Exchange, and SQL you will want to use
either vendor tools (in the case of AD, deploy a live AD server to the remote environment)
or replication/clustering methods, or look for third-party tools to replicate the data. A
database-based application is not usually a good candidate for vSphere Replication due
to change tracking by the application and interaction with other systems.

If you have SAN or NFS storage, you might also look at what those vendors offer in the
way of replication tools.

Recover a replicated virtual machine.

Required: vSphere Replication installed, VM replicated.

1. Use the web client and view Incoming Replications from the vSphere Replication
menu of the Monitor tab for the target vCenter.

2. Right-click the virtual machine to recover and choose Recovery.
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Select Use Latest Available Data and click Next.
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EXERCISE 7.3 (continued)

5. Select a host, cluster, or resource pool for the recovered virtual machine and
click Next.
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6. Verify your settings. Check “Power On the Virtual Machine after Recovery” to ensure
that the VM has been recovered properly.

Recovery - VO SAD28 e
+ 1 Recoweryoptions Readyto complete
Review your setlings selectiona before finishing the wizard
+" 2 Folder
" 1 Resource

vork devices of the recovered vitual machine will be disconnected -

ization will be

o 4 Readyo compleie

i dala on the targe! sie will be used for recovsry and

the virtual machine after recovery
Protected site information

Site

ams vesa-l1a.corp bocal
Recovery slte informatien

Site name

very folder
Recovery host

Disks

Back Finish Cancel




Exam Essentials 387

Summary

This chapter has covered backing up the VCSA appliance and backing up and replicating
virtual machines. Backing up the configuration of VCSA is important to ensure quick
recovery in the event of a problem, and the files can be reasonably small (depending on the
size of your events and performance database).

The vSphere Data Protection Appliance will back up your virtual machines to storage
locally to the appliance using deduplication to reduce the storage footprint of the backups.
The backup jobs can be replicated to VDP appliances at other sites to ensure recoverability
in the event of a site loss.

vSphere Replication will make duplicates of virtual machines that can be brought up
fairly quickly for testing or in the event the original VM is unavailable. While backups are
not intended to run very often, replications can be set down to every 5 minutes. vSphere
Data Protection offers data deduplication to reduce the storage used; vSphere Replication
offers compression to reduce the network bandwidth used.

A combination of vSphere Replication and vSphere Data Protection will ensure that your
virtual machines are recoverable from issues on the local machines or in the local site while
balancing storage and network impact.

Exam Essentials

Know how to back up the VCSA. New to vSphere 6.5, you can back up a VCSA appli-
ance into a set of files with options to only back up the configuration or include the his-
torical data.

Understand how to deploy vSphere Data Protection. VDP has limitations on the number
of virtual machines it can back up simultaneously and how many VM:s it can back up in
total. While 1 VDP appliance can back up 8 virtual machines at once, you can deploy up
to 8 proxy servers to back up a total of 24 virtual machines at a time. However, each VDP
appliance is limited to a total of 8,000 virtual machines, so larger environments will need a
different solution.

Know how to replicate virtual machines. vSphere Replication manages virtual machine
replication between clusters or vCenter servers. You should be able to describe deploy-
ing Replication, setting up a VM to replicate, and then recover that virtual machine at
the target.

Know how Data Protection and Replication compare. Know that both are included
with all vSphere licenses except Essentials. Both have appliances that need to be deployed
and both have primary or manager appliances that can only be installed once per vCenter.
Data Protection offers data deduplication and Replication has network compression.

Data Protection jobs can run daily; Replication jobs can run from every 5 minutes up to
once per day.
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Review Questions

The answers to the chapter review questions can be found in Appendix.

1. What features are offered by vSphere Data Protection? (Choose two.)
A. Compression
B. Deduplication
C. Encryption
D. Replication

2. What feature is offered by vSphere Replication?
A. Compression
B. Deduplication
C. Encryption
D. Guest agent

3. What is the minimum number of VDP proxy servers needed to back up 16 virtual machines

simultaneously?
A. 1
B. 2
C. 4
D. 8

4. What product should be used to ensure that your Exchange server can be recovered in the

event of a storage failure?

A. vSphere Data Protection
B. vSphere Replication

C. vSphere High Availability

D. vSphere storage clusters

5.  What should be used to ensure that your MySQL database can be recovered in the event of

a storage failure?

A. vSphere Data Protection
B. vSphere Replication

C. vSphere High Availability
D. A third-party utility

6. What option can be enabled to allow a virtual machine administrator to choose from mul-

tiple restore times after a virtual machine has been recovered?
A. Snapshots
B. Data deduplication
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C. Point in time instances

D. Recovery point objective

What option reduces the amount of changes that can be lost for a virtual machine in the
event of a recovery?

A. Snapshots

B. Data deduplication

C. Point in time instances

D. Recovery point objective

What options can be used to ensure that copies of your virtual machines are available in a
remote environment in the event of a site loss? (Choose two.)

A. vSphere Data Protection

B. vSphere Replication

C. vSphere High Availability

D. vSphere storage clusters

What option can be enabled to reduce the likelihood of guest corruption?
A. Guest OS quiescing

B. Data deduplication

C. DPoint in time instances

D. Recovery point objective

What option should be disabled if the recovery point objective cannot be met?
A. Guest OS quiescing

B. Data deduplication

C. Point in time instances

D. Network compression

Why is the icon next to the object named “08/16/2018 1:02 AM” shown in red here?
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It is the master for that sequence.
It has not been replicated yet.

It was not quiesced.

Sow?p»

It has been encrypted.

12. What would prevent a virtual machine from being replicated?
A. Fault Tolerance enabled
B. Unsupported guest OS
C. VMDKs on virtual SAN

D. VM power state is on

13. What steps would reduce the network traffic used by vSphere Replication?
A. Increasing the RPO time
B. Disabling point in time instances
C. Decreasing the RPO time
D. Enabling data deduplication

14. What steps would reduce the storage used by vSphere Data Protection?
A. Increasing the RPO time
B. Disabling point in time instances
C. Decreasing the RPO time
D. Enabling data deduplication

15. Unchecking which option would minimize the storage needed by VCSA backups?
A. Stats, Events, Alarms, and Tasks
B. Common
C. Configuration, Events, and Tasks
D. Configuration, Events, Tasks, and Performance Metrics
16. What is the best method for ensuring that a Windows vCenter server can be recovered in
the event of a storage issue?
A. vCenter backup wizard
B. vSphere Data Protection
C. vSphere High Availability

D. vSphere datastore cluster

17. What step could be taken to resolve the issue shown here?

Recovery option validation:

€ Source virtual machine is currenily powered on
Cannot recover the replicated virtual machine with the most recent changes as it might conflict with the source virtua
machine
Maks sure that the source virtual machine is powerad off or select the option to recover the virtuzl machine with the
latest data that is available at the target site.
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Select Use Latest Available Data.
Unselect Point in Time Recovery.
Power on the virtual machine.

Quiesce the virtual machine.

Review Questions

3N

What steps are required to regain use of a virtual machine after it has been recovered using
vSphere Replication? (Choose two.)

A.

B.
C.
D

Power on the VM.
Quiesce the virtual machine.
Connect the network adapters.

Select the point in time.
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Troubleshooting is a key skill for anyone in today’s technol-
ogy-driven world. The ability to take a problem, look at it
from different angles, break it into smaller pieces, or view the
problem in a greater setting is crucial in many areas. From mechanical problems to political
barriers, from network failures to development activities, the ability to solve problems
quickly is a key component to productivity.

There are several stages to successful troubleshooting, including problem identification,
hypothesis, and resolution testing. This chapter will focus on the information gathering and
analysis for a vSphere environment, which are crucial to the identification of a problem.
Knowing where to find logs and configuration information is a critical step, but under-
standing how the components function and what different settings do is just as important.

If you are actually troubleshooting a problem, don’t forget the classic questions: “What
was the last change made?” and “Have you tried rebooting it?”

Troubleshooting vCenter and ESXi

The following sections will cover some of the higher-level issues around the vCenter Server
and ESXi hosts, such as services, overall monitoring, and health.

Some of the tools to use when troubleshooting vCenter include the web
client (https://<vCenter IP or FQDN>/vsphere-client), the appliance Ul
(https://<vCenter IP or FQDN>:5480) for VCSA, and the Windows management tools
for the installed version of vCenter. The VCSA has an additional tool, vimtop, which is
available from the command line.

vCenter Connectivity and Services

If you cannot connect to the appliance or web client, or if your hosts cannot communi-
cate with vSphere, check for network connectivity issues or a firewall between the compo-
nents blocking the required ports. VMware has an extensive list of the ports needed in the
vSphere documentation under “Incoming and Outgoing Firewall Ports for ESXi Hosts”
and “Required Ports for vCenter Server and Platform Services Controller.” A brief list of
these ports is contained in Table 8.1.
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TABLE 8.1 Common ports required for vSphere functionality

Port Functionality

389/636 vCenter Single Sign-On LDAP / LDAPS

443 Web client

636 vCenter Server Enhanced Linked Mode

902 Web client and Data transfer between hosts

12345, 23451

53

8100, 8200, 8300

8000

80, 9000

3260

5480

vSAN clustering

DNS lookup

Fault tolerance

vMotion

vSphere Update Manager
iSCSI

VCSA appliance management

The vCenter server has several key services that are always required and optional services
for functionality such as Auto Deploy. You can check the status of vCenter and its services
from the System Configuration page for the node (see Figure 8.1).

FIGURE 8.1
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Or get a list of services and their status by using the Services menu as shown in
Figure 8.2.

FIGURE 8.2 The Services menu of the web client
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The full list of services includes the ability to start, stop, and restart services plus the
ability to change the startup settings of each service. This is where you go to “enable” Auto
Deploy and ImageBuilder by setting the services to always start. Note that if an upgrade
of vCenter fails due to Tomcat (the VCSA web service) not stopping, the VMware Trouble-
shooting documentation suggests setting the VMware vCenter Management Webservices
and VMware VirtualCenter Server services to manual and then rebooting the server.

One common source of issues for vCenter servers is the database holding the events and
statistics. To avoid running the volume holding the database out of space, you can monitor
it using the df -h command from the VCSA appliance or using the Windows Explorer or
Disk Management tools if vCenter is installed on a Windows server.

To reduce the space used by the database, you can adjust the statistics levels kept as
well as how long the levels are kept. The statistics settings are available in the Configure
tab of the vCenter object (Figure 8.3). When you are changing the settings, the estimated
maximum size of the database is displayed on the bottom right—but you need to set the
host and VMs numbers for the best accuracy. When you’re setting the levels, Level 1 saves
the fewest number of statistics and thus takes up the least space, and Level 4 is for debug-
ging and saves all statistics.

You can also adjust the time tasks and events will be retained in the database under the
Database options of vCenter Server Settings; however, the Task Cleanup and Event Cleanup
options must be selected before the time settings will be honored (Figure 8.4).
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FIGURE 8.3 Viewing the statistics options for vCenter server settings
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Additional statistics are available for the VCSA appliance in the form of a command-line
tool called vimtop, which the VMware documentation refers to as a “plug-in.” Very sim-
ilar in look to the esxtop utility, vimtop will display the running tasks with their CPU and
memory usage as shown in Figure 8.5.
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FIGURE 8.5 Defaultview for the vimtop VCSA monitoring tool

Useful keystrokes for vimtop include the following:

p—pause the display
k—view disk stats

o—view network stats
c—change columns
w—write a configuration file

You can start vimtop with specific configuration files using the —c parameter. The default
configuration file is located at /root/vimtop/vimtop.xml. Other command-line options
include —n to set the number of iterations and —p or -d to set the update period in seconds.

If you are using encryption in your environment, you may be deploying KMS servers to
manage the keys. If you encounter issues, be aware that round-trip latency between vSAN
hosts and the KMS server cannot exceed 1 second. If you are using large SSL certificates
(greater than 2,048 bits) or have network latency between the KMS and hosts, you could
encounter problems.
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You also need to ensure that vCenter can access the KMS server or cluster at all times
to ensure that VMs can been unlocked when requested by hosts. If you encounter a key/
key ID mismatch on the KMS server, you can retrieve the key ID using the Managed Object
Browser at VirtualMachine.config.keyId.keyId. Having the KMS administrator reacti-
vate the key associated with that ID should resolve the issue.

vCenter Certificates

Connectivity to a vCenter server and between vSphere components (PSC, hosts, postgres
database) depends on correct authentication of the certificates used to secure the communi-
cations. A default install of vSphere will generate certificates using the VMware Certificate
Authority daemon running on vCenter, but for production use these should be replaced
with certificates from your corporate authority or a commercial CA.

There are a few areas where you might run into issues after replacing your certificates.

General connectivity Existing connections might remain open and continue to use
the old certificate after replacement. You can shut the network interfaces or restart the
vCenter Server service to ensure that all connections are reset.

Database connectivity  If vCenter can’t connect to the database, use the vpxd -p
{password} command to reset the password, which will re-encrypt it with the new
certificate.

Host connectivity If hosts cannot connect to the vCenter server after certificate
updates, disconnect and reconnect them from vCenter. The official documentation
suggests you do this from the ESXi hosts, but you can only disconnect—and that’s not
permanent, as rebooting the host should reconnect it.

HA enablement You may encounter an error when enabling HA that “vSphere HA
cannot be configured on this host because its SSL thumbprint has not been verified.”
Again, disconnecting and reconnecting the host from vCenter should resolve this issue.

vCenter Log Files

One of the first steps for troubleshooting a new problem is examining the log files.
Common log files are described in the following paragraph, but note that you will need
to check the specific host or machine having the issues for the correct log file. Trouble-
shooting using log files also depends on having the time accurate (and synchronized) on the
machines in your environment. Troubleshooting connectivity or security issues between
multiple machines is made much easier when you can match the log entries to the second
and compare entries between the logs.

Installation logs for the installed version of Windows can be found at $PROGRAMDATA%\
VMware\vCenterServer\logs as well as the %temp% directory on the Windows server.
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In the temp directory, look for vminst.log, pkgmgr.log, pkgmgr-comp-msi.log, and
vim-vcs-msi.log. The VCSA installer has a log file at C:\Users\Administrator\
AppData\Local\VMware\CIP\vcsaInstaller; however, if the installer encounters a
problem, it should prompt you to create a zip file with the relevant logs for troubleshooting.

If you encounter problems with the web client, on the installed version you can check the
same %PROGRAMDATA%\VMware\vCenterServer\logs directory, or for VCSA look in
/var/log/vmware/vsphere-client/logs. The main log file for the vSphere web client is
vsphere_client_virgo.log.

A comprehensive list of logs is available in the vSphere Troubleshooting guide, but I’ll
list some of the key ones here. For an installed version of Windows, the logs are found in
the directories under %PROGRAMDATA%\VMware\vCenterServer\logs, and for VCSA they
are in directories under /var/log/vmware/. I already mentioned installation and web
client logs, but also be aware of these:

vpxd—main vCenter Server log
CM—VMware Component Manager
FirstBoot—first boot logs
EAM—ESX Agent Manager
InvSvc—Inventory Service
vPostgres—Postgres database service

Vmcad—VMware Certificate Authority

These are directories containing the relevant logs and will be all lowercase on the VCSA
appliance. The vpxd log is the first one to check for general vCenter issue, including client
and web services connectivity, internal tasks and events, and vpxa communications (the
vCenter Server Agent running on managed hosts).

You can use the VCSA appliance management page (VAMI) to create a support bundle
as shown in Figure 8.6 or execute vc-support.sh from the command line.

FIGURE 8.6 Generating a support bundle from the VCSA configuration page

vCenter Server Appliance logout | Helpw
ﬁj Summary

)‘_4 Hostname: vesa-01a Backup Rehoaot Shutdown

I y Type: vCenter Server with an embedded

Piatform Services Controller
Product: VMware vCenter Server Appliance
Version: 6.5.0.15000
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While the button in the VAMI will automatically download the support bundle to
your browser, you will need to retrieve it via SCP from the VCSA appliance if you use the
vc-support.sh script as shown in Figure 8.7.

FIGURE 8.7 Generating a support bundle from the VCSA command line

You can also view and download the vCenter logs using the vSphere client as shown in
Figure 8.8. While you can only view the vpxd logs using the client, you can download all of
them. This method can also download ESXi log files.

FIGURE 8.8 View ordownload vCenter log files.

vmware vSphere Web Client

Mavigator K | (dvcsamacomdocal | iy *1 fp g | (ghactions -
A Back | Golting Stared  Summary | Monitor | Confgure  Pormesions  Datacenlers  Hools & Clusters  VMs  Dalasloes  Neb

| B | B B 8] —

c.-,; fa-m ocal SEUES | Taska & Events Syafem Logs Sezsiond | vSphere Replication

~ fim Regionan1

| Export Sysiem Logs

rlog

rver jog

rlog [vp

T log [vp

1 logs end
S g p \TETO OIS ATE 2O e AR TE o= Celn 1] o R

Export ESXi and vCenter log files.

1. From the web client, select your vCenter server and open the System Logs view from
the Monitor tab:

Navigator  § fe .o | 4 Adions «
{ Back Geftng Started  Summary | Moniter | COMAgUre  Permizcions  Datacenters  Hosie & Clusters  VMs  Dalsstorss  Nefworks
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2. Click Export System Logs.

3. Select your ESXi hosts and select Include vCenter Server And vSphere Web
Client Logs.

("} vesa-Ma.corpocal - Export System Logs (71 W
1 Selecthosts Select hosts
Select hostlogs fo putinto an export bundle. You can aptionally include vCenler Server and vaphers Web Clientlogs in the bundle.
3 salectlogs
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Connected Bl RegionAD1-CO... RegionaAl1 650
[ Include vCenter Sarverand vEphere Web Clsnl lngs
The yCentar Server 1y e does not suppon expert of individual sysiem logs. Al
system logs will be exported from vCenter Server.
Next £ Cancel
4. Select Password For Encrypted Core Dumps and enter a password.
5. Click Finish.
7] vcsa-01a.corpiocal - Export System Logs B
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EXERCISE 8.1 (continued)

6. Select a directory and accept the default name for the log file.

7. Wait for the log files to download.

|_| Recanl Tasks

Jownloading log bundies : Y 1 0% & Administrator@VSF. Dme | 552019 10

8. Extract the .tar file from one of the ESXi .tgz files.

9. Extract the log files from the .tar file and locate the vmkernel.log file in the var/
run/log directory.

@ Real World Scenario

VMware Skyline

VMware has a little-known tool called Skyline that is included with every production
support contract. Skyline is a proactive support product that collects, aggregates, and
analyzes VMware product logs and telemetry information.

Skyline deploys as an appliance and connects to vCenter servers and NSX Manager
to pull configurations, performance data, changes, and events, which are then sent to
VMware for analysis.

Using data collected from customers around the world, Skyline can anticipate and predict
issues in your environment.

If a problem is encountered, Skyline can be used to forward relevant logs to VMware —
and associate them with your support ticket during uploading.

If you have a valid support contract, you should be looking into adding Skyline to your
environment if only for the ease of sending logs to VMware if needed.

ESXi Troubleshooting

When you connect ESXi hosts to a vCenter server, a local user (vpxuser) is created and an
agent service (vpxa) is configured and started, as shown in Figure 8.9. The vCenter host
will leverage the vpxa service and vpxuser credentials when managing the host.
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FIGURE 8.9 Generating a support bundle from the VCSA command line
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There are several issues you could experience regarding hosts. For the most basic of
troubleshooting (after making sure everything is powered on and running), make sure you
can ping the FQDN and IP address from the vCenter server to the host and from the host to
the vCenter server. If you can’t resolve the FQDNs, make sure the correct DNS server IP is
in use and check the DNS servers. If there is no IP connectivity, you will need to look at the
network hardware and work with the network team to test connectivity and things such as
proper VLAN tagging.

If you encounter a “not responding” issue (see Figure 8.10) and the host is up and you
have IP connectivity, there are a few steps to take to resolve it. First, as shown back in
Figure 8.9, you can restart the vpxa service. You can also work with your network team
to ensure that there is not a firewall between the hosts and vCenter blocking port 902;
however, this would need to be a recent change as it would have prevented adding the host
to vCenter in the first place.

FIGURE 8.10 Hostnotresponding in vCenter due to a network issue
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The final step for many issues (such as connectivity problems after replacing certificates)
is often disconnecting and reconnecting the host from vCenter as shown in Figure 8.11.

FIGURE 8.11 Disconnecting/reconnecting a host in vCenter
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If High Availability is enabled on the host, there is an additional agent service
(vmware-fdm) started on each host that manages elections and HA when vCenter is not
available. If problems arise with HA, they are usually classified in one of these states:

Unreachable State  Host communication error or HA configuration is off. If the host
is communicating with vCenter, reconfigure HA (Figure 8.12).

Uninitialized State Host might have lost access to datastores; HA is misconfigured or
stopped. If the host can see all datastores properly, reconfigure HA (Figure 8.12).

Initialization Error State Host communication error, out of disk space, or host needs
to reboot. If the host is communicating, free up disk space or reboot host as needed.

Uninitialization Error State  Usually host communication error. Resolve and recon-
figure HA (Figure 8.12).

Host Failed State  Usually host communication error or lost access to datastores.

Network Partitioned State Host communication error where the Master HA host
can’t access another host by network but can exchange heartbeats—often caused by
physical network changes.

Network Isolated State Host communication error where the host can’t access
the isolation addresses or any other hosts in the cluster. Usually a physical net-
work problem.
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FIGURE 8.12 Reconfiguring a host for vSphere High Availability
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Coupled with High Availability is the Fault Tolerance option for virtual machines.
VMware’s FT technology requires low-latency network connectivity for proper operation.
You should ensure that you have a 10 Gbps link between hosts and a dedicated VLAN and
VMkernel adapter for Fault Tolerance, and you should work with the network team to
ensure the lowest latency possible between the hosts.

Hair-pinning the traffic to a physical firewall or use of a bridge firewall or any other ser-
vice that examines packets should be disabled for the Fault Tolerant network. The network
does not need to be routed or extended beyond the hosts participating in Fault Tolerance.
You should also ensure that all of your hosts’ firmware and drivers are up-to-date and
review any documentation from your vendor regarding VMware and Fault Tolerance best
practices.

If you have several VMs with FT enabled, make sure you monitor the environment to
ensure that one host isn’t swamped with multiple FT-enabled machines. Since DRS won’t
migrate FT-enabled machines, you will need to balance them yourself—and periodically
check, as power-cycling the virtual machines can change the location of the FT copy, as can
activities like disabling FT for updates or other maintenance.
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ESXi Monitoring

You can monitor your ESXi host using the host UL, from vCenter, or from the command
line using esxtop (see Figure 8.13, Figure 8.14, and Figure 8.15).

FIGURE 8.13 Hostclient
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FIGURE 8.14 Monitoring a host using the vSphere web client
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The host Ul is great for standalone hosts, or to check on hosts that are having issues
connecting to vCenter. The vSphere web client is the preferred method as it has more
information than the host client—and has all of the configuration settings for the host. The
command-line tool esxtop is great for granular examination and is the most detailed in
the areas it covers, but is often too detailed to start troubleshooting with since it doesn’t
display things like recent tasks or events.

All three of these tools can report on performance, but the vSphere client is best for
historical information, trends, readability, and export capabilities (image or CSV). The
esxtop tool is best for fine detail and scheduling data captures.
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FIGURE 8.15 Monitoring a host using esxtop

BB ex-02a.corp.local - PuTTY

The VCP exam should not have significant questions on the esxtop tool, but here are
some things you should know:

There are two versions, esxtop for your local host and resxtop to capture data
from remote hosts. While esxtop is installed with any host deployed, resxtop is
available with the vSphere CLI package or the vSphere Management Assistant (vMA)
virtual machine.

You can use esxtop in interactive or batch mode. Simply running esxtop starts it in
interactive mode where you can use keyboard keys to change the display panel:

h—help

f—add or remove displayed fields

W—write a configuration file to save your settings (~/.esxtop60rc)
k—kill a world (i.e., stop a virtual machine)

c—show CPU stats

m—show memory stats

n—show network stats

u—show disk device stats

x—show vSAN stats
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In batch mode, you call esxtop using the default configuration or a customized config
file with parameters to set how many sets of data to capture and how long to wait bet-
ween captures. Note that you need to start esxtop and use an uppercase W to save a
configuration file before using esxtop in batch mode.

a—all statistics (overrides the config file if it was saved with specific columns)
b—required to start esxtop in batch mode

d—the delay in seconds between captures; minimum of 2 seconds, default
5 seconds

n—number of iterations or datasets to capture

To start esxtop in batch mode, the minimum command line is esxtop > filename
.csv, capture for the default 5§ second intervals, and redirect the output to a CSV file
in the directory you are in. Realistically you will want to specify -n x to set a specific
number of intervals to capture or the utility will simply continue to run until it is
manually stopped or the disk is out of space. For resxtop, you will also need -server
and -username (you will be prompted for the password).

View esxtop stats.
1. Connect to an ESXi host using SSH.

2. Start esxtop.

‘@ esx-0la.corp.local - PuTTY

3. Press uto switch to disk device view.
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4. Press fto show the column chooser.

@ esx-0la.corp.local - PuTTY

5. Press Fand G to remove the QSTATS and IOSTATS information.

@ esx-0la.corp.local - PuTTY
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EXERCISE 8.2 (continued)

6. Press Enter to return to the stats screen and view the DAVG, KAVG, GAVG, and QAVG
stats for your devices.

| @ esx-0la.corp.local - PuTTY

r

View vimtop stats.

1. Connectto a VCSA appliance using SSH. Disabling “auto wrap” in your SSH client
may result in a better view for vimtop.

2. Startthe shell.

‘@ vesa-0la.corplocal - PuTTY




412 Chapter 8 = Troubleshooting a vSphere Deployment

3. Enter vimtop to start the utility.

vesa-0lacorplocal - PUTTY

IHMEH

4. Press p to pause the display. Use the arrow keys to scroll and view the processes.

5. Press pto resume.
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EXERCISE 8.3 (continued)

6. Press o to view the network statistics.

‘@ wvesa-0la.corp.local - PUTTY

Troubleshooting Storage
and Networking

With a vSphere environment, troubleshooting network and storage issues usually involves
working with the physical hardware supplying the services. Even troubleshooting vSAN
often involves the network team. Specific hardware troubleshooting steps should come from
your vendors—and checking with them for documentation including design guides and
white papers is always a good idea.

In the following sections, we will look at different storage and networking issues you
might encounter and show you how to locate information that should help troubleshoot
any issues with the hardware vendors.

Storage Issues

There are several storage technologies available to vSphere, including SAN (Fibre Channel
and iSCSI), vSAN, and virtual volumes (VVols). All of these except for Fibre Channel
leverage the TCP/IP networking stack and physical networking components, so make sure
you are considering those areas when troubleshooting.

Common Storage Area Network Issues

Storage area networks (SANs) using Fibre Channel or iSCSI share many similar processes.
I’ll point out if steps are only for one technology or the other.

If you cannot see the LUNSs you are expecting on a host, start by narrowing the problem
down. Can you see any LUNs? If you can see some LUNs, do they have anything in
common? You might need to work with the storage team to identify any similarities, such
as all available LUNs are on one SAN or one storage processor (SP).
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If you cannot see any LUNSs at all on a host, you should be looking for a connectivity
problem, either physical (bad, disconnected cable), digital (bad, wrong drivers) or logical
(improper zoning for Fibre Channel devices, mapping, or security for iSCSI). Check the
other hosts—do any of them see the LUNs? If so, what is different?

The zoning or mapping issues need to be addressed and worked on from the storage side.
You can help by providing the IP address for the VMkernel port in use by iSCSI and the
iSCSI name, as shown in Figure 8.16.

FIGURE 8.16 Locate the iSCSI name and VMkernel port.
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For Fibre Channel, provide the storage administrator with the worldwide node and
worldwide port IDs used by the host so they can easily identify it from their end.

If you are using iSCSI with CHAP authentication, make sure no changes have been made
to the password or CHAP requirements.

You can also check the MASK_PATH plug-in, as shown in Figure 8.17 using the esxcli
storage core claimrule list command on the host to ensure that no LUNs have been
masked at the host, preventing them from being used.

FIGURE 8.17 Listing claimrules to check for MASK_PATH usage
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Note that the MASK_PATHs shown in Figure 8.17 are created by default and likely exist in
your environment.

Checking for VMFS Issues

If you experience problems with a VMEFS datastore, including outages, files not being avail-
able, or error messages related to corruption, you can check the consistency of the data-
store using the VOMA command-line tool. Note that if VOMA reports errors, you should
contact support for assistance resolving them.

Before using VOMA, power off any VMs on the datastore.

VOMA requires the device name and partition for the datastore, so step one is iden-
tifying the device name using either the web client or the esxcli command as shown in
Figure 8.18.

FIGURE 8.18 |Identify the device name and partition for a datastore.

Once you have that, you can run VOMA using the parameters -m vmfs -f check and
-d with the device and partition, as shown in Figure 8.19.

FIGURE 8.19 Identify the device name and partition for a datastore.

The -m parameter can be used to check VMFS (version 3, 5, and 6), or you can include
the lvm parameter to have it check the logical volume backing the VMFS datastore.

After any changes, be sure to rescan your HBAs (see Chapter 4, “Storage in vSphere,”
for more information).
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Storage Performance

Storage performance issues can come from several areas—including the physical network if
Fibre Channel is not in use. Common problem areas are SCSI reservations, path thrashing,
and LUN queue depth.

SCSI Reservations

ESXi hosts can use SCSI reservations for file or metadata locks in VMFS. As SCSI reserva-
tions lock the LUN, an overabundance of them can cause performance issues. Changing the
VMES datastore, creating VMs or templates, powering on or migrating VMs, or using thin-
provisioned disks (including snapshots) can all cause a host to issue a SCSI reservation.

One way to identify SCSI reservation issues is to examine the /var/log/vmkernel.log
file on your host and look for “RESERVATION CONFLICT” messages.

To combat this, you can reduce the use of snapshots and the number of VMs per
datastore. You can also work with your processes to limit how many datastore-impacting
operations run at one time. You should also ensure that your firmware, BIOS, and drivers
are up-to-date.

Path Thrashing

Path thrashing occurs when a LUN is being serviced by multiple storage processors and the
storage processors are “fighting” over the LUN. Usually this occurs on active-passive LUNs
when either the SAN or the hosts are misconfigured. Ensure that all hosts are configured

to access the SAN and LUN in the same way and that all LUNs are set to use the Most
Recently Used (MRU) path selection policy.

LUN Queue Depth

The LUN queue depth issue arises when a ESXi host queues storage requests due to the
limits of the LUN queue depth setting. Note that while the SCSI drivers should have a con-
figurable LUN queue depth setting, you should only make changes in conjunction with the
vendor’s support team.

You can adjust the queue depth using the esxcli command (note that this must be run
on each host affected) as follows:

esxcli system module parameters set -p parameter=value -m module

For this command, module is the name of the SCSI driver.

Another way to examine SAN performance issues is to use the esxtop command.
Once it’s started, use the u command to switch to device view, shown in Figure 8.20. Note
that here I have used the f command to remove many of the default columns to improve
readability.
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FIGURE 8.20 Identify the device name and partition for a datastore.

Here you can see the values for DAVG (device), KAVG (kernel), GAVG (guest), and
QAVG (queue), which are the average (AVG) response times at different points in the SCSI
request cycle.

=  DAVG is the time for a command to leave the host and return from the array. This
should be the longest value listed. This value can be tracked over time or compared
to similar hosts. Generally speaking, this value should be less than 10 ms for top
performance, but this could vary depending on your storage, current usage, and
system design.

»  KAVG is the time it takes the VMkernel to process a request, and QAVG is the time a
request spends in the HBA driver. These should always be very short (<1 ms).

=  GAVG is the sum of the other three times and is the time the request is waiting for
storage requests to process.

Storage DRS and I/0 Control

Storage DRS and Storage I/O control are useful tools, but there are some caveats and areas
to examine if problems arise when using them.

For Storage DRS, be aware it can’t be enabled for templates, ISO files, virtual machine
swap files, independent disks, or virtual machines that have operations such as Storage
vMotion currently affecting them. Storage DRS also cannot be used with Fault-Tolerant
enabled virtual machines.

If you are trying to perform maintenance on a datastore but the datastore doesn’t
complete entering maintenance mode, ensure that any disks remaining on the datastore
have Storage DRS enabled and are configured such that they can be moved.

If you cannot enable Storage DRS on a datastore, make sure the datastore isn’t shared
between datacenters and that all connected hosts are compatible and do not have Storage
I/O control running.

For Storage 1/0 control issues, make sure all hosts connected to the datastore are
compatible, support Storage I/O control, and have the appropriate license. If you see an
“Unmanaged workload is detected on the datastore” message, you should check with the
storage admin as Storage 1/O is detecting activity on the datastore it cannot account for.

For more information on Storage DRS and Storage I/O control, see Chapter 4.
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Network Issues

The network is a key component for a vSphere infrastructure since without it you can’t
manage a host or access network-driven storage (NFS, vSAN, iSCSI) and virtual machines
can’t communicate. Network issues usually revolve around vSphere configuration,
hardware configuration, and hardware problems.

While hardware problems are outside the scope of this book, you can identify dis-
connected physical network interface cards (pNIC) using the web client, as shown in
Figure 8.21. Also in Figure 8.21, you can see the observed network range(s) per adapter.

FIGURE 8.21 Examining physical network adapters in the web client
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The observed traffic field is useful to determine what VLANSs are configured for each
pNIC, although it requires listening for broadcast packets. Networks with no or little
traffic, or specialized traffic such as storage networks, might not have broadcast packets
and might not appear in the list.

Another useful tool for troubleshooting network issues is enabling CDP or LLDP on dis-
tributed switches. This will report information from the physical switches (if configured),
including port ID and switch name, and is key to ensuring that your configuration matches
the physical configuration. See Chapter 3, “Networking in vSphere,” for more information.

Finally, standard and distributed switches can be configured for network failure detec-
tion or beacon probing, as shown in Figure 8.22.

Network failure detection (the default setting) will stop vSphere from using a network
adapter that is not connected to a network, while beacon probing will send packets down
each path to determine if an adapter can reach the proper network. This prevents traffic
from being sent down a network adapter that is plugged into the wrong port on a switch.
Note that beacon probing requires at least three NICs to function properly. With only two
NICs, if either had a problem, neither would be used since the host would not know which
of the NICs had a problem.
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FIGURE 8.22 Network failure detection
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Verifying that your network connection is correct is a key step in troubleshooting issues.
This is compounded if you are using standard switches since the configuration needs to be
set on each host.

One useful tool for this is the network view in the web client, where you can quickly see
the port groups on standard switches along with the number of hosts using each port group
(listed under the Networks tab in the GUI) as shown in Figure 8.23.

FIGURE 8.23 Listing the standard switch port groups
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You can also select each network and view the virtual machines (or templates) connected
to it (Figure 8.24).

To confirm the proper configuration, you need to access the settings of each network—
and for standard switches you need to do this on each host. While it is possible to have
different configurations on each host (VLANS used, failover), it is far easier to manage an
environment where everything is configured the same way. If your environment requires
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differences (such as different VLAN tags for the same network on different hosts), make
sure you have that documented. There is no place in the vSphere settings to make notes on
configuration differences.

FIGURE 8.24 Listing the virtual machines on a network
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VLANSs are a common area of concern, since an improper tag will prevent the traffic
from being placed on the correct network—but your “connectivity” indicators such as
green lights on the physical ports will look fine. A quick troubleshooting step is to place
virtual machines on the same network/port group on the same host. If VMs can talk on the
same host but can’t talk when on different hosts, then you have a physical network issue,
which could certainly be a VLAN tag mismatch.

Along with VLANSs, the more specialized PVLANSs can cause problems when not
configured properly. Two VMs on the same network that are on an isolated PVLAN
won’t be able to talk, nor can they talk if they are on different community PVLANs. With
PVLAN:Ss you also have another layer to configure on the physical switches, setting the
PVLAN type properly for each network.

Again, moving VMs that should be able to talk together onto the same host will quickly
isolate whether the issue is a physical network one.

Finally, network latency or performance issues can be caused by misconfigurations
such as these:

= Manually setting the incorrect speed on a pNIC
= Configuring traffic shaping
= Configuring traffic filtering
= Manually setting failover order
= Disabling failback
= MTU mismatch on port groups, virtual or physical switches
You should also verify that your system BIOS, network card firmware, and drivers are
up-to-date.

If no traffic is passing at all, make sure you check the VM’s network connectivity and
port blocking at the VM and port group levels.
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Troubleshooting Upgrades

When updating your vSphere environment, the key first step is to do the upgrades in order,
from the “top” down. VMware KB article 2147289 has all the VMware products in a table,
in order, but in general terms you want to go as follows:

Automation

Operations

Network

PSC

vCenter

ESXi

vSAN and VDS (if needed)

N o g, wDhN-=

Upgrading your host before your vCenter server is a common mistake. Also, make sure
you have backed up anything you are upgrading, just in case.

After ensuring that you are backed up and upgrading in the correct order, there are some
areas in which you might run into trouble. For instance, vCenter occasionally has issues
stopping the Tomcat web service during an upgrade. If you see an error message about
Tomcat, try stopping the service manually or rebooting the host.

As mentioned earlier, in the section “ vCenter Connectivity and Services” regarding
replacing SSL certificates, if your hosts can’t connect to vCenter after an upgrade, try
disconnect/connect.

For other upgrade issues you can check the log files at C:\ProgramData\VMware\
vCenterServer\logs and in the ¥TEMP% directory—specifically the vc-install.txt,
vminst.log, pkgmgr.log, pkgmgr-comp-msi.log, and vim-vcs-msi.log files.

If you are using Update Manager to apply updates, there is a log file (vmware-vum-
server-log4cpp.log) that will include errors returned by the precheck script that runs
before updates are performed.

Troubleshooting Virtual Machines

Virtual machines running on ESXi hosts need some occasional care and feeding, with both
proactive and reactive processes. One good tool for both proactive and reactive monitoring
of virtual machines is the performance view from the host (Figure 8.25).

Note that performance charts are available from the cluster, host resource pool, and
individual virtual machine level. The host view is the most practical as it shows the virtual
machines whose performance is directly impacting each other, but all of the views have
their uses. Note that the CPU and memory used is from the point of view of the host and
won’t necessarily match from the guest point of view.
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FIGURE 8.25 Listing the virtual machines on a network
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Contention managing tools such as shares, limits, reservations, and memory swapping
can make the guest results considerably different.

One of the more useful counters is the CPU Ready value, available in the Advanced CPU
charts (Figure 8.26).

Figure 8.27 shows the same host using the esxtop tool. Note the %RDY, which is the
CPU ready as a percentage for each virtual machine.

This ms value from Figure 8.26 shows the time guest CPUs were waiting to run. This is
often expressed as a percentage, which is the percent of time spent waiting over the sample
period. A consistently high CPU Ready time (over 5%) implies the host is being overloaded
and virtual machines should be moved off it.

You can use the performance charts (and esxtop) to view the memory usage also for the
cluster, host resource pool, and individual virtual machine level. Remember that ballooning
is taking memory back from virtual machines; this is an indication that you have overallo-
cated RAM but isn’t necessarily a problem. See Figure 8.28 for an example of a host using
ballooning.

Swap, on the other hand, is always a problem as that indicates overallocated RAM.
Virtual machines are actively contending for physical memory and the host is writing some
guest RAM pages to a storage file. This usually results in significant performance penalties
to the VM that is experiencing the swapped memory.
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FIGURE 8.26 Showing CPU Ready on a host
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The performance charts are available as Overview with set values selected and Advanced
charts where you can pick the values to display, as shown in Figure 8.29. Advanced charts
can also be saved as image files or CSV files.
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FIGURE 8.28 A host experiencing ballooning due to guest RAM overcommitment

Hragator X | Besotaomioo | B0 e ) B Eeeess
| 4 Back Doy Sarked | Surniary | Moakor | Cinbgirs - Pemiiiions Vil Dalidiées  eheota  Updiiu Mansgar
q W a .
vg‘l&?‘l-‘-i(ﬂ'b Vecal g | ki (PoRETRe | Taika LEwnt | Hostwars St
iy Regunadt
~ R Aogonsin SOMAD H Wiaw: | Home - Tima Rengar | Assttme = | Show Uimein UTC: || Graph weireshas every 23 saconds
prpeeep— Summary for 350 Ta.coplocel
Mensory M) P x
o) ———
|
l
= i
a | o=
E=r !
g% = |
5 d i
# \
Fify - s
n
5| T L "
st prent) srae P =311 simLs i1 s [ st sian
foom A1V 0P 43P 440 WM M A2 A3 44D PN A58
W lsage W Baltoon @ Acdive @ Swap used @ Graned M Shared common
FIGURE 8.29 Advanced chart options
2] esx-Dtacorp.ocal - Chart Options. (X}
Chart options | Defauli | = ||| Save options #= . || Dei=te cptons Anays load ihes 8 uplicns fug
Ohan Mevizs Timespan | Real-ime £ i BLie can
“CPU Terged Obiects
Cluster services o M S i o
Datastorg Frim M1
Disk ¥ 2
T 3
Memory E -01 I
esx-01a.com local
MNehwark & i
Power - ————
CharTyoe: | LineGraph | - | 2l Nons
Storage adapler _
Storage path Select counters for tiis chart:
Shstem Sramiers R Uinits Iri=1al M Sied Tre Desrsipion -
Vikia! sl ] Co-stop Summation ms costop D#lz Time the virual maching iz s
VEpnere Repicstion [ Core Utlization Average ¥ coralliization Rate CPU ufifization of the comes™
[ Cemand Avarage MHzZ demang Abzolute Tne amcunt of CFU rasourc
] 1die Summatinn ms idle Defta Total ima that the CPU spet
[ Latency Avarags % Iatancy Rala Parcent of tmg he vinual m-
] Readiness Average k] readiness Rate Percentzges aof fims that the
] Ready Summation ms rzady D13 Time that the virtusl machin’_

| Hel




Troubleshooting HA and DRS 425

Troubleshooting HA and DRS

Issues encountered when using the High Availability and Dynamic Resource Scheduling
features of vSphere can take a variety of forms. For starters, make sure you have the correct
license version to enable the features. While vCenter Standard includes HA, you need
Enterprise Plus to enable DRS and proactive HA. And only HA is included with the Essen-
tials Plus level, but not even HA is included with Essentials.

Once the licensing is in place, you need to meet the prerequisites to enable HA or
DRS (see Chapter 10, “Ensuring High Availability for vSphere Clusters and the VCSA,”
for more information). Once they are enabled, some of the situations you might run
into include running out of resources, heartbeat datastore availability, and unprotected
virtual machines.

One of the first places to go for issue troubleshooting is the Issues view of the Monitor
tab, as shown in Figure 8.30 (note that most objects in vSphere have this view available).

FIGURE 8.30 Viewing current HA issues
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In this case, HA is reporting that it cannot satisfy the failover requirements. This would
normally be the case if admission control was disabled, but it could happen if hosts are
unavailable in the cluster, from being in a non-running state or in maintenance mode or
from an HA agent problem or a connectivity problem.

Similarly, you could be prevented from powering on virtual machines in a cluster due
to admissions control being set and either being set too high (large slots for small virtual
machines or excessive resource percentage) or hosts not being available. If all the proper
hosts are available, you can check the slot size using the summary section of the vSphere
HA view for the cluster (Figure 8.31).

If you are not using a fixed slot size, powering on VMs with large reservations or
enlarging the reservations on existing machines can set this high enough to block new VMs
from powering on due to a reduced number of slots. For more information, see Chapter 10.
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FIGURE 8.31 Viewing Admission control slot size
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Heartbeat datastores could become an issue for your HA cluster if there are storage
changes in your environment and you had manually selected datastores, or if there are no
available shared datastores. Note that vSphere doesn’t always use the datastores you manu-
ally select if you select more than two, if the ones you select are not shared, or if a datastore
becomes unavailable.

Summary

This chapter has covered troubleshooting a vSphere environment. Key to troubleshooting
is understanding how the product works and how your environment is configured. Past
that, there are a few ways to pull log files and several tools that can be used to examine the
current state of the environment.

Since understanding the functionality and settings of different components is crucial to
troubleshooting, the other chapters in this book are important for referencing. Knowing
that virtual machine reservations affect slot size, which affects admission control, which
affects high availability and can prevent you from powering on new virtual machines, can
be critical to troubleshooting a VM that won’t power on.

Some of the best tools for troubleshooting are the same ones used for monitoring the
day-to-day operations, such as the Performance tab. Using those tools periodically will keep
you aware of the baseline performance of your environment and could give you a heads-up
on potential problems. Other tools such as esxtop are usually only used during trouble-
shooting due to the depth of information they produce.

Finally, troubleshooting often involves vendors and other teams such as the networking
and storage teams. Be sure you involve those other teams in your troubleshooting process
and be prepared to discuss how vSphere interacts with those systems.
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Exam Essentials

Know common network ports used by vSphere.  Especially 902 (ESXi connectivity), 8000
(vMotion), and 5480 (appliance management), but be familiar with the others listed also.

Be familiar with the most common vCenter services. Know vpxd, Auto Deploy, Image-
Builder, and Tomcat, where to start/stop them, and why.

Understand the different vCenter database settings. Especially the ones controlling the
size of the database (performance counters) and where to change the settings.

Know the difference between vimtop, esxtop, and resxtop. The vimtop utility is available
on the VCSA appliance and works with vCenter. esxtop is on each ESXi host and shows
local stats, and resxtop is on the vMA management appliance or the vSphere CLI down-
load and looks up performance stats on remote ESXi hosts.

Know how SSL certificates are replaced and the more common troubleshooting tasks
around them. Knowing the proper steps to replace them is key, but reconnecting hosts is
a common resolution for certificate issues.

Know the most common log files and how to access them. Especially vpxd and
vmkernel. Make sure you have viewed files in the GUI and exported from vCenter and
ESXi hosts.

Know the ESXi agents vpxa and vmware-fdm. The vpxa agent communicates with vCen-
ter and vmware-fdm managed HA (if HA is configured).

Know the basics of storage and network troubleshooting. Much of storage revolves
around networking, so be able to pinpoint a network issue vs. storage and then drill down
on the network. Be familiar with CDP and LLDP and identifying network and storage con-
figuration issues.

Know CPU Ready and how to pull performance reports. Understand the uses of the
performance charts vs. esxtop and what a high CPU ready state looks like.
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Review Questions

The answers to the chapter review questions can be found in Appendix.
1.  What tools can be used to create CSV files of virtual machine performance data?
(Choose two.)
A. esxtop
B. vimtop
C. Performance view of a cluster

D. Performance view of a virtual distributed switch

2. What log file is considered the main vCenter log file?

A. Vmcad
B. EAM
C. vpxd
D. vimtop

3. Where can you download ESXi host logs? (Choose two.)
A. VCSA command line
B. vSphere Update Manager
C. vSphere web client
D. ESXi web client

4. Where are the install logs for the VCSA appliance located?
A. /var/logs on the VCSA appliance
B. /var logs on Update Manager
C. AppData\local directory for the installing user
D. VMware\vCenterServer\logs

5. When upgrading from vCenter 6.0 to vCenter 6.5, what should be your first step?
A. Ensure that Update Manager is on the latest version.
B. Upgrade all the ESXi hosts
C. Back up vCenter.

D. Obtain a new license from VMware.

6. What is the correct upgrade order to ensure a smooth upgrade?
A. vRA, PSC, vCenter, ESXi, vDS
B. PSC, vCenter, vRA, ESXi, vDS
C. vRA, vDA, PSC, vCenter, ESXi
D. ESXi, PSC, vCenter, vRA, vDS
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Which performance counter is approximately the storage response time a guest OS will
experience?

A. DAVG
B. KAVG
C. QAVG
D. GAVG
Which performance counter is the storage response time of the SAN?
A. DAVG
B. KAVG
C. QAVG
D. GAVG

What vSphere objects can the performance charts report on? (Choose two.)
A. Virtual machines

B. Virtual distributed switches

C. ESXi hosts

D. VVols

Which performance counter is approximately the time the host takes to process a
storage request?

A. DAVG
B. KAVG
C. QAVG
D. GAVG

What command will capture 100 sets of data in 5-second intervals?
A. esxtop -b -n 5 -d 100 > capture.csv

B. esxtop -b -n 100 -d 500 > capture.csv

C. esxtop -b -d 5 > capture.csv

D. esxtop -b -n 100 > capture.csv

See the accompanying image. What three options are most likely to resolve the issue
reported? (Choose three.)
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13.

14.

15.

16.

17.

18.
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Remove the reservation on vesa-02a.corp.local.
Remove the reservation on Tiny03.
Disable admission control.

Remove the reservation on Tiny02.

moowm»

Disable Dynamic Resource Scheduling.

Which two technologies can report on physical switch settings? (Choose two.)
A. CDP

B. PVLAN
C. VDS
D. LLDP

Which counter can indicate CPU contention?

A. Ready

B. Active

C. Swap

D. Balloon

Which counter can indicate significant guest impact due to memory contention?
A. Ready

B. Active

C. Swap

D. Balloon

Which counter indicates memory is being reclaimed?

A. Ready
B. Active
C. Swap
D. Balloon

What is the minimum licensing level required to enable High Availability?

A. Essentials

B. Essentials Plus

C. Standard

D. Enterprise Plus

What is the minimum licensing level required to enable the Distributed Resource Sched-
uler feature?

A. Essentials

B. Essentials Plus
C. Standard
D

Enterprise Plus
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19. Which storage technologies are not affected by Ethernet network outages? (Choose two.)
A. VSAN
B. Fibre Channel
C. SCSI
D. NFS

20. Where can resxtop be run from by default?
A. VCSA appliance

vMA appliance

PowerCLI

ESXi hosts

Cow
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This chapter addresses deploying ESXi hosts using the Auto
o Deploy mechanism as well as utilizing Host Profiles to manage
BT host configuration settings. The ability to simplify the deploy-
ment and configuration of hosts reduces the time to provision new hosts and apply changes.
With a mechanism to compare host configurations, configuration drift can be managed,
and the host settings can remain consistent between hosts, clusters, and datacenters.

A rapid and automatic method of standing up hosts with little or no manual intervention
can improve the flexibility of an environment and eliminate the requirement to be physi-
cally at a server to deploy it—no more USB drive or inserted CDs. Hosts can also quickly
be updated or reverted to previous versions as quickly as they can be rebooted.

Configuring Auto Deploy

With Auto Deploy configured, new hosts can be configured automatically as they boot,
reducing the time to deploy and eliminating manual steps. Custom boot images and
updates can be applied by simply rebooting the hosts, and troubleshooting some host prob-
lems can be skipped when rebooting the host rebuilds it from a known good image.

However, there are several steps required to properly configure Auto Deploy, and third-
party resources (specifically a DHCP server and TFTP server) are required. We’ll walk
through the steps over the following pages.

Auto Deploy Steps

1. The new host server powers on and its PXE-enabled network card makes a
DHCP request.

2. DHCP server responds with IP configuration and two options: a file server IP address
and PXE boot loader filename.

3. The host server’s PXE card sets the IP configuration received and queries the file server
for the PXE boot loader file.

The file server sends the PXE boot loader file to the host server.

The PXE card uses the PXE boot loader file to start booting the host and queries the
Auto Deploy server for an image file (a PXE boot file).
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6. The Auto Deploy server uses the properties of the host to determine which image
is appropriate and sends the host image file to the host server along with host pro-
file settings.

7. The PXE process on the host server chainloads the ESXi boot process using the sup-
plied image file and configuration settings.

The components needed for Auto Deploy include a host with a PXE-capable network
card, a DHCP server, a TFTP server, and a vCenter server. Optionally, you can install Pow-
erCLI if you would like to manage Auto Deploy rules and images using cmdlets. The ability
to manage all settings from the GUI is new to vSphere 6.5, but if you used PowerCLI
scripts in the past. they will still work with 6.5.

Enabling PXE Boot

The first step is to configure your host to boot from the network card. You may need to
refer to your host server or network card documentation to enable PXE booting; however,
many systems with PXE-enabled network cards will attempt to boot using PXE, either ini-
tially or if no other boot source is found. To speed up boot times, you may want to ensure
that the PXE card is the first boot option in the host BIOS (Figure 9.1).

FIGURE 9.1 BIOS boot order

Main Ndvanced Secur ity

Netuork boot fron Uuare UMKNET3
Renvable Devices

+Hard Drive

CD-ROW Drive

If your network requires VLAN tagging on the ESXi host management subnet, you will
need to ensure that your host’s network card supports tagging and is configured to supply
the proper VLAN ID. If you can configure your network to use the native (or default)
VLAN for the management network, you can avoid manually configuring each host.

Configuring DHCP

Once your host is set to boot from the network, a DHCP server is needed to supply the
proper IP settings (address, subnet mask, default gateway) and the PXE boot parameters.
If your DHCP server is not on the same network as your ESXi management NIC, you will
need a DHCP helper server configured to forward the request to the DHCP server.
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The DHCP server needs to be configured to supply the IP address of the TFTP server
along with the filename of the PXE boot loader. While many DHCP servers use option 066
Boot Server Host Name and option 067 Bootfile Name to supply the values dur-
ing a boot request, you may need to check your DHCP server’s documentation on setting
these values. VMware offers a Knowledge Base article (KB 2005071) that covers Windows,
Infoblox, and Cisco DHCP server configuration.

A Windows 2008 R2 server uses options 66 and 67 (Figure 9.2). These should be
configured as options for the management network (as opposed to DHCP server options) to
prevent PXE boots from other networks from being directed to the Auto Deploy server.
The boot file name will be undionly.kpxe.vmw-hardwired for normal Auto Deploy—
linked boot but the TFTP server or boot server value will change for your environment.

FIGURE 9.2 Windows DHCP server with Auto Deploy options

Opkion Mame | Wendor | Yalue | Class
|i=| 003 Router Standard 192.168.0.1 Mone
|i=| 066 Book Server Host Marne Standard 192.168.0.4 Mone
|i=| 067 Bootfile Marne Standard undionky kpxe,vrw-hardwired Mone
3| 006 DNS Servers Standard 192,165.0.47 More
j 015 DS Domain Mame Standard corp,local Mone

There are scenarios where the boot file name can change, including in order
for one TFTP server to support multiple Auto Deploy servers. You can find a
blog post detailing one such scenario at
blogs.vmware.com/vsphere/2013/06/configuring-pxe-to-support-
multiple-auto-deploy-servers.html.

Configuring TFTP

A TFTP server accessible from the management network is needed to supply the boot
loader file during the iPXE boot process. We are using SolarWinds’s free TFTP server for
our lab, but you may want something more robust. Once the TFTP service is installed and
running, make sure to create firewall rules on the TFTP server permitting access. You can
use a TFTP client (there is one built into Windows) to test access to the TFTP server to
verify connectivity.

After you configure Auto Deploy on your vCenter server, you will need to download the
TFTP files and place them into the TFTP root directory (Figure 9.3).
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FIGURE 9.3 TFTP root directory with Auto Deploy boot files

| CATFTP-Roof|

Mame

|| snponly6d.efi
:I snponlyBd.efi.officialkey
:I snponlyfd.efitestkey

: snponlyfd.efivmw-hardwired

[] tramp
| | undionly.0
[ undionly.kpxe

j snponlytd.efivmw-hardwired. officialkey
.j snponlyfd.efi.vmw-hardwired testkey

|} undionly.kpxe.debug

| ] undionly.kpxe.debugmere

_'| undionly.kpxe.nomecast

|_] undionly.kpxevmw-hardwired

;j undionly.kpxevmw-hardwired-nomcast

Date modified

Type

EFI File
OFFICIALKEY File
TESTKEY File
VIMW-HAR
OFFICIALK
TESTKEY File
File

Y File

0 File
KPXE File
DEBUG File

DEBUGMORE File

NIRE...

281 KB
266 KB
263 KB
261 KB
266 KB
63 KB

1 KB
122 KB
122 KB

ra

96 KB
22 KB
122 KB
122 KB
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These files include the undionly.kpxe.vmw-hardwired boot loader and the tramp file,

which includes the information needed for the iPXE boot process to find the Auto Deploy

service. If your vCenter server IP address changes, you can edit the tramp file to direct

hosts to the new IP.

Enabling Auto Deploy

One of the new changes with vSphere 6.5 is that Auto Deploy is bundled with vSphere
and cannot be separated. After you install the Windows-based vCenter or deploy the

VCSA, you can enable Auto Deploy by starting the services and configuring them to start
with vCenter.

1.

Go to the System Configuration section of the Administration menu in the web client

(Figure 9.4).

Select your vCenter server, and under the Services section, open the Related

Objects tab.

Start Auto Deploy and the ImageBuilder Service, and set them to start with vCenter by

editing the startup type (Figure 9.5).

Once the two services are started, the Auto Deploy option will be available in the

Operations and Policies menu (Figure 9.6). Log out and back into the web client if the

icon is not available.
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FIGURE 9.4 System Configuration

vmware: vSphere Web Client  #=
) Hosts and Clusters » =
= - =1
2 WMs and Templates b i L *_ﬂ g E
E Soraga > Hosts and WMs and Storage Networking Content Global
€3 Neworking > Clusters Templates Libraries Inventary Lists
[l Contant Librarles >
L'_'tb Gioballnventory Lists > Operations and Policies
¢4 Policies and Profiles > @ 3 &3 = @ ljJ
i Update Manager > 8 - =
15’ vSphere Replication Task Console Event Console ng:ll:sge Csl.lpselzlzr‘?i:onn magl:r Host Profiles
Ma
& Adminisyation > S
[£] Tasks
o & & R ik =
& Tags & Custom Afiribut..
Roles 18 Viranainn Customer vRealiza
@, New Ssarch 5 Configura System Configuration Experi rﬁa
P nager
= sawed Searches >
Plug-ins for Insallation

FIGURE 9.5 Editthe startup type.

vmware: vSphere Web Client  #=

' dh vesadtacomlocsl B (4 | (& Actons -
Summary  Monilor  Manage | Related Objects |
Services
B Stan /' Setings | {GhActons =
Hame 1a swnnej (@ Actons - Auto Deploy (vesa-01 corp local) | State
@ App Manag Senv fcd ) Rest Running
J Auto Deploy Manual l P Start Stopped (normal)
@ Cemponent Manager Autormatic | & 210 Running
@ Content Library Service PO Edit Startup Typo | Running
@ ImagsBuilder Service Manual | 7 Setings > l Stopped (narmal)
G Licensa Service 2 @ Coon’ Running
@ Service Control Agent Automatic i Good Running
@ VYMwars Ap A i @ Good Running
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FIGURE 9.6 Auto Deploy in the Operations and Policies section
(1} Home
Home
Invenionies
m 2 = ¢ B , 3
U= = | |
Hosts and W and Storage Netwaorking Content Global vSphere
Clusters Templates Libraries Inventory Lists Replication
Operations and Policies
= —_— : 2 § I
v ~ .
] 9 T W & >
Task Console Event Console VM Storage Customization Update Aulo De| Auto Deploy Profiles
Policies Specification Manager =
Manager
5. There are three tasks to accomplish after Auto Deploy is started:
a. Add a software depot to pull images from.
b. Create Auto Deploy rules to associate images with hosts.
c. Copy the TFTP files to the TFTP server.
6. Use the Configure menu of the vCenter object to locate the TFTP boot file zip link
(Figure 9.7). Extract the files from the zip archive to the TFTP root directory.
FIGURE 9.7 Downloadthe TFTP boot files from vCenter.
Navigator }  [Dvesablacorplocal  fly &7 Y@ g | {ZhAckiona -
4 Back | Getiin Sum Monitor | Confi... | Permi  Datac Hoste  YMe  Datas. Nalw Linke Exten
n 'd EI Q " Auto Deploy
7 Ragionall Sl BIOS DHCP Fila Name undionly kpxe vmw-hardwired
~ I RegionAD1-COMPO1 Lol IPXE Boot URL http= 11192.168.0.133-650 1/vmwirbditramp
\; esx-'.} ta.corp:local Licensing S S ieGH
[ e5x-02a com lacal Message of the Day i
& Tiny01 Gache Space In-lise 7 MiB
i Advanced Settings
1 Ty 02
& T3
51 TinyD4 vCenter HA
d VCSA-DZ2a = vSphere Replication

&5 vSphere_Replication

About
Target Sites

Replication Servers
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7. The Auto Deploy server needs a repository of images to associate with hosts. You can
use a public repository such as the official VMware one, or you can create your own
repository to hold custom images and software packages.

To use the VMware public repository, create an Online depot referencing
hostupdate.vmware.com/software/VUM/PRODUCTION/main/vmw-depot—index
.xml (Figure 9.8).

FIGURE 9.8 Creating an online depot for the VMware public repository

"] Add Software Depot ?
Select the type of depot you want to create
VMware Public
URL ymware com/software/VUN/PRODUCTION/main/vmw-depat-index xml
) Custom depot
OK || Cancel

Once you have a depot available with images, you can create Auto Deploy rules to assign
images to hosts, which we’ll cover next.

Adding Deploy Rules

You can use the New Deploy Rule wizard from the Deploy Rules tab to create a new rule
to associate images with hosts. Rules are required to automatically assign images; however,
you can link a host to an image manually.

A host will continue to use an associated image until it encounters a new rule that
assigns a different image. If you delete a rule, any host that used that rule for deployment
will still use the assigned image until a new rule is created or the host is removed from
inventory.

When you create a new rule, you must specify that it applies to all hosts or add a pattern
for the host to meet. To see the properties supplied by your hosts, look at the error screen
when one boots when there is no rule.

Machine attributes:

. asset=No Asset Tag

. domain=corp.local
hostname=
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.1pv4=192.168.0.143
. mac=00:0c:29:el:3e:cf
. model=VMware Virtual Platform
. oemstring=[MS_VM_CERT/SHA1/27d66596a61c48dd]
. oemstring=Welcome to the Virtual Machine
. serial=VMware-56 4d 22 ff 6d 41 82 19-9a of
. uuid=ff224d56-416d-1982-9a0f
. vendor-VMware, Inc.

Once the hosts are selected, you need to select the image to use, an (optional) host pro-

file to assign, and the location in the datacenter the hosts should be assigned to.

After creating the rule, make sure you activate it using the Activate/Deactivate Rules

wizard (Figure 9.9).

FIGURE 9.9 Activate the deploy rule.

il Activate and Reorder
1 Activate and reordes Activate and reorder
Actvats, deactivate or changs the deploy rule order

2 Readym complete
O Name Status Fatiems mage Profie
1 NewDs= Active Vendor Vibware* 0 ESXH5D-
Y Mame Slalis Pallems mage Profie

Test rules befors activation

Host Profle

4 Deactivate

Hest Profile

Lacation

§J Repionani

Location

Sorat Hundic

Cancel

The Discovered Hosts tab (as shown in Figure 9.10) will display hosts that have con-
tacted the Auto Deploy server and not been assigned an image. You can select a host from
the list and use the Add to Inventory wizard to manually assign an image, host profile,

and location.
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Adding a Custom Image and Profile

Your server vendor may offer custom images for your server hardware that could include
specific drivers, vendor-supplied VIBs, or patches specific to the server. They often are
smaller than VMware-supplied images as they do not need to include drivers for other ven-
dors or hardware.

You can import the ZIP file containing the image as a separate repository (Figure 9.10
and Figure 9.11).

FIGURE 9.10 Importing a custom image ZIP file

Mame:  [Dell 6.5 Imape |

File G WiwareViivisorInstalier-6 &0 updated2- 9798722 4| [ Browse., |

Upload Close ]_'

You can also create your own profiles to use, pulling software packages from the any of
the depots, including the public VMware depot and uploaded vendor-specific ZIP packages.
See Figure 9.12 for a sample image profile created using packages from public and vendor-
specific depots.

Stateless Caching and Stateful Installs

There are two other methods of using Auto Deploy beyond reading an image from the
Auto Deploy server at boot: Stateless Caching and Stateful Install. Either of these options
requires changes to the boot order of the host and a host profile with the proper settings.
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FIGURE 9.11 Listing available image profiles

&1 At Deplay

Getting Start=d | Software Depots | Deploy Rules Deployed Host=  Discovered Hosts

i (g Fiter <] | Bofware Depot Dell 6.5 Inags
'\i""'-' e [lmgsﬁumﬂ Seftware Packages
o YMware Pubkc Online
CF Local Images Custom Q Fiar =)
5 Dell 6.5 Image Zip Hiame Acceplance Level Vendos Las| Modified
@) DelEMC-ESXI6 50292987  Pariner supparied Dell 81772018 5:30 AM
FIGURE 9.12 Custom image profile
Software Depot: Local Images
mﬁ!é§1 Softvare Packages |
o NewImage Profile. | #Edit. 3 Delete @3CIlone.. @ o § [ Fiter -
Hame fecaptancs Level Vendor Last Madified i)
@ Custom Partner supparted Dell 9M2/2018 11:56 PM 1
L] 3a 3
- 2items [mh Eport~ (18 Copy~
Image Profile: Custom
(@ Filter - |
Hame Version Acceptance Level Vendor
) dell-configuration-vib B.5-2A04 Partner supporied DellEMC
(& ata-pata-cmdbayx 0.2.5-3vmw.650.0.0.4564108 VMwrare certified VMW
[y ata-paia-hptdx2n 0.3.4-3vmw.650.0.0. 4564106 VMyrare certified VMW
& ata-pala-pdc2027x 1.0-3vmiv 650.0.0. 4554 106 VMware certilied WMWY
(§y ata-pata-siiéad 0.4.8-3vmw 550.0.0. 4554108 VMware certified VMW
§y misc-drivers 6.5.0-2.50.8294253 Vhware certified VNI
[#y shim-vmklinux-8-2-1-0 6.5.0-0.0.4564106 VMware certified VMW
\% shim-vmklinux-9-2-2-0 6.5.0-0.0. 45684106 VMware cartified VMW
@ ata-libata-92 3.00.92-16vmw.650.0.0 4564106 VMvrare certified WMWY
#p shim-ibata-9-2-1-0 6.5.0-0.0.4584106 VMware certified VMW
@ shim-libata-9-2-2-0 6.5.0-0.0.4564106 Vhiware certified VMW
& vmkplexsrvmkplexsr 6.5.0-0.0.4564106 VMvrare certified VMW
(& shim-ymidlinux-4-2-3-) 65.0-0.0 4554106 VNwrare cartifisd VMW
& asx-bas: 6.5.0-2.64.8535087 VMware cartified VMware
_-‘,“3\_,‘,‘.“_1,-_,.._4 :r; ENnNCA o V.Y L J | b ¥ W A =t

Stateless Caching enables the host to cache the software image obtained from Auto
Deploy on a local or remote disk or a USB drive. This has the primary advantage of allow-
ing the host to boot even if the Auto Deploy server is not available during startup.
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Note that if the vCenter server is available but the Auto Deploy service is not available
when a Stateless Cache host boots, it will not join the vCenter server automatically, but the
hosts can be manually joined. If the vCenter server is unavailable, you will need to use the
host client to manage the hosts.

Stateful Install will install the Auto Deploy—sourced image to a local, remote, or USB
drive on the host. The host will not contact Auto Deploy again after the install.

Make sure you set the boot order of the host properly:

= Stateless Cache: Attempt to boot from network, then boot from disk.
= Stateful Install: Attempt to boot from disk, then boot from network.
For Stateless Cache, it will always attempt to contact the Auto Deploy server and if that

fails will boot from the cached image. For Stateful Install, once the image is installed it will
boot from there and not contact Auto Deploy.

You will also need to set the proper system image cache profile settings on the Host Pro-
file assigned to the hosts. See Figure 9.13 for the possible options.

FIGURE 9.13 System image cache profile settings

[l5 Host Profile - Edit Host Profile 7w

w1 Name and description Wi | Al - | System Image Cache Cor

bl ? Edithostprofle k- Q Fi System Image Cache Profile Setings

¥ [¥]F5 Advanced {

5

| User must

User must

| Enable stateless caching on the host
| Enable stateless caching 1o # USB disk on the host
| Enable stateful instalis 10 8 USB disk on the host

¥ Mﬁ-— Networking configuration
b [VIED) Securlty and Senvices

» [V Storags configuration

Back i Finizh Cancel

If you choose either of the options that do not use a USB disk, you will also need to
specify the disk to use and choose to overwrite VMFS and/or ignore local SSD drives
(Figure 9.14).
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FIGURE 9.14 Configuring stateful installs

System Image Cache Profile Settings

Enable stateful installs on the host v |
*Arguments for first disk Ilucalesx:bca'l'

*Check to overwrite any VMFS ] Enabled
volumes on the selected disk

*Check to ignore any SSD ["] Enabled
devices connected to the host
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@ Real World Scenario

Troubleshooting Auto Deploy

Understanding the Auto Deploy sequence is key to troubleshooting the configuration.

1. Make sure the host received an IP address from DHCP.

If you know your MAC address, you can also check your DHCP server for a valid lease
for that address.

2. Make sure your host has requested the boot loader from the TFTP server by checking
the log files of the server for the IP address or DNS name of the host.

The process starts with the undionly.kpxe.vmw-hardwired file and ends with the
tramp file.

3. Make sure the PXE process queries the Auto Deploy server by checking the boot
screen of the host for an error message about not finding a rule set.

4. Make sure the Auto Deploy server has a rule that applies to the host and manually
assign an image if no rule matches.

Z Ao Deploy
Geming St37ed SofwareDepois  DspioyRules  Deployen Hosts | Discovered Hosts |
€ Homs et @ not mateh any ceploy nules are fisted below
& P =

Pud [ Hosimmme  WAE Srfal mumbe a Wods Vendar (U1T]

[ 152.160.0 140 feB80.20c 29H:deee ddb

dldb  WhMware-564d 27 a..  Viware Virdual Platform | Vidware. | a2374d56-2104-Ebic-edc1-425]
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i Aute Daploy

fhvare Depots  Daploy Rules:  Deployad Hosts | Discovered Hosts

iatch any deploy rules are listed befow

IPy4 156 Seoal fumbes 14 Mode VEncar (51 ]

Add heosts to vCenter inven ‘ e
(BS5E9BE 11, = s profiie snd esdU4b  VMwars564d27a.  VMwara Vitual Platorm  VMwars, |, a2274056-a/4-5bic-94c1-4250

5. Ifarule has been removed but a host still uses an image assigned by the removed
rule, remove the host from inventory to reset the image assignment, or create a new
rule that matches the host.

Enable and configure Auto Deploy

Required: DHCP server configured to supply IP settings to the host management network,
TFTP server available from the host management network, and a vCenter server.

1. Connect to the DHCP server and configure option 66 with the IP address of the TFTP
server and option 67 with the filename undionly.kpxe.vmw-hardwired.

Option Mame | Wendor | Yalue | Class
|52 003 Rouker Skandard 192,165.0.1 Mone
=) 066 Book Server Host Mame Skandard 192,165.0.4 Mane
|2 067 Bookfile Mame Standard undionly  kpxe, vmw-hardwired Mone
3] 006 DMS Servers Skandard 192,165.0.47 Mane
+3] 015 DMS Domain Mame Skandard corpulocal Mone
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2. Log into the web client and open System Configuration from the Home menu.

vmware* vSphere Web Client
Navigator ala

b ‘?_"9_‘ - Home |
_ imeriories

| [ Hosts and Clusters > = : =

u g = . = =1

2 WMs and Templates > £ : :,J _ﬁ 9 i [«_-‘:] @
|

E Soraga > Hosts and WMs and Storage Networking Content Global

€3 Neworking > Clusters Templates Libraries Inventary Lists
| 5l Contant Libraries >

tions and Policie

| Global Inventory Lists > Dpo . %

it} Policies and Profiles > @ 3 §; b= % | I

i Update Manager > na) - —

Task Console Event Console VM Storage Cuslomization Update Host Piofiles
¥’ vSphere Replication F’olit':lasg Specification Manager
Ma
& Adminisvation > e
[£] Tasks

o & & Rk =
* Tags & Custom Atiribut. P
Roles Syste Viranainn Customer vRealiza

€, New Search » Configura System Configuration  Experienca Olﬁ:'r‘aalions
P el ger

= sawed Searches
Plug-ins for Insallation

3. Select the vCenter server from the Nodes section and open the Related Objects tab.
4. Right-click Auto Deploy and choose Edit Startup Type.

5. Choose Automatic for the startup type and click OK.

[ Auto Deploy (vesa-d1a.corp.local) - Edit Startup T... (7

Select the startup type for this senice:

(=) Autom atic
The servce starts autom atically when the OS starts

() Manual
You must start the senice manually after the OS starts

_) Disabled
The senice is disabled when the OS staris

oK || Cancel |
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EXERCISE 9.1 (continued)

6. With Auto Deploy selected, click Start.

Navigator i

4 Back »

o= vesa0la.complocal

A Senices

o vesa-0ta.corp.local

Summary Monitor Manage
Services

P Stag
Name D

J Appliance Manag
Auto Daploy

Companent Manager

B R

Content Library Service

8 4

Start the service
.

{2} Actions -

Related Objects

# Seftings

o Type

g8 Actions =

1 &l Starty

natic
Automatic

Automatic

Automatic

7. Repeat steps 4-6 for the ImageBuilder service.

Services

I3 Restan W Swop J Setings

Name i1a

J Appliance Management Serv Automatic
3 Auto Deploy Automatic
2 Component Manager Automatic

J Content Library Service Automatic

) 'mageBuilder Service Manual

Running
Running
Running
Running

Stopped (normal)

8. Open the Hosts and Clusters view from the vCenter menu.

9. Select Auto Deploy from the Configure tab for the vCenter object.

10. Click the Download TFTP Boot Zip link to download the bootloader archive.

Advanced Settings

vCenter HA

+ viphere Replicatio

About

Target Sites

n

Replication Servers

Navigator }  [Dvesadacomplocal | [y &7 Y@ g | {ZhAcions -
4 Back Geftin Sum Monitor | Confi... | Pemi Dratac Huosts VMes  Datas Natw Linike
| 1 [
o 2 = = “ Ao Deploy
(& vesa-01a.corp local :
Ragionan1 Al BIOS DHCP File Name  undianly kpxe vaw-hardwirad
. Genaral
~ I RegionAD1-COMPO1 e IPXE Boot URL hiip=117192.168.0.133-650 1/vmwirbdiramp
3 x-01a.corp-local Licensing Cache S 2 00 GiB
= y Cache Size 2.00 Gig
[ esx-02a com local Message of the Day i )
Cache Space In-Use 7 MiB

Exfen
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11. Extract the bootloader archive to the root directory of the TFTP server.

CATFTP-Roof]

Mame & Date modified Type Size

D snponlyBd.efi 9/6/2018 10:37 PM EFI File 281 KB
|:| snponlybd.efi.officialkey §/6/2018 10:37 PM OFFICIALKEY File 266 KB
[7] snponly6d.efitestkey 9/6/2018 10:37 PM  TESTKEY File 263 KB
D snponlyfd.efivmw-hardwired G/6/2018 10:37 PM VMW-HARDWIRE... 261KB
D snponlytd.efivmw-hardwired.officialkey 9/6/2018 10:37 PM OFFICIALKEY File 266 KB
D snponlyfd.efi.vmw-hardwired.testkey 9/6/201810:37 PM TESTKEY File 263 KB
[ tramp 9/6/201810:3TPM  File 1KB
[7] undionly.0 9/6/201810:37PM O File 122 KB
[ ] undionly.kpxe 9/6/201810:37 PM  KPXE File 122 KB
[ undienly.kpxe.debug 9/6/201810:37PM  DEBUG File 92 KB
|:| undionly.kpxe.debugmere 8/6/2018 10:37 PM DEBUGMORE File 96 KB
D undionly.kpxe.nomecast 9/6/2018 10:37 PM NOMCAST File 122KB
D undionly.kpxevmw-hardwired 9/6/2018 10:37 PM VIW-HARDWIRE... 122 KB
D undionly. kpxevmw-hardwired-nomeast 9/6/2018 10:37 PM VMW-HARDWIRE... 122 KB

12. Boot the host and verify that it stops at the Machine Attributes error screen.

13. Open Auto Deploy from the Home menu.
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B 7

Global vSphere
Replication
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EXERCISE 9.1 (continued)

14. Find the host in the Discovered Hosts tab in Auto Deploy.

i Awio Deploy
Getfing Sterzd  Softwars Depots  Dsploy Rules  Deployed Hosts | Discovered Hosts |

0 Hoats that did not mateh any deploy rules are listed below

IPud IPv Hosiname 4

0140 feB0.20c 254 fe

Serial numbe 14 Modsl Wendor uun

Vhware-564d 37 a.. Vil

irtwal Platform  Vidware, |

15. Select the host and choose Add to Inventory.

7l Auto Deploy

Getting Started  Software Depots  Deploy Rules  Deployed Hosts | Discovered Hosts

0 Hosts that did not match any depioy rules are listed below.

F Add to Inventory..
1Pud B 1PuA Hostname

E 192 168.0 Add hosts to vCenter inventory and assign
7 them an image profile and host profile.

16. Select the image to apply to the host.

T 192.168.0.140 - Add to Inventery (71 W

slscithe image profile to be assignad to host
2 Selecthost profile

Softwars depot: | Wiware Public = 9

e Leval vandor

Hame 1¥ Accepts
X1-6.7.0-8169922-standard | Parine
ESXI-6.7.0-8169322-no-tools Parinar supporied VMware, Inc 4
8Xj-6,7.0-201802804001-sta PFariner suppaoried
18080400 1-no-

180704001-sta

odmed Dieacnpion
2018 6.0T PM
2018 6:07 PM
BA32018 44 PM
B/8/2018 544 PM
G/3/2018 844 P
18 844 PM

supporied Viware, Inc 4

suppart

ar suppart

Partnar supparied

Partnar suppored For mosa
Parinar supporied 8/372018 944 PM For mesa
T02TF2016 1:43 AM The gene

1 116 1:43 AM The gene

18 4:40 AM For more

TA12018 4:40 AM For mare

TA2018 440 AW For mare

VMyrare T2 40 AM For more
) i 0 2r o ad VMwasre, Inc TI31/2008 4:40 AM For more |7
v 0

[ Skip imags profils signaturs check @

Next Cancel




17. Select the host profile to apply to the host.
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F] 192.168.0.437 - Add to Inventory

Select hostprofile

+ 1 Selectimage profile
Selectthe host profile to be assigned to hosts

8 ? Sectbostpiotie ]
¥ 3 Selecthostiocation [] Do not include a hast profile
4 Readyio complete | Filtar |

Host Profile Neme + afonolant Bt
Oy ESxi0t [
(| [y wsni2 |
=) [ Bod Profile (ESXi01) [

(] (@ Finer
Mot Compdant Hosts
9
0
0

18. Select the inventory location for the host.

T 192.168.0.140 - Add to Invantory

Selecthost location

w1 Selectimage profile
2 Select hoat profile
host locaiion

Fiter | Browse

Selectthe location where the hosts that match the rule should be added

4
Heady o complet: Select 3 datacenter or foldsr or custer.

(il veza-018 corp local
~ [y Regionat

T ReglonAD1-COMPO1

19. Verify the settings and finish adding the host to inventory.

‘@ 192.168.0.137 - Add to Inventory

+ 1 Selectimage profile Readyto complete

" 2 Selecthostprofile

»" 3 Selecthostlocation Hosts:
4 Readyto complete Image Profile:
Host Profile:
Location

Review your settings selections befare finishing the wizard.

192.168.0.137
(@) ESXi-6.5.0-4564106-standard
[i5 Gold Profile (ESXi01)

[ RegionAD1-COMFO1
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EXERCISE 9.1 (continued)

20. Verify that the host has booted and loaded the proper ESXi image and host profile.

YMuare ESXi 6.5.0 (VWMKernel Release Build 4564106)
YMuare, Inc. VMuare Virtuval Platforn

x Intel(R) Core(TM) i?-?5671 CPU @ 3.58GH=
Gil Hemory

2
4

Dounload tools to manage this host fron:
http://192.168.0.140/ (DHCP)
http://[feB0: :20c:29ff :feee:dddbl/ (STATIC)

Employing Host Profiles

VMware vSphere Host Profiles offers a solution to manage and compare host settings. While

host profiles are a key component of Auto Deploy, they have significant usage even if Auto

Deploy is not used in the environment. Host profiles can be used to ensure that all of your

hosts are configured identically across datacenters, to ensure that any new change is applied

uniformly, to speed deployment of hosts, or to troubleshoot why hosts do not behave the same.
The standard host profiles workflow is as follows:

Build a “gold” host with all the appropriate settings.
Extract a host profile from the gold host.
Apply the profile to a new host.

Check for any differences between the new host and the profile.

g w D=

Apply the changes from the profile to the new host.

However, not all steps have to be followed. Instead of applying the profile to hosts, you
can export it to keep as a backup or use with a separate vCenter installation. You can also
choose to only compare settings and not remediate.
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Host profiles are managed using the Host Profiles menu option from the Operations
and Policies section of the Home menu (Figure 9.15). You can also start Host Profiles
management from Policies and Profiles, accessed from the Home drop-down menu.

FIGURE 9.15 Managing host profiles

(1} Home
| Home |
Imentones
=y ) =] |
il 3 y = L 1
0 £l = @ [=] =) £
Hosts and VWi and Slorage Metworking Content Global vSphere
Clusters Templates Libraries Inventory Lis's Replication
Operations and Policies
I - = =t T S | gl
] P 5 LA & A g
Task Console Event Console Wi Storage Customizafion Update Auto Depioy Host F‘er‘=
Policies Specification Manager Host Profiles
Manager L
Administration
ol i i % L m

Creating and Using Host Profiles

To create a new host profile, you use the Extract Profile wizard (Figure 9.16).

FIGURE 9.16 Extracting a host profile

| Objects |

[ Host Profiles

(5 Gold profilé

Host Profie Na

ok Extractprof.. [J ImportHos.. | H7 Duplicate

1 alF et Yosts

Extract profile from a host

1

- [y Copy Settin... {F Copy Settin..

Mot Compliant Host

Once the profile is extracted you can review the settings captured and edit them by click-

ing the profile name (Figure 9.17).
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FIGURE 9.17 Viewing host profile settings

[ Gold profile (ESXi0da) | 0 O U7y Gy B | {ghActons -

Gading Starfed  Summary.  Monifor Eonlrgur:'|l-las‘:n

4 | f# EditHostProfia.. | | [z CopySatings from Hest. || _. EntHast
» ETlAdvanced Configuration Settings e T mdupe
b (7] Gansrel System Settings Promptthe user for IPwt 2ddtass itno dafeultis sarletie
= Netwartin it
= i Hetpotig goriguatn Enable IPv0 Address via Router advertisements
¥ T vBwilch

Alaw IPvE aderess o ba determined by Rouler Adwnisements
» 2] Viual maching pest grous

*Aufocontigure IFve true
= {55 Hozt port group
w [ Managemeni Network Enabie 1Py Address via [IHC Pv6
¥ IP address sellings Alow IPvE address to be determined by DHCEVE
By VLA i capspuaion "Us DHCPVS faise
[ v&witcn selecton
Static [PV6 address

[ Hetwork paicy Canfiguration

tychoose the policy oplion

» I Physscal NIC confaguration
¥ [C1vSphene Distributed Switch
b EX)Host vinust NIC

Wnie Detault gateway for (P routing

{5 Metwerk Coredump Settings

» [T1Secwiny and Services .

In addition to changing captured settings, you can also disable sections of the host pro-
file (see Figure 9.18) so they will not be used for compliance checks or remediation. This
can be useful when storage or networking parameters vary or you only want to remediate
some settings.

FIGURE 9.18 Disabling host profile settings

E‘j Gold Profile (ESXi01) - Edit Host Profile

+~ 1 Name and description view: [ Al [~ |

b 2 Edit host profile (Q Filter

» (VI3 Advanced Configuration Settings
» (V][] General System Settings

» [_I[ils Metworking configuration

» V][] Security and Services

» (Vi[5 Storage configuration

Once the profile contains the settings desired you can attach it to individual hosts or all
hosts in a cluster by using the Attach/Detach wizard in Host Profiles or the Host Profiles
actions menu available from a cluster or host object (Figure 9.19). Be advised that you can
only attach one profile to a host at a time.

When a profile is applied to a host, it may require customization—fields that typically
have unique values for each host, such as IP address, MAC address, IQN name, and so on.
When the profile is attached, the values will be read from the attached host and you will be
prompted to validate those values (Figure 9.20).
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FIGURE 9.19 HostProfiles menu on a cluster object

@ |8 8 @

w [ vesa-01a.comp local
+ [y RegionAD1

[Issues | Periormance | Tasks & Events | |

Llusiepsomplante

B Actions - RegionA01-COMPO1 s Status: @

E 192.153,? .ﬁ Add Host...

@ esx-0tag [& Move Hosts into Cluster. Gold Profile (ESXi01) Status: @
[ esx-02a¢ - |

& Tinyo1 Mew Virtual Machine R ‘
{3 Tiny02 New vApp »
{5 Tiny03 ‘ # New Resource Pool..,

@ Tinyod4 @ Deploy OVF Template.. [ Cluster Requirements Compliance H

{1 VCSA02  Restore Resource Pool Tree. .
&h vSphere_

Storage 4

Host Profiles o B A iost
{@ Change Host Profile. .
S Remediate...

{ig Detach Host Profile

Edit Default VM Compatibility...
[5g Assign License..

Settings € Check Host Profile Compliance
Move To... @ Export Host Cuslffm't;atlons. )
Rehame... @9 Edit Host Customizations...
Tags & Custom Alftributes »

FIGURE 9.20 Customize hosts.

v 1 Selecthostsiclusters Customize hosts

=
| @, Filles -
Requeed  Frosery Mame Path Vaive
Yes Attivate Sterage configuraiion > Software FCOE Configurstion > Ada . [ Enabled =
Yes Adagter MAC Ader.. | Storage configuration > Sofware FCOE Configuration » Ada.. IW|
Yes Activate Storage configuration » Sciware FCoE Configuration > Ada ] Enabled
No Disabie the Adapte . Storage configuration » ISCS| Inidater Configuration = Softw 7] Enabled

Yes Local device name | Storage configuration > Native Multi-Pathing (NMP) > Sterag.
No MAC Address Netwarking configuration = Host virfual NIC = RegionAD1-v0. :l
Ne ISCS] Alias for the ... Storage configuration = iISCSI Initiater Configuration = Softw ..

Yeg Adaptar MAC Addr., | Storage configuration = Software FCoE Configuration = Ada . (|00:0c:20:a4:18:01 1]
Yes Atlivate Storage configuration > Sofiware FCoE Confguration > Ada... [ | Enabled

ep ‘Specty iQN for 1S Storsge conliguration > ISCSI Initiater Connguration = SOMW .. |m vmware:esx-01a-66¢6512b

Selected propery name: Spacify ION for ISCS! Adapter

Selected property path: Storage configuration > i3CSi Inifiator Configurafion » Software I2C31 Infiator > vmhbabs > Software iSC81
Initiater Configuration = Initiater KN
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After a profile has been attached to a host, you can check host compliance and view the
results from within the profile (Figure 9.21) from the host or from the cluster (Figure 9.22).

FIGURE 9.21 Checking host compliance from the profile

[ Gota profike (ESXion | 80 Ty & @y Ba | Ehactons ~
Goitng Staried  Summary | Monitor | Config Check host profile compliance of assodiated
: entitias
| fEsues | Scheduled Tagks rm‘ﬁm
o @ B o Filter by sfatus. | Al | =
HostiCluster Hest Complianoa Last Chacad
[& e=x-0ia.com.jocal @ NotCompliant 42018 205 AM
i 1i
Host esxd1a.com.local
Status: € NolCompliant 9/14/2018 3:05 AM
(o
Seting Marme Host Value Hout Profie Valie Deseription
+ Service Configuration
lwsma = Senvice Cenfiguration Start and stopman.  Start the service no Senvice wsmd doesn't meet the policy on
~ Security Setlings
Active Directary Permission HIGHWAYRIDEles... | Active Directory Permissions in prefile not found on host
String specifying the domain na HIGHWAYRIDE COM | The host is nof jcined in any domamn cumently
= Firewsll Configuration
activeDirectoryAll = Flag indicall.. | false true Ruleset activeDirectory )l doesrt match the spacification
nfs4 1Client = Aliowed hosts fistf,.  (vimhostRulesetl..  (vim.hostRuleset], Ruleset nfs4 1Client doesn’t match the specication
FIGURE 9.22 Checking host compliance from the cluster view
 Nawgator 2| O regonsorcomn G G T T B | fgroetons -
L8 g it | Wi ACoRi L Nt e S o SR O
o =] 8 . — : o
(3 vesa-01a.corp ozl | Esues |Pnrbr'nanw_ Tasks & Events _ﬁ'ﬁ Tam W1 Rss ource Ressnation | ySohars DRS | Usiization
Cluster comphancs L?E‘ﬂ
| 152 1650 140 (mamts Ciugter recuiramants:  DRS Shs g Unknawn
B o903 comlocal Host profie Monn =
[ #m-028 com focal
& Tinyi st complance
& T2 ——
& Ty bl -
& Ty e P S — Mast Prafin Complance [rer—— Vi Pt
(@ VCSA02E [ 201z com docai. € ok Camplient OI42018 307 AM [#+ Goid Frafile (ESXi01)

& vSphese_Replication ﬁ 20028 cof local

§ 12180140

Hese esx0ti.copbocal
Stas: € NotConpliant 8142018 3:07 AM
kb
Betlieg M Hist i Hioas P Vit Desesistitn
» Service Confdguration
tesmd > Sarvice Configuration St and stop man Start the s6racs no. Servica wamd doasn't mest the palicy on
= Securty Settings
Active Directary Permission HIGHWAYRIDE \es, Active Direciory Permissions in profle not found on host
Strng spacymg the domam na HIGHWAYRIDECOM  The nost = not joned 71 8ny doman Grenty
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Whether or not you have checked the host’s compliance with the profile, you can reme-
diate the host to correct any differences (Figure 9.23).

FIGURE 9.23 Remediate a host from the cluster view.

Hostcompliance

%@‘Dﬁ.

Hos' pemediate host based on its host profile, s Compliance ElosL Exriae: Complmrem o
[ eswvTaTonOTET € Not Compliant o
[ esx-02a.corp.local v Compliant 9/1

f 192.162.0.140

If you no longer wish to associate a host profile with a particular host or all the hosts
in a cluster, you can detach the profile using the Action menu on the host or cluster object
(Figure 9.24) or from within the host profile.

FIGURE 9.24 Detaching a host profile

Host Profiles [‘}5 Extract Host Profile..

|

[@ Change Host Profile.,

| &% Remediate. Erd

fc: Detach Host Profile

Export System Logs...

I:E Assign License, . | % Check Host Profile Compliance Bord
Settings Reszet Host Customizations
| : amal
@ Export Host Customizations...
Move To... I@ Edit Host Customizations... =
Tags & Custom Aftributes ¥

Note that if you want to switch profiles, there is a Change Profile wizard also available
from the Action menu on the host or cluster object or from within the host profile.

Importing and Exporting Host Profiles

You can keep host settings in separate datacenters in sync by importing and exporting host
profiles between them. By keeping a set master to compare against, you can ensure consis-
tency between environments.

While you might be able to use one profile between all of your hosts with no changes,
you will likely need to strip out a number of settings to avoid considerable overhead. Prop-
erties such as syslog and NTP servers, not to mention network and storage, would have to
be either removed or adjusted for each environment.
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However, you could use one “universal master” profile with settings that are consis-
tent across the environments, such as security profiles, and use the Copy Settings to Host
Profiles wizard to copy the settings from the master profile to the local “gold” profile

(Figure 9.25).

FIGURE 9.25 Copy settings from one profile to another.

{7 Security Brofile - Copy Settings to Host Profiles

+ 1 Selectsatings Readyto compiete

W 2 Selectiarget host profies

3 Readyto compiete Target nost profiles:

Old values:
Ruleset
Specifythe configuration of & fxed rulgset
Flaa indicating whethear rue

ruisset showd sliow all ip
a 5e5

Allowed hosts list for the
ruteset

Review your satlings selactions before firishing the wizmnd

Settings:
« ) Secwity and Services
» =) Firewsall Configuration
w [l Firewall configuraton
w A Rulsset Configuration
ﬁ_q M tps Server
fscimsLp -

Hew values

Ruleset

Specifythe configuralion of a fixed rulgsel
Flag inticating whether faise
ruiecet shoutd aliow all Ip
addresses.
Aliowsd hosts list for the 102.168.0.47
ruleceat

Back Finish Cancel

You can then export the profile with the security settings to use across all datacenters
(Figure 9.26) and import it into the other vCenter environments (Figure 9.27). Host profiles

use XML with a .vpf filename extension.

You will note that administrator passwords are not exported with the profile
(Figure 9.28). They will need to be set when the policy is imported and applied.

Advanced Profile Modifications

One of the more advanced uses for host profiles is to change storage paths and network

switch configuration.

For example, you can change the path section plug-in for a particular storage device
using the PSP configuration branch of the storage configuration (Figure 9.29).

Edit the PSP Name field to the desired plug-in and then apply the profile.

You can also quickly update switch changes, including security policies and traffic shap-

ing (Figure 9.30).
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FIGURE 9.26 Exporting a host profile

FIGURE 9.27

[ Host Profiles

ok Extractprof.. [ ImportHos.., | "§ Duplicate ... [ Copy Settin... &% Copy §

Host Profiie Name 1 v Comphant Hosts

Security Profile i
% " % Actions - Security Profile
ﬁj Gold Frafile (ESX8 @y Check Host Profile Compliance

5 eswi02 i ”

[is ESXi01

[iy Copy Settings from Host...
I Copy Settings to Host Profiles...

3 Edit Host Customization
{7 Edit Settings...

Rename. ..

[ig Delete

B

[& Attach/Detach Hests and Clusters...

3 Duplicate Host Profile. . }
i F Export Host Profile i

Nat Compli

-
I o
| 0
|

Importing a host profile

vCenter Server. | vesa-Dta.com.local [« |

Profile location:

|nrol|ls.vof H Broee _]
Name:

|Sacurity Master|

Description:

FIGURE 9.28 Passwords are not exported with the host profile.

5 Export Host Profile

profile. For more information, see the Host Profiles
documentation.

l For security, administrator passwords are not exported with the

—soe o |
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FIGURE 9.29 Changing a storage device’'s PSP using a host profile

|7 Gold Profile (E$Xid1) - Edit Host Profile b
+ 1 Name and descripton vew. | wl = mpvmhbagd:Co:T0:LO
-
ECTTE. < aram T
w V|[ils Storage configuration & =
[ MFS stora figurs —
[ MFS storage configuration T TS CaTO LD
» (V][5 Plugosbie Storage Archaecturs (PSA| configuration !
EEP nam \ £
» [ Vinual Volumes (V0L " VMW_PSP_FIXED
w (][5 Mative MUti-Pathing (NAP)
b [ Storage Array Type Plugin (SATP) configuration
+ [|[@5 PSP 2nd SATP configuration for NMP devices
w [v|=5 PEP configuration for |
(][5 naa. 800024 1ea1EobabAT L4 Sd5T a5 8004
ME naa 5001 405Mda 113307 ehad Dbad0 e d1
M% naa 5000304 1831608 50 264b 2300757108
(v i mpx vmhbEOCOTHLO
¥ [V]C3) SATP configuration for
w [|[@s Patn Selection Pabcy (PSF) configuraton
[ PSP configurstion fof =
[ Skip Hoet Customization A You might nesd to customize the host hater.
Back Fingsh Cancel |

FIGURE 9.30 Changing security settings on a network switch using a host profile

[+ Metwork Change - Edit Host Profile
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9 2 Ediithost pro L a
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¥ [|ED Ceneral System Settngs
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[ iy Link configuration
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Using Answer Files

When applying host profiles across many hosts, it may be easier to supply the required cus-
tomization settings using customization files instead of entering the values in the GUI. The
file was referred to as an answer file in previous version of vSphere.

You can generate a customization file from a profile that has been attached to a host
(Figure 9.31).

FIGURE 9.31 Changing security settings on a network switch using a host profile

Navigator X [sesxit | 45 [p &5 @ Bm | &5 Actons ~
A Back Getting Started  Summary  Monitor | | [y Actions - Esxio1

E_i ESXi01 1 % Check Host Frofile Compliance

1 Remediate...
@ Hosts @@

‘ Bx Attach/Detach Hosts and Clusters... '

E Copy Setlings from Host...
df Copy Settings to Host Profiles..

45 Duplicate Host Profile... -

[ Export Host Profile

£t Export Host Customizalions...

@9 Edit Host Customizations...
7 Edit Settings...

Rename...

[ Delete

The customization file is a CSV (.csv) text file (Figure 9.32) that can be copied and
edited for other hosts.

FIGURE 9.32 Sample customization file

| Esxi0_hest_sustomizations - Motspad
File Edit Format View Help
['Number of hosts = 17, "NetStack Instance WAS->DNS configuration”,"NetStack Instance defaultTcpipStack->DNS configurstion”,"Host virtual NIC R4
Profile”, "Activation Profile”, "Activation Profile”,"Activation Profile”,"Software iSCSI Initistor wmhbag5-:Software iSCSI Initiator Configurat
st-BenericetStackInstanceProfile-defavltTepipStack”]. GenericOnsConfigProfile: HostNamePolicy: thostName#string: inetwork.dvsHostNic["key-vim-p
g2 tnetwork. dvsHostHic] "key-vim-profile-host-DysHostVnicProfile -Reglonddl-vDS -COMP- Mot ion-Reglond@l-vDS-COMP-umk2" ] : :MachddressPolicy: tnackst
orage, feoe_fooeProfiles FlofProfile. fooe_fooeProfiles FlofidapterProfile.fooe_fcooeProfiles_FloEAdapterfctivationProfile[ 6038498 cadadibb9cgs4y
eProfiles_FLoEProfile.froe_fcoeProfiles_FloEAdapterProfile.fcoe_froeProfiles FloBEAdapterActivationProfile| 6838498 cadad3bbScB5458ccTe717a5bafy
ilnitiaterProfile.iscsi iscsiProfila SeftwarelscsilnitiastorProfile[”c8f8Ba21cBeflel856c505a4b3805caBFOFf1F 760459905 Ffdf cObPelabad4030 "] dscsd 1
«napProfile,SatpllaimTypePolicy; :devicelame¥host-18 --resx-8la.corp.local,"esxi-@la.corp.local”, "esx-@1a", "00:58:56:64:8e:05",18,18.58.151", "

You can use the Edit Host Customizations tool from inside the profile (Figure 9.33) to
make changes to host customizations and upload customization files for specific hosts.

FIGURE 9.33 Launch the Edit Host Customizations wizard.

'@ MNew

| [ EditHost Profile.. | | [y Copy Settings from Host... | [ 8 EditHost Customizations... |

Edit Host Customizations...
i
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Extract and edit a host profile, attach the profile to a cluster, and check
for compliance

Required: vCenter Server, existing cluster with hosts.

1. Loginto vCenter and open Host Profiles from the home menu.

£} Home
Home |
Inventores
iE I T W =] ] z
‘1 | x J o =
=4 s _‘1 k U |_ L
Hosts and Wivis and Storage Networking Content Global vSphere
Clugters Templates Libraries Inventory Lists Replication

Operations and Policies

= — - - |
v | a = | :_"."- II
‘_’J l—-d? 3 = & 3
Task Console Event Console Vil Storage Customization Update Auto Deploy Host Pfcl:}' _
Policies Specification Manager Host Profiles
Marager —

Adminisragorn

Rnle: Swstem Licensinn Cusinmer \Realize

2. Start the Extract Profile wizard.

[ Host Profiles

Objects

ok Extractprof.. [ ImportHos... | 47 Duplicate ... [ Copy Setiin_. &

Host Profie Nam® Evtract profile from a host Hosts i
Bj Gold ProfilE TESXIUTY 4] 0
[ esxi02 ] 0

[ ESXi01 0 1
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3. Select the host from which you want to extract the settings to create a profile.

[ Extract Host Profile

Select a host to extract the profile settings

+ 2 Name and Description

+ 3 Readyto complete vCenter Server: | vesa-01a.corplocal | |

| Filter | (1} Selected Objects

Mame
(=) [ esx-01acorplocal
() [ esx-02a.corp.local
O [ 1921880140

4. Add a name for the new host profile.

[5 Extract Host Profile

Mame and Description

" 1 SelectHost
Enter the name and description for the selected profile settings

4 2 Name and Description

+ 3 Readyto complete Mame;
|Mast9r profile

Description:

5. Complete the host profile creation.

[i5 Extract Host Profile

Readyto complete

+ 1 SelectHost
Review your setings selections before finishing the wizard.

" 2 Name and Description

%4 3 Readyto complete Name: Master profile

Description:
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EXERCISE 9.2 (continued)

6. Click the new host profile name to open the object.

[f5 Host Profiles

| Objects |

o Extractprof.. [ ImportHos... | 4T Duplicate .. [fgCopy Setin.. & Copy Seftin... & Check Hos... [ Alts

Host Frofile Name 1 ¥|Comgpliant Hosts Not Compliant Hosts Unkr{
(5 Master profile 0 0 0
Ej Gold Profile (ESXi01) 0 0 1
[y esxio2 0 0 0
[ Esxiot 0 1 0

7. Click Edit Host Profile from the Configure tab.

[z Masterprofile | 0[5 & &y [E5 | {53 Actons ~

Getting Started  Summary  Monitor | Configure | Hosts

“ | 5 EditHostProfie.. | | [ Copy Settings from Host.. | [ @8 Edif

ings W e A
I o (4 oo proie settings

» [_JAdvanced Configuration Settings

» [_]Generzal System Settings

8. Add a description if desired.

E’3 Master profile - Edit Host Profile

Y 1 Name and desaiption Mame and description

Enfer the name and description forthe selectad profie.
~ 2 Edit hostprofile

Mama Ma:;tser profile

Description
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9. Make any changes to the profile needed and finish editing. In the example, the net-

working and storage configurations have been disabled.

[#5 Master profile - Edit Host Profile

+ 1 Name and description view: [ Al | =] Storage configuration
2 Edithost profile & (a

» [V Advanced Configuration Settings

» [V General System Settings
» |5 Networking configuration
» (V] Security and Services

™ 5 Storage configuration

10. Start the Attach/Detach wizard.

[y Masterprofile | 1 [ & & Ba | S3actons v

Getting Started  Summary  Monitor | Con Attach/Detach a host profile to hosts and
clusters

"

Setfings View: [ Al [~ ] (@ Filter )

» [_JAdvanced Configuration Settings
» [1General System Settings

» [ Security and Servicas

5

465
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EXERCISE 9.2 (continued

11. Select the cluster to attach the profile to and use the Attach > button to move it to the
right column.

LTE Master profiig - Attach/Detach Hosts and Clusters Tk

1 Select hostsiclusiers Select hosts/dusters

Select hosts and clusters from the listof compaticle ohjects to atlach to profie
2 Customize hosts

(@ Fitte - e (@ Fitte =

v ) RegionAO1-COI

<« Datach Al |

0 items L[5 Copy = M 1items LHCony =

] Skip HostCustamizatien

Next Cancel

12. Change the customization settings if needed. You will be prompted if any changes
are required.

-:]‘j Master profile - AttachiDetach Hosts and Clusters L4

v 1 Selecthosts/clusters Customize hosts

2 Coslomiz hosts

Raqueed Fropany Mlame Fam Waue

s Adagter Storage configuraiion = Sofware FCoE Configuration = Ada I-JL': DC2u42 2087 , -
Yeg Atlivate Storage cenfiguration ware FCoE Configuration > Ada

No MAC Adcrass Networang cenfiguration = Host virtual NIC = RegionAD1-, .
Ne MAC Addrass Networking configuration = Host virtual NIC = RegionADd1-v0 |
Yes Netwarking configuration = Host virtual NIC = RegionAd1-40

Yes Subnet mask Neftworking configuration = Host virtual NIC = RegionAD1 |
Mo MAC Adcrass rang conflauration = Host port group > Managamant |-:|l:- Dc:23 42:20:7d |
Yes Namnea for this host rang configuration = NetStack instanca = NAS = DNS .. [asxi-01a. corp.loca |
ACH Adapler MAC Addr.. | Storage configuration > Sofware FCOE Configuration > Ada.. |[00:0c29042:20.7d !
Yag Acthvate Storage configuration = Scfware FCOE Configuration > Ada. [ | Enabled

Yes Adapler MAC Addr Slorsge configuralion = Sofware FCoE Confguration = Ada |nr. Do 2042 209b | -

Back 7 Finish Cancel
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13. Open the Hosts and Clusters view from the home menu.
Ctri+Ali+3 re | Hosis
. & storage Ctri+Alt+4
“
g &3 Networking Cri+Al+5 _
Content Libraries Cri+Alt+6 E‘”
l Global Inventory Lists Ctri+Alt+7 ?ydvanced q
| [z Policies and Profiles Seneral Sy
TN F
14. Open the Monitor tab for the cluster you attached the profile to and start the compli-
ance check from the Profile Compliance menu.
i : 7 4 g =~ | 7
Gelting Started  Summary [ Monitor | Configure Permissions Hosts: VMs Datastores Networks Update Manager :&:
2
[ Issues | Performance | Tasks & Events | Profile | Resource Reservation | vSphere DRS | Utilization g
' &
Cluster compliance §
Cluster requirements: DRS Status: @ Unknown e
Check Cluster Profile Compliance Now
Host profile: [i5 Master profie Status: @ 4
Host compliance =
=
=
15. View the results of the compliance check.
¥ Regionaot.compt | G B 28 © | {Gactons - =7
Getting Started  Summary | Monitor | Configure  Permissions Hosts VMs  Datastores  Networks  Update Manager
| Ilssues | Performance | Tasks & Events | Profile C mpﬁ_?ﬁ'1 Resource Reservation | vSphere DRS | Utilization |
Cluster compliance | Check Compliance Now
Cluster requirements: DRS Status: @ Unknown
Host profile: [5 Master profile Status: @2 @1 v 1
Host compliance
(@ Filter -]
Host Cluster Requirements Compliance Host Profile Compliance Last Checked
[@ esx-01a.corp.local + Compliant 9/15/2018 2:38 AM
ﬂ esx-02a.corp.local © Mot Compliant 9/15/2018 2:38 AM
[ 192.168.0.140 © Mot Compliant 9/15/2018 2:38 AM
B 192.168.0.137 @ Unknown
Tl i I»
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Summary

This chapter has covered Auto Deploy and Host Profiles. These two features provide
methods for automatically deploying ESXi hosts and comparing and applying host settings
between different hosts.

With Auto Deploy, ESXi hosts can be deployed without physical intervention. Those
hosts can be stateless, cached stateless, or installed. With a stateless deployment, an ESXi
image is pulled from the Auto Deploy server each time a host boots. With a stateless cached
configuration, the image will be stored where the host can access it after the initial boot in
case Auto Deploy isn’t available during subsequent boots. Using the install settings, Auto
Deploy is contacted only during the initial boot and ESXi is installed to the host.

With each of those Auto Deploy configurations, you can provide all of the settings
required by the host using Host Profiles. These profiles can also be used to compare and
remediate settings between hosts or exported to be used to ensure consistent settings in
other vCenter installations.

Exam Essentials

Understand the Auto Deploy sequence. The host queries DHCP for IP settings, a TFTP
server, and a boot loader file. Then the server pulls the boot loader file and tramp file
from the TFTP server. The PXE process on the host starts to boot with the bootloader
and uses the tramp file settings to query the Auto Deploy server. The Auto Deploy server
matches the host to an image and a profile and supplies those to the host.

Know the specifics of the Auto Deploy boot. The DHCP options are 66 (boot server) and
67 (boot file). The default bootfile name is undionly.kpxe.vmw-hardwired. The third-
party servers needed are DHCP and TFTP.

Know that a host will wait if no image is matched when using Auto Deploy.  These hosts
can be found in the Discovered Hosts tab and can be matched to an image using the Add to
Inventory wizard.

Understand how host profiles work.  Only one host profile can be attached to a host. You
have to extract a profile from a host or import a profile to get started. You can copy set-
tings between profiles using the Copy Settings wizard. Not all settings are universal; some
require customization for each host.

Know how customization and customization files work. ~When you attach a host, you
must supply the customization settings that are unique to each host. You can export and
import customization files in CSV format.
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Review Questions

How many host profiles can be attached to a host?

A. One on either the host or the cluster

B. Two: One on the host and one on the cluster

C. Three: One on the host, one on the cluster, and one on the datacenter

D. Four: One on the host, one on the cluster, one on the datacenter, one on vCenter
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You have settings in two host profiles that you would like applied to all hosts. What is the

simplest method to do this?

A. Create customization files for each server with the settings.
B. Extract a new profile and edit the settings.

C. Use the Copy Settings to Host Profiles wizard.

D. Use the Copy Settings from Host wizard.

Where can profile compliance for all hosts in a cluster be checked?
A. The datacenter object under Host Profiles

B. The cluster object under Host Profiles

C. The datacenter object under Profile Compliance

D. The cluster object under Profile Compliance

Where can profile compliance for a specific host in a cluster be checked?
A. The host object under Host Profiles

B. The cluster object under Host Profiles

C. The host object under Profile Compliance

D. The cluster object under Profile Compliance

Why would you export a host’s customization settings? (Choose two.)
A. To enable Stateless Cache mode

B. To back up before re-creating the host

C. To use as a template for other hosts

D. To use the host profile with a different vCenter

What steps are always required to compare settings between hosts? (Choose three.)

A. Extract

B. Remediate
C. Attach

D. Export

E. Check



470 Chapter 9 = Deploying and Customizing ESXi Hosts

7. What file format do exported host customizations use?

A. CSV
B. VPF
C. ZIP
D. ISO

8. What file type does an exported host profile use?

A. CSV
B. VPF
C. ZIP
D. ISO
9. What file type does an imported software depot use?
A. CSV
B. VPF
C. ZIP
D. ISO

10. What is a custom depot?
A. A URL-accessible image repository
B. An uploaded software bundle
C. A place to add image profiles
D. A collection of deploy rules

11. A host console display is shown in the accompanying image. Where can this host be found
in the web client?

and add it to the rule set with Add-DeployRule or Set-DeployRuleSet.
The rule should have a pattern that matches one or more of the
attributes listed below.

Machine attributes:
asset=No Asset Tag
domain=Highwayride.com

hostname=
ipv4=192.1668.8.143
ipvb=feBB::28c:29ff :feel:3ecf

=~
-
-
-
-
-
-
-
-
i
. mac=BB8:Bc:29:el:3e:cf
-
-
-
-
-
-
-
-
-
-
-

Model=UMware Virtual Platform
oemstring=[M5_UM_CERT-SHA1-27d66596a61c48dd3dc?216fd715126e33f5%ae7]
oemstring=Helcome to the Uirtual Machine

serial=UMware-56 4d 22 ff 6d 41 82 19-9a 8f 69 71 f9 el 3e cf
unid=ff224d56-416d-1982-9a8f-6971f9e13ecf

vendor=UMware, Inc.

To see the error details visit:
https:-~192.168.8.133:6582/vmMw rbhd~/err~ 1888

Sleeping for 5 minutes and then rebooting...
3636 336 303636 336 33630 3 30330303 330303030 33300030 33 3003333303023 3006 362 36 30 3030 3 300030 M 002 MM HA M AR
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A. It cannot be found using the web client.
B. Discovered Hosts.

C. Deployed Hosts.

D. The cluster it was assigned.

12. Where should you look to resolve the error in the screenshot? (Choose two.)

Network configuration
DHCP server
TFTP server

Auto Deploy server

moow>»

Deploy rules

13. Where should you look to resolve the error in the following screen shot? (Choose two.)

Network configuration
DHCP server
TFTP server

Auto Deploy server

oo w>»

E. Deploy rules

14. Where should you look to resolve the error in the following screen shot? (Choose two.)
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UMnare iPXE Build: 444655 (
B-vmn (4758)
DN5S HTTF HTT.

MU/ Atramp. o c i Conmection timed out (ht

oot hank

A. Network configuration
B. DHCP server

C. TFTP server

D. Auto Deploy server

E. Deploy rules

15. Where should you look to resolve the error in the following screen shot? (Choose two.)

b« and add it to the rule set with Add-DeployRule or Set-DeployRuleSet.
The rule should have a pattern that matches one or more of the
attributes listed below.

e
3

e

= Machine attributes:

i asset=No Asset Tag

e domain=Highwayride.com

ol hostname=

i ipv4=192.168.8. 143

e ipvb=feBB::28c:29ff:feel:3Jecf
o mac=BB:0c:29:el:3e:cf

* . model=UMware UVirtual Platform
o oemstring=[MS_UM_CERT~SHA1-27d66596a61c48dd3dc7216fd715126e33f59ae71
o oemstring=Helcome to the Virtual Machine

i serial=UMware-56 4d 22 ff 6d 41 82 19-9a @f 69 71 f9 el 3e cf

o unid=ff224d56-416d-1982-9a8f-6971f9e13ect

e vendor=UMware, Inc.

3

e

e

3

e

To see the error details visit:
https:--192.168.08.133:6582-vMw rhd/err- 1888

Sleeping for 5 mMinutes and then rebooting...
2626226266626 26. 262626 26 6.2 6. 262626 26 6.2 6. 262636 26 2.6 266262626 26 296 2606962076 26 2096 266 16 2606 26 2076 26 6 26 26 6 FEFE A

. Network configuration
DHCP server

TFTP server

Auto Deploy server

moow>»

Deploy rules



16.

17.

Review Questions

What rules options are available to match a rule to multiple hosts? (Choose three.)
A. All hosts

B. Asset tag

C. Serial number
D. Network

E. VLAN

A rule was created to provide an image for all hosts. (See the following screen shot.)
However, no hosts are completing the boot process after powering on. What can resolve
this issue?

473

&4 Auto Deploy
Getfing Started  Software Depots | Deploy Rules | Daployed Hosts  Discovared Hosis

7] New Deploy Rule_.. fHif Activate/Deactivate rules...

fizme Stats Pl

All hosts rule Inactve All hosts

18.

19.

20.

= 8X-5.0.0-2494505-
A. Seta host profile.
B. Assign a compatible image.
C. Activate the rule.
D. Seta host location.

What will happen to a host in inventory if all deploy rules are deleted and the host is
restarted?

A. The host will boot properly.

B. The host will boot but need to be added to vCenter manually.

C. The host will not complete the boot process.

D. You cannot delete all deploy rules.

What Auto Deploy method will always boot to ESXi regardless of access to the Auto
Deploy server? (Choose two.)

A. Stateless Caching

B. Stateful Install

C. Stateless Deploy

D. Stateful Caching

What steps will prevent an existing host from receiving an image during bootup?
(Choose two.)

A. Remote the host from inventory.

B. Create a new rule that only includes the host’s vendor value.

C. Create a new rule that doesn’t include any of the host’s values.
D

Delete any existing rules that applied to the host.
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Ensuring that your resources are available when needed is a
key requirement in a datacenter. In any environment, it takes

a comprehensive plan to ensure availability, with participation
from each of the teams with responsibilities in the datacenter.

The infrastructure team needs to make sure there are no single points of failure; the
development team needs to build resilient and self-healing applications; and the operations
team needs to track, trend, and anticipate potential issues before they can cause outages.

The vSphere team members are responsible for ensuring that the system is designed for
resiliency, updates are applied regularly, and the system is configured to take advantage of
the availability features built into vSphere. This chapter will address two of those avail-
ability features, the High Availability (HA) option for vSphere clusters and the vCenter
High Availability solution for the VCSA.

Configuring vSphere Cluster High
Availability

When you create clusters in vSphere, there are two primary options to enable: Distributed
Resource Scheduler (DRS) and High Availability (HA). The primary purpose of DRS is to
balance workloads among hosts in a cluster, which is discussed in Chapter 6, “Allocating
Resources in a vSphere Data Center.” High Availability allows virtual machines to be
restarted in the event of problems with the host or in the virtual machine.

All vSphere licenses Essentials Plus and above include High Availability. The primary
benefits of High Availability are recovery from the following scenarios:

» A host failure—by restarting virtual machines on other hosts

» A virtual machine failure—by restarting the VM

= A storage loss on a host—by restarting virtual machines on other hosts
» A network loss on a host—by restarting virtual machines on other hosts

You can also configure Proactive HA, which gives you both manual and automatic
options for evacuating virtual machines from hosts whose health has degenerated.

The only requirements to enable HA are licensing (Essentials Plus or higher) and a
cluster object. No hosts or virtual machines are required to configure HA, although you
will not be able to test your settings without them!
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High Availability for a cluster can be enabled using the Edit Cluster Settings wizard
(Figure 10.1), which is accessed from the vSphere DRS or vSphere Availability options
under the Configure tab of the cluster.

FIGURE 10.1 Enable High Availability on a cluster.

| §% Regionan1-COMPO1 - Fait Cluster Settings (7} .»'__

vSphare DRS viphere Auilahility

vSphere Availa bilily
) vEphers Availabiily is comprized of vSphere HA and Proaclive HA To ensble Proschive HA you must slso enabie DRS on the clusist
Failurzs and Responses

Proack HA Failures [ Turn ON vspnere HA
and Responses — ) R
b [ Turn on Proaciive Ha, @

Admission Contm)

Heareal Datastores Faiure. | Response | Deis

Advanced Cptions Host failure & FRestart UMs Restart Whs using Vil restart prianty ordering
Froactive HA & D=anied Proachive HA 15 not 2nablzd
Hestlzolation & Dsacked VWE anizoisted hosts will remain powered on |
Dalactore with Permanent & DEabled Dataziore prolecion for Al Paiks Down and Parmanent Device Loss |EE
Dewce Loss disablzd |
Oztazmre vwith A1 Fats 4 Osankea Diatssiore protecton far All Fains Down and Fermanent Dedce Loss Isg
Down disablad.
Guestnolhearbeating f D=abled ‘WWand apptication mariloring dis abled.

HA Failures and Responses

Figure 10.1 shows the availability failures and responses available from High Availability,
and the single green check shows that by default it will only protect against a host failure.
To recover from other scenarios, additional configuration is required.

Proactive HA allows vCenter to move virtual machines off a host that has reported
health degradation via a third-party provider. Many major server vendors, including Dell,
Lenovo, and Cisco, have providers available for their hardware and might have require-
ments such as licensing or homogeneous hosts in a cluster.

As shown in Figure 10.2, there are a few options available for Proactive HA.

When Proactive HA is enabled, it will default to the Manual automation level with
Quarantine mode. Manual mode will only provide suggestions; you need to manually move
virtual machines off flagged hosts. Automated mode will leverage vMotion to automatically
move virtual machines off troubled hosts.



478 Chapter 10 = Ensuring High Availability for vSphere Clusters and the VCSA

FIGURE 10.2 Configure Proactive HA.

RegionAU1-COMPO1 - Edit Cluster Settings N

vEphara DRS Proactive HA Failures and Responses

vEphere Availability

‘fou can configure how Proactve HArzsponds when a provider has notifi
Faliures ant Rosponses failure of that NOst. In the event ofa partial fzilure, vCenler Server can pr

Proacinve HA Failures »  Aufom
and Responses

Automafion Level i
Admission Control =) Manusl

vCenter Server wil suggest meigraten recommendations for wirtual machines.

heaith degradation to vGenter, indic
igrate the hosl's running Wais oz

an Level

Hearib=al Datastores
1 Automated
Advanced Opions
Virtual machnas will be migrated to healthy hosts and degraded hosls will De sntared Into
guarantine of maintensnce mode depending on tha configurad Proactive HA automation level.

- Remaiaton

Remadizbon

! Quarantine mode for all failures

Balances parformance and
virtual machine performance i

degraded hasts as lonp as

gilability, by aveiding the usegs of pariia
fFactad

| Quarantine m ode for m oderate and Maintenance mads for severs falurziMoed)

g the uzage of m tely degraded hosts as long
Ensures virtual machines do not nun on severely

Balances performance and availal
&3 virtual i
falled hosts

! Maintanance moda for all failures

Ensures virtual machines do not run on parfislly faled hosts

oviders Tor thic cluster. Provi
oviders support every hosti

Proactive HA Failure sonditens biocked Agden
1% Dall DpenManaga Mo 2dit

[ ox [ [ cancel |

The remediation options allow you to adjust when virtual machines are migrated:

= Quarantine Mode for All Failures allows virtual machines to migrate as long as
performance is unaffected.

= Maintenance Mode for All Failures moves all virtual machines off any host with a failure.

= Mixed (the middle option) sets quarantine mode for hosts with moderate issues and
maintenance mode for hosts with severe failures. You can adjust what types of failures
(such as redundant PSU or fan) are treated as moderate or severe.
The types of failures detected are dependent on the Proactive HA provider. Contact your
hardware vendor for availability, licensing, and installation.

Host Isolation

Host isolation is when a host stops receiving HA heartbeats and cannot access the isola-
tion address. Hosts in an HA cluster communicate continuously over any network with
management traffic enabled. If a host does not receive any communications in 12 seconds,
it attempts to ping any configured isolation address (by default, the gateway IP address of
the management network). If no response is received from the isolation address, the host
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will check the HA folder in the heartbeat datastore. If the host determines that it is iso-
lated, the host will initiate the host isolation response (Figure 10.3).

FIGURE 10.3 Configure hostisolation response.

@ RegionAD1-COMPO1 - Edit Cluster Settings

viphere DRS Failure conditions and responses

vSphere Availability
You can configure how vSphere HAresponds to the failure conditions on this cluster. The following fai

Failures and Responses hostiseclation, VM component protection (datastore with PDL and APD}, VM and application.

Proactive HA Failures [¥] Enable Host Monitoring @
and Responses

Admission Control » Host Failure Response | Restart Vs JEz |
Heartbeat Datastores ) X

» Response for Host Isolation [ Fower off and restart Vivis LT
Advanced Options Disahled

» Datastore with PDL

Shut down and restart Vivis
Power off and restart VMs

» Datastore with APD

» VM Monitoring | Disabled |~ ]

The default response is Disabled, which means a host will not react to being isolated.
The other options can either power off the VMs or initiate a guest shutdown. If the uptime
of the guests is a priority and they can handle being powered off, the Power Off and
Restart VMs option will get the virtual machines back up faster as there is no wait time for
the guest to gracefully power down.

The isolation response is governed by the Fault Domain Manager (FDM) agent, which runs
on each host in the cluster. The FDM agents elect a master host to act as a primary point of
contact with vCenter and the subordinate hosts, which are all of the other hosts in the cluster.

The master host listens for a heartbeat message from each subordinate host, which are sent
every second. If a subordinate stops sending heartbeat messages, the master host will check the
heartbeat datastore(s) for entries from the failed host. If the master determines that the subordi-
nate is isolated from the management network and is not updating the heartbeat datastore, the
master will initiate restarting the subordinate’s virtual machines on other hosts in the cluster. If
the master determines that the subordinate is isolated from the management network but is still
updating the heartbeat datastore, the master host will watch for the virtual machines on that
host to be powered off before attempting to restart them on other hosts in the cluster.

Heartbeat Datastores

The heartbeat datastores are selected automatically by default, but as seen in Figure 10.4,
you have the option of specifying datastores to use. You can also specify datastores to
use while allowing HA to choose additional datastores if needed. While it is best to use
datastores available to all of the hosts, you at least need to ensure that all datastores are
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accessible by at least one host—the master designation will go to the host with the most
datastores connected by default. High Availability will display a warning message if there
are fewer than two datastores available or manually selected.

FIGURE 10.4 Configure heartbeat datastores.

RogionADT-COMPD1T - Eit Cluster Settings BN

vSphere ORS Hearlbeat Datasions

vSphere Mvallabiity
VSphere HAUSeSs datasiores to monitor hosts and virual machines when mal

Failures and Responsas selects twro datastores for each hostusing the policy end dalasiore preferer
Proactive HA Failures Hearheat dalestore selection policy
and Responses Automatically s elect datastores acco
Admission Confrol _) Use datastore

») Use detastore
Heartbeat Datasiones Yse datastor

5 Aailable heartheat datastores
Adwanced Options

ment natwark Nes fallad. voantar Saner
specified below.

la fram the host
st
the specified list and complement autometcallyif needed

¢ From the speci

Hame Dasassere Chistar Hests Moustng Catsstae

£] isCSi-Datastore NIA

2
H RegionAb1-SCEI02 B Reglona01-Data: 2
[ EH RegionAl1- E5 RegionA01-Datasto 2

Hosts mounting selectad datactora

[ ok || cancal |

If you are on a converged network where your management, virtual machine, and
storage traffic use the same NICs and switches, you might assume that any management
traffic loss will result in VM network or storage loss and shut down the running virtual
machines. On the other hand, if your management network is completely separate, then
you may want to leave the virtual machines running by disabling host isolation response.

Advanced Options

There are a few common advanced settings for host isolation that are accessible under the
Advanced Options section of the Edit Cluster Settings wizard (Figure 10.5):

»  das.ignoreRedundantNetWarning: This setting prevents a warning from being dis-
played if there is not a second HA network or NIC. This can be set to true for test/dev
environments with limited networks.

= das.usedefaultisolationaddress: This setting prevents the FDM from using the default
gateway of the management network to test for host isolation.

»  das.isolationaddress[0-9]: These settings (up to 10) set specific addresses to use for iso-
lation response in addition to the default gateway if it is not disabled.
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»  das.isolationshutdowntimeout: This setting adjusts the amount of time the host waits
for a virtual machine to shut down before it issues a power off command. This setting
is only used if a response of “Shut down and restart” is used.

FIGURE 10.5 Configure advanced settings for host isolation.
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@ Real World Scenario

Up and Down: Know Your Network Before Setting Isolation

| was called out to help a company that was experiencing virtual machines randomly power-
ing off overnight. While putting this story right in the middle of the network isolation section
gives a big clue as to why, it took several hours of troubleshooting to pin it down at the time.

The client had a three-node cluster and one of the hosts (not always the same one) would
have a few (but not all) virtual machines powered off at night, right around the time of the
systemwide backup. Some nights there would be no virtual machines powered off, but
more often than not, a few would be powered off.

One way to verify that the FDM agent is shutting down your VMs is to check the FDM log file
/var/log/fdm.log on the host the virtual machines were running on for lines such as these:

[LocalIsolationPolicy::TerminateVms] Terminating 1 vms
[LocalIsolationPolicy::DoVmTerminate] Terminating <path>/Tiny0l.vmx
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[InventoryManagerImpl::MarkVmPowerOff] Adding <path>/Tiny0l.vmx to powering off set
[LocalIsolationPolicy::HandleNetworkIsolation] Done with isolation handling

It turned out the network team had initiated reboots of some of the network equipment,
including the switches the hosts plugged into (which prevented the subordinates from
talking to the master) and the firewall that acted as the default gateway. The devices
didn’t always take the same amount of time to reboot; they usually took just enough to
time to start the isolation response, but the network would be available before the isola-
tion response was completed.

To compound matters, they had disabled the datastore heartbeat during recent storage
maintenance.

In the end, we reconfigured the datastore heartbeat and worked with the networking
team to stagger the network switch reboots and identify IPs of devices that would
respond to pings and always be available.

Configuring VMCP

High Availability can also protect against a host losing access to datastores in use by a
virtual machine. Virtual Machine Component Protection (VMCP) refers to the capability
for HA to respond to a Permanent Device Loss (PDL) or All Paths Down (APD) event.
Figure 10.6 shows the response options for both scenarios.

FIGURE 10.6 Configure VMCP options.
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Whether a storage loss is considered PDL or APD depends on the response from the
storage device.

» A PDL event occurs when the storage device responds to an I/O request with a SCSI
sense code indicating the storage device is no longer available. This indicates to the
host that the storage will not be coming back and requires virtual machines to be pow-
ered off before they can be recovered.

=  An APD event occurs when there is either no response or any response other than “that
device is no longer available.”

VMware’s Knowledge Base article 2004684 lists the SCSI sense codes that
will trigger a PDL state.

Permanent Device Loss Event

As PDL is the storage provider stating that the requested device is gone, the only options
are to either issue an event message or power off affected virtual machines so they can be
restarted on a host that still can access the storage device. If you have virtual machines
with storage on multiple sources (OS on one datastore, data on another, logs on a third),
you might not want to power off the virtual machines if one of the devices becomes
unavailable. As shown in Figure 10.7, you can set per—virtual machine overrides for any of
the monitored conditions including PDL.

All Paths Down Event

The possible response to an All Paths Down event are more varied because it is not clear
why the storage is unavailable and when it might return. As with PDL, possible choices for
APD events are to issue events and power off virtual machines. However, you have two
options for powering off virtual machines, either conservative or aggressive. Conservative
will power off VMs only if hosts are available with connections to the datastore. Choosing
aggressive will start powering off the affected virtual machines without first seeing if other
hosts can access the datastore.

While conservative should be the choice for most environments, there could be scenarios
such as a stretched cluster where aggressive could be a valid choice. An environment where
the storage could be isolated with some hosts in the cluster could be a candidate for aggres-
sive as a remote host would not be able to check those hosts to know they have storage
connectivity.

Monitoring Virtual Machines

The final failure vSphere High Availability addresses is virtual machine failures, monitoring
both operating system and running applications (Figure 10.8). Virtual machine monitoring
requires VMware Tools to be installed and running on the virtual machine. The VMware
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FIGURE 10.7 Override VMCP settings for a virtual machine.
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Tools application will send a “heartbeat” signal to the host periodically. If the host does not
receive a heartbeat in a certain amount of time and no I/O activity is observed within 120
seconds, the guest OS will be restarted. You can change the amount of time the host will
wait for I/O activity or disable the I/O check using the das.iostatsinterval advanced option.

Applications that support vSphere application monitoring can also send heartbeats to
the host. If the application heartbeat is not received within the time period, the guest will
be restarted.

Heartbeat monitoring defaults to High sensitivity. If the guest has been sending heart-
beats for 120 seconds and there are no heartbeats received for 30 seconds, the recovery will
proceed. A virtual machine will be reset no more than three times and not more than once
in a 1-hour period. You can use the slider shown in Figure 10.8 to select Low, Medium,
or High sensitivity (see the grayed-out Custom section to see what settings correspond to
which preset) or choose Custom and set specific time limits.

As with VMCP settings, you can override the cluster settings on a per-VM basis
(Figure 10.9).
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FIGURE 10.8 Configure virtual machine monitoring.
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FIGURE 10.9 Configure monitoring for a specific virtual machine.
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Admission Control

One key concept with High Availability is admission control: admitting virtual machines
into the cluster in such a way that capacity is guaranteed in the event of a failure. As shown
in Figure 10.10, the default configuration is to reserve enough capacity to tolerate one

host failure and to calculate the capacity needed by using a percentage of the resources in
the cluster.

FIGURE 10.10 Configuring admission control
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With admission control enabled, you need to have at least two hosts available in the cluster
(powered on and not in maintenance mode) or no virtual machines will be allowed to power
on because in the event that one host is unavailable, there will be no resources left.

Admission control works by providing vCenter with a capacity check before virtual
machines power on. If the admissions control calculations specify that there will be
sufficient resources available in the event of a failure, the virtual machine is allowed to
power up. The options available for defining host failover capacity are as follows:

= Slot Policy: Uses a virtual machine “slot size” to determine how many slots are avail-
able on the hosts and ensure that number of slots will be available in the event of
a failure.

= Cluster Resource Percentage: Uses a percentage of resources to hold in reserve.

»  Dedicated Failover Hosts: Specifies hosts to hold in reserve. No VM will run on these
hosts unless another host fails.
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Slot Policy

Slot Policy (listed as Host Failures to Tolerate in vSphere prior to 6.5) uses the concept of a
slot, which is a measurement of a virtual machine using memory and CPU reservation. The
basic idea is to determine the “size” of the largest running virtual machine (by memory and
CPU), determine how many virtual machines of this size can run on your hosts, and deter-
mine how much space needs to be kept free to account for the number of failed hosts you
want the cluster to tolerate. See Figure 10.11.

FIGURE 10.11 Configuring Slot Policy
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The default slot size is calculated by looking at all of the running virtual machines in the
cluster for the largest memory reservation (plus overhead) and the largest CPU reservation.
The largest values do not need to come from the same virtual machine. If VM A has a 1 GB
memory reservation and a 500 MHz CPU reservation while VM B has CPU reservations of
768 MB and 1 GHz, the default slot size will be 1 GB memory and 1 GHz CPU.

The virtual machines currently running in the cluster are counted for the number of
slots currently in use. The slot size is then compared to each host to determine how many
slots each host can hold. If the hosts have different memory/CPU configurations, the largest
hosts are used for the slots to reserve.

To view the slot size for your cluster along with the total slots, available slots, and
failover slots, look at the Advanced Runtime Info in the vSphere HA summary under the
Monitor tab of the cluster (Figure 10.12).
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FIGURE 10.12 Viewing the slotinformation
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You can also manually set the slot size if you feel the default size is not right for your
environment, if you have virtual machines of varying reservations, or if you have virtual
machines with large reservations that are not always running. If you are using slot size but
are not using a fixed slot size, the slot calculations will be performed at any virtual machine
power state change. This can result in dramatic changes to the slot availability if you power
on and off a virtual machine with a large reservation. Each virtual machine will consume
one slot at least. Virtual machines with reservations greater than the slot size will consume
enough slots to cover their reservation. See Figure 10.13, Figure 10.14, and Figure 10.15
for examples.

FIGURE 10.13 A small environment with three small VMs running with no
reservations and automatic slot sizes. Note 664 total slots.
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FIGURE 10.14 A virtual machine with a 3000 MHz CPU reservation is powered on.
Total slots in cluster changes to 6.
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FIGURE 10.15 Slotsize is manually set to 1000 MHz. Total slots in cluster are now 20.
There are 6 used slots as the large VM is consuming 3 slots.
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EXERCISE 10.1

Configure a cluster for Slot Policy.

Requires a vCenter server with a datacenter created.

1. Create a new cluster in the datacenter named SlotPolicy and enable HA.
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2. Open the HA settings of the new cluster.
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3. Set Admission Control to Slot Policy.
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4. Configure a fixed slot size of 250 MHz and 256 MB. Set a warning if performance is
expected to drop more than 20% during a failure.
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EXERCISE 10.1 (continued)

5. Openthe Advanced Options and set the das.isolation to default and create two new
isolation addresses:

I[@, SiotPalicy - Edit Clustar Settings

vSphare DRS Advanced Options

vSphare Availability
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HeanbeatDamstores

das.iselationaddressl 192.168.0 47
Advanced Options
das isolationaddrass1 192 1650 254

6. Click OK to save the settings.

Cluster Resource Percentage

The next choice for admission control is Cluster Resource Percentage, where a specific
percentage of cluster resources (CPU and memory) are held in reserve. By default, the
percentage will be the total resources available divided by the resources of the # largest
hosts, where 7 is the number of host failures to tolerate. You can also manually set the
percentage of CPU and memory reserved (Figure 10.16).

FIGURE 10.16 Manually setting Cluster Resource Percentage
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When you view the Advanced Runtime Info in the vSphere HA summary under the
Monitor tab of the cluster (Figure 10.17), you will not see any information about running
virtual machines as you would with the Slot Policy.

FIGURE 10.17 Viewing Cluster Resource Percentage
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However, you can use the Resource Reservation tab to view Cluster Total Capacity for
CPU and Memory as well as Total Reservation Capacity for each resource (Figure 10.18).

FIGURE 10.18 Viewing total cluster CPU capacity and VM CPU reservations

| £} Regionaot-compo1 | ] (@ tHh % & | {ShActons v
Getting Started  Summary | Monitor | Configure  Permissions Hosts VMs Datastores Networks Update Manager
| Issues | Performance | Tasks & Events | Profile Compliance | Resource Reservation | vSphere DRS | vSphere HA | Utilization
« | |
Memory Cluster Total Capacity 21.02 GHz
Storage Total Reservation Capacity 14.86 GHz
Used Reservation 843 GHz
Available Reservation §.43 GHz
MName 1 A Reservation (MHzZ) Limnit {MHz) ype
(G Tiny01 500 Unlimited Fixed
(G Tiny02 500 Unlimited Fixed
(g Tiny03 0 Unlimited Fixed
£y Tiny04 0 Unlimited Fixed
Gh VCSA-02a 0 Unlimited Fixed
&h vSphere_Replication 0 Unlimited Fived




494 Chapter 10 = Ensuring High Availability for vSphere Clusters and the VCSA

Dedicated Failover Hosts

Using a dedicated failover host is the simplest configuration as it sets up a “hot
standby” list. This ensures that a comparable amount of resources is available in the
event of a failure, assuming your failover hosts have the same capacity as the larg-
est hosts in the cluster. Virtual machines cannot power up on the specified hosts, and
attempting to vMotion a virtual machine to a listed host will result in the message
shown in Figure 10.19.

FIGURE 10.19 Message received when migrating a virtual machine to a failover host

Compafibility

© The current operation cannot be performed on the host ‘esx-02a.corp.local’ because it has been configured as a faillover host
for a cluster.

The downside to dedicated hosts is that you cannot use those hosts for any workloads
and you have less flexibility in workload placement. Using dedicated hosts also does not
adjust to changing workloads or demands over time. You also need to ensure that the
selected failover host has sufficient resources if not all of the hosts have the same specifica-
tions. In a cluster where not all hosts have the same CPU type or count or amount of RAM,
choosing a smaller host will result in a warning (Figure 10.20).

FIGURE 10.20 Choosing asmaller host can resultin a warning.
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Configure a cluster for dedicated hosts.

Requires a vCenter server and two hosts, each with VMs. Assumes hosts are in an exist-
ing cluster.

1. Open the vSphere Availability settings of the cluster.
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2. Enable HA.
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EXERCISE 10.2 (continued)

3. Under Admission Control, set the host failover capacity to Dedicated Failover Hosts,
select a host for the list, and click OK.
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vSphem DRS Admission Control

viphem Auaita bility

ithin 2 clustar Incraaging the valua of hest fallures custar

Fallures and Responses

Proactive HA Failures
and Reaponses Hast failures cluster tolerates

Admission Control

= hosl fadover capacity by | Dedicated fallover hosts -
Heartbeat Datasiores
Advancad Options
esx-02a corplocal
Performancs degradation WMs 100 = tage of performance degradation the Vs in the cluster are allowed to

ate

ite during a faliure

% - Ralzes a waming if the

failover capacity o guarantes the same

4. Monitor the host’s HA configuration process.

|| Recent Tasks

Task Name Targel Stalus Initiator
Configuring vSphere HA Q esx-02a.corp.local 0% &3 System
Configuring vSphere HA Q esx-01a.corp.local f 1 0% €3 System

5. When the host has been configured, attempt to power on a VM on the host.

J -
= = ol \ :mplates S
vesa-02a.corp local | Virtual Machines VW Templates in Folders

RegionAC2 L
= o Ty e I = Sk Artions -
+ [ RegionAD2-COMPOY 2Eh% &b & @

Mamme 1alSialin

Spacn
[ esx-01a.corp.local oned Space

o | | Power On

Powar

= Gusst 05 b
= -—::in Snapshots »
o LNy L .
Tiny04 lﬁ Opsn Console
 veea-02a corp local & Migrate. .
Sphera_Replication Clone N =] i
» B SlotPolicy Template >
Fault Tolerance »

VM Policies »
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6. Verify that the virtual machine cannot power on.

[ esxozacorplocat |8, s | {ghictions -
Getwng Started  Summary  Monitor | Configurs Permissions VM Datastores  Metworks  Update Manager
| te=tias | Parformanca [Tasks EEvanks Hardwars St
4 =
Evants Pawse On vitual maching o Tyl @ The currer apsration cannot be perform  VSPHERE LOGAL Whdminkstrator

hars HA

Scheduled Tasks carp local ~ Comgleted System

Resource Fragmentation

Resource fragmentation refers to a problem of virtual machines not being able to boot because
while the capacity to hold the virtual machine exists, it may not exist on one host. Resource
fragmentation cannot occur with dedicated failover hosts or Slot Policy if a fixed slot size is not
used. However, with Cluster resource percentage, you can run into resource fragmentation.

In Figure 10.21 we see three hosts with 5000 MHz each in a cluster. If Cluster Resource
percentage is enabled it will reserve 33% CPU and 33% of memory. In this example, in a
failover scenario, while 33% of the total cluster resources are still available, VMK cannot
be powered on to a surviving host as neither host has sufficient resources.

If we used a custom slot size of 500 MHz with our example in Figure 10.21, we could have
the same problem. A slot size of 500 MHz allows each host to have 10 slots, with 10 slots total
being held in reserve. In the event of a failure, those slots would not necessarily be on the same
host—and in this case VMK, which requires 6 slots, would not be able to power on.

Performance

For Cluster resource percentage and Slot Policy, calculations are made to determine the
current load and possible load and the amount of resources needed to reserve in case of a
failure. Both of these policies use virtual machine reservations plus VM overhead memory
to determine capacity. If you do not have any CPU or memory reservations set for your
virtual machines, only the memory overhead of the running machines is used. This will
result in a very low figure for running capacity and a very high figure for total capacity,
which will result in oversubscribing the environment in the event of a failure.

To help with this, vSphere 6.5 introduced a new setting that is only available when
DRS is also enabled: Performance Degradation VMs Tolerate is specified as a percentage
(Figure 10.22).

This setting will raise a warning if the virtual machines’ performance is expected to
degrade more than a set percentage during a failure. If the current CPU or memory utiliza-
tion is greater than the percentage of reserved capacity specified, a warning will be set.
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FIGURE 10.21 Resource fragmentation example showing that virtual
machine “VMK” cannot be powered on due to insufficient resources

Host A Host B Host C
5000 MHz CPU 5000 MHz CPU 5000 MHz CPU

3t
et "

Available capacity: Available capacity:
2500 MHz 2500 MHz
VMA : 500 MHz VMF : 500 MHz
VMB : 500 MHz VMG : 500 MHz

VMK : 3000 MHz
VMC : 500 MHz VMH : 500 MHz

VMD : 500 MHz VMI : 500 MHz

VME : 500 MHz VMJ : 500 MHz

FIGURE 10.22 The Performance Degradation VMs Tolerate setting

Performance degradation VMs 100 3--:-'| % Percentage of performance degradation the VMs in the cluster are allowed to
tolerate — tolerate during a failure,

0% - Raises a warning if there is insufiicient failover capacity to guarantee the
same performance after Vs restart
100% - Warning is disabled.

The VMware documentation gives the formula as follows:
performance reduction = current utilization x percentage set

If current utilization - performance reduction > available capacity, a warning will be
issued (Figure 10.23).

FIGURE 10.23 Performance degradation warning
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|.IEsu£$ |Fer{unnancc- Tasks & Events | Frofile C -| Resource R vaphers DRS |Nephare HA| Utizaion

" Sty WEpree HA S5

Summary ﬂ RegionAJ1-COMPO1 | b Running WVMs ulizstion cannot safisfy the configured felover resources on the cluster RegionAD1-COMPO1 in RegionA01

Hearteat

Configuraiion Bsees

Datastores under APD or
PDL
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From the white paper “VMware vCloud Architecture Toolkit for Service Providers”
(download3.vmware.com/vcat/vmw-vcloud-architecture-toolkit-spvl-webworks/
index.html):

»  Host Failures Cluster Tolerates admission control policy: When virtual machines have
similar CPU/memory reservations and similar memory overheads.

»  Percentage of Cluster Resources Reserved admission control policy: When virtual
machines have highly variable CPU and memory reservations.

»  Specify a Failover Host admission control policy: To accommodate organizational pol-
icies that dictate the use of a passive failover host, most typically seen with the use of
virtualized business critical applications.

For best results, your hosts should all be about the same size with regard to CPU and
RAM capacity. You should also either disable Distributed Power Management (DPM) or
configure it to have enough hosts running to allow the reserve capacity to survive a host
failure. If DPM has consolidated VMs and powered down all other hosts, HA will not have
the capacity to recover a failed host.

You also need to keep an eye on any Distributed Resource Scheduler (DRS) rules cre-
ated. DRS rules that are VM-to-Host “must” rules or rules to separate virtual machines
will be enforced by HA during failures unless HA Advanced Options are set.

»  das.respectvmvmantiaffinityrules: Can be set to false to ignore VM anti-affinity rules
during a failure

»  das.respectvmhostsoftaffinityrules: Can be set to false to restart a VM on any avail-
able host regardless of VM-to-host rules

Please refer to Figure 10.5 for configuring Advanced Options such as advanced isolation
or DRS rule options.

VMware recommends disabling HA before enabling or upgrading vSAN.
Once the vSAN operation is complete, re-enable HA.

vCenter Server Appliance High
Availability

With vSphere, the vCenter server provides centralized management, monitoring, and secu-
rity. Keeping your vCenter server available will ensure that DRS is always working, new
VMs can be deployed, and you know where all of your virtual machines are in your envi-
ronment. With vSphere 6.5, there is a new feature available for the vCenter Server Appli-
ance called vCenter High Availability, which provides a managed active/passive cluster of
VCSAs to ensure that VCSA is not a single point of failure.



500 Chapter 10 = Ensuring High Availability for vSphere Clusters and the VCSA

VCSA HA can be enabled using the web client in the vCenter HA section of the Con-
figure tab of the vCenter server (Figure 10.24).

FIGURE 10.24 vCenter HA in the web client GUI

i3 vcsa—ﬂ?a.cm‘p.localn iy # F@ x| 5} Acions ~

Getting Started ~ Summary  Monitor | Configure | Parmissions  Datacenters  Hosts & Clusters  VWNs  [atasiores  Networks  Linked v

“ vCentar HAis not configured -
Configure..

Setti
Pl 1 Click the Configure button to create the HA topology shown below.
General

Licensing

Message of the Day Management \
Interface

Advanced Seitings L

Auto Deploy ‘

~ More

= =g

Key Management Servers

Storage Providers

ACTIVE PASSIVE

WITHESS

As shown in Figure 10.24, a vCenter HA configuration consists of active and passive
vCenter hosts plus a witness virtual machine. The passive and witness appliances are clones
of the original VCSA. Once vCenter HA is configured, two of the nodes must be available
at all times. If the active node becomes unavailable, the passive node will take over. If the
passive or witness node goes down, the active node will continue to run. However, if any
two nodes go down, the remaining node will stop responding to requests.

There are two methods of setting up vCenter HA: Basic and Advanced (Figure 10.25).
You should create a new port group to use for the vCenter HA network.

If you use the Basic option, the VCSA must reside in the environment it manages or
reside on a cluster managed by a 6.5 vCenter server in the same Single Sign-on domain. The
cluster the VCSA is running on should have DRS enabled and at least three hosts for best
practices. The Basic option will add a NIC to the VCSA before cloning the VCSA twice.

During the Basic wizard, you will be able to set the IP addresses for the vCenter HA net-
work and add IP addresses for the management NIC of the passive appliance. You can also
approve where the two new appliances will be created. The wizard will attempt to place
them, but if the default options have problems, you will be prompted (Figure 10.26).
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FIGURE 10.25 vCenter HA configuration options

Configurs vCenter HA (Flim

1 Selecta configumtion option Selecta configuraton opfion

% SeloctIP sstings for Passive Select a configuration option for the vCenter HA
and Witness nodes
5 Salecta depleyment (=) Basic
* configumtion \Usz this option fo configure vCenter HA automatizally The vCenter HA nodes will be automatically
cloned and configured.
Hote: This requires that the vCenier Server Appliance i avallabla In the vCentar Server Inveniory

4 Readyto complets
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1 Greate vGenter HA network

) Advanced
Usa this eptlon 1o configure vCenter HA manually. The vCentar HA nodes will be manually cloned
and configurad

Preceguisites.

1 Create vCantar HA natwork

2. Add a secend NIC to the vCenter Server Appiiance, atiach it to the vCenter HA network, and
configure its IF address

For more Information refer to the vSphers lon. CHck herg to open articls on configuring yCantar HA

Hack Next Firish | Cancel

FIGURE 10.26 Basic option compatibility errors (left) and the issues expanded (right)
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Correct the issues and set the configuration as needed before continuing (Figure 10.27).

If you use the Advanced option to configure vCenter HA, you must add a second NIC
to the vCenter server appliance before starting the Advanced Option wizard. During the
wizard, you will be prompted to enter the IP addresses for the passive and witness virtual
machines. The last step of the Advanced option is Clone VMs. While on this window, use
the Clone to Virtual Machine wizard (Figure 10.28) to make two copies of the VCSA. Dur-
ing that wizard, use the Customize the Operating System option and create a Guest Cus-
tomization Spec to change the hostname and IP address of NICO to the one specified in the
Advanced Option wizard. For a detailed walkthrough, visit the following URL:

featurewalkthrough.vmware.com/t/vsphere-6-5/enabling-vcenter-
ha-advanced/26
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FIGURE 10.27 Completing the Basic option process

Configure vCentar HA

« 1 Selecta configuration option Ready o complets

Raview tha wCanter HA configuration
) Select IP setings for Passive i s dntg
and Witness nodes

v Selocta deployment @ vCenter HA cluster will be configured by deploying YMs for the Passive and Wilness nodes with the ssifings displaysd below

configuraton
Passive node settings:
wCenter HA network IP address. I 192.168.110.202 Show all [P settings.
W name 1 vrcsa-02a corp local-peer Deployment canfiguration

Witness node settings:

wCenter HA natwork IP addrese. M 192.168.110.203 Show all IP settings.

W name: 1 vess-023 corp localwitness Dieployment configuration

Back Nexi Finish Cancel

FIGURE 10.28 Use the Clone to Virtual Machine wizard to copy the VCSA.

oo P UL ST
5 vSph;i Eb Actions - vesa-02a.corp.local nce mactive fAa
Power » Hostlsolation
Guest 03 ' s e with Perm
Snapshots b
@ Open Console £ ore with All Pg
& Migrate Guest not heartbeat
" Clone to Virtual Machine...
Tempiots ' B# Clone to Template...
Fault Tolerance ¥ ’f;ﬂ Clone to Template in Library..

T | I RAmiEsien Eanto!

The Basic option will default to using <VCSA name>-peer for the passive appliance and
<VCSA name>-witness for the witness appliance.

With either configuration, the witness appliance will only be connected to the HA
network. You also need to ensure that SSH is enabled on the VCSA before cloning is per-
formed or you will receive the errors shown in Figure 10.29 and/or Figure 10.30.
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FIGURE 10.29 Tasks message regarding enabling SSH before the VCSA is cloned

| vesa0Za.corplocal "_«1 ) q,“ @.ﬂcﬁons -
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Error stack:
® vCenier HA requires S8H dasmon to be running. Enable S5H befors you can configurs vCenter HA
Ralated events:

@ 10182018 3.09:16 AM Task: Deploy avCenlerHA cluster

FIGURE 10.30 Error message in the Configure vCenter HA window if SSH
is not enabled

@b Configure vCentar HA T

The operatien Is not allowed In the current state. =
vCenter HA requires S3H daemen to be running, Enable S3H before you can configure vCanter HA

+ 1 Selecta configumiion option  Reayto complet
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v 3 Add a vCenter HA network : T g
- adapter for Active node
v Salect IP settngs for Passiwe @ vCenter HA clustsr will be configured by deploying VMs for the Passive and Witness nodes with the settings displayed below.
and Winess nodes

After vCenter HA is configured, you can monitor its status using the Monitor tab
(Figure 10.31) or monitor the status and review the configuration using the Configure tab
(Figure 10.32).

If a problem is detected, the Monitor tab will suggest some remedies. In this case (see
Figure 10.33), the network connections for the passive node have been disconnected.

If the active node fails, the failover process (Figure 10.34) will start and the passive node
will assume the hostname and management IP address of the active node (Figure 10.35).

When the failed node returns, it will become the passive node. There is no automatic
failback. However, there is an Initiate Failover button on the Configure tab to trigger a
failback. Also, on the Configure tab after vCenter HA is enabled is an Edit button that
allows you to enter maintenance mode in case of infrastructure changes that could affect
connectivity, since if the active node loses connectivity to the passive and witness nodes, it
will stop responding to requests. You can also disable or remove vCenter HA using the Edit
button (Figure 10.36).
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FIGURE 10.31 Monitor tab for vCenter HA
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FIGURE 10.32 The Configure tab after vCenter HA is enabled
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FIGURE 10.33 The Monitor tab after the passive node has been disconnected
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FIGURE 10.34 Failover notification from the web client
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FIGURE 10.35 The passive node has claimed the .201 IP address of the active node.
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FIGURE 10.36 Four options are provided to edit the configurations after vCenter HA
has been enabled.

EditvCenter HA (z)

Enable vCenter HA
Replication between the Active and Passive nodes is enabled. Automatic failover will
occur if the Active node fails while the vCenter HA cluster is in a healthy state.

() Maintenance Mode

Replication between the Active and Passive nodes is enabled but automatic failover is
disabled. The Active node continues fo run normally even if the Passive and Winess
nodes are both unavailable.

() Digable vCenter HA

Both replication and automatic failover are disabled. vCenter HA configuration is
preserved.

() Remove vCenter HA

The vCenter HA configuration is removed. The current Active node continues to run
normally.

[ OK H Cancel ]

EXERCISE 10.3

Enable vCenter HA and test failover.

Requires a VCSA residing in the cluster it manages.

1. Ensure that the VCSA has SSH enabled.

@ VMwere Appliance Mansgement % 4

€ 2 C A MNotsecurs | Bips/fucsa-02acorplocal 5400/# zppliznce//accessTocale=en @ B

B Edit Access Settings

¥l Enable SSH Login
I Enablo BASH Shall
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2. Create a new port group named HA Network either on a vDS or on a vSS on each of
your hosts and allocate an IP domain for it. This will be a closed network and will not
need routing.

3. Open the Config tab for your VCSA and click the Configure button on the Settings »
vCenter HA page.
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For more information refer to the vSphere documentation. Click here to open article on configuring vCanter HA
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EXERCISE 10.3 (continued)

5. Enter the vCenter HA network IP address for the active node and select the port
group (network) to use.

Configure vCenter HA Pl
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6. Enter the vCenter HA network IP addresses for the passive and witness nodes.
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Verify that the selected configuration is appropriate for your environment and check

any compatibility errors or warnings.
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8.

Double-check your settings and then click Finish to start the clone process.
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EXERCISE 10.3 (continued)

9. Monitor the deployment via vCenter and watch the Monitor tab for vCenter HA to
complete the process and start replicating.
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Getting Started  Summary .Monitor-i Configure  Permissions Dafacenters Hosts & Clusters  WMs  Datastores  Networl

lssues |vCenter HA | Tasks & Events | System Logs | Sessions |
State Enabled

Health B Good

&, Active i U

& Passive i Up
& Witness . Up

Msssage Addtional Information
& PostgreSQL replication mods is Synchronous
& Appliance configuration is in sync. -

LEI Appliance state is in sync.

& Appliance sqiite db is in sync

10. When vCenter HA shows that its health is Good, suspend the active VCSA.

ﬁb Actions - vcsa-02a.corp local
Guest 05 [ i Power Off

P Open Console &) Reset

&4 Migrate . Shut Down Guest 05
Clene » Restart Guest 05
Template » e

11. You can monitor the failover by pinging the public IP of the vCenter server or waiting
for the web client to resume.

& o x
[ VMwere \SohereWeb Clent % =

€« C A Notsscure | hsps/)/vesa-02a.complocal/vsphere-c csp a « @6

VMware vSphere® Web Client

e

Failover in progress...
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12. Verify that the passive appliance has taken over and the vCenter HA is in a
degraded state.

0 vesaezncorpincal | My * T ag | dpacsons -
Gelting Stafed  Surmary | Monmorl Configure  Pemnissiord  Daelaceniars  Hosts & Ciuslers . VN Datasiores  Nelworks  Liaked vCenler Senver Systems  Extensions  Updats Manager

scsuee [REMIBFUA Tosks & Evens | Sigtem Logs | Sessions

@ vCemer HA Setngs

State Eraled
Heafh @ Wamng
b Acive i U

o Pessive ) Down
il Wines: | Ue

AN mfsmatias

and reacnanis

varify T1ha Fasstve ‘Wiknass nodes
Verlfy T PestgreSOL senves s nunning on the Passive node and that the Passive node i reachable on fe vCenler HA nelwork

13. Unsuspend the original active node and verify that vCenter HA has a Good status.

1 %@ g | BhAdions v

Getting Started  Summary | Monitor | Configure  Parmissions  Datacenters Hosts & Clusters  VMs  Datastores  Metworl

| 1 vesa-02a.corp.local

| lssues I'\}Céhler'HA"| Tasks & Events | Sysiem Logs | Sessions

State Enabled
Health B Good
I& Active . Up

g Passive i Up
dly Witness . Up
Message Additional Information
& PostgreSQL replication mode is Synchronous. -

ﬁ Appliance configuration is in sync

& Appliance sfate is in sync.

ﬁ Appliance sqlite db is in sync. =

Summary

In a production vSphere environment, ensuring that the virtual machines are available is
a priority. Part of keeping virtual machines available is recovering them from a failed host
and reviving virtual machines that experienced a failure. Using vSphere High Availability,
you can configure automated recovery from those scenarios.
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The primary purpose of vSphere HA is to restart VMs from a failed host onto a running
host, and this feature is turned on if all you do is enable High Availability. However, HA
has the ability to also monitor virtual machines (using VMware Tools) and restart the VM
if the OS or an application being monitored stops. HA can also recover from storage issues
on a host, where virtual machines can be restarted on other hosts not experiencing an issue.

New to vSphere 6.5, High Availability can also be proactive, leveraging vendor mon-
itoring tools to evacuate virtual machines from hosts that experience problems such as
failed power supply or overheating.

Also new to vSphere 6.5 is the ability to create an active/passive cluster from a VCSA.
With vCenter HA, you can increase the availability of your vCenter server to improve
management uptime.

Exam Essentials

Understand vSphere HA and how it is implemented. One of VMware’s key features for
many years, HA’s primary goal is to restart VMs from failed hosts. Know that this is a per-
cluster setting and the VMs will experience downtime during an HA recovery.

Know VM Component Protection (VMCP). Know the difference between Permanent
Device Loss (PDL) and All Paths Down (APD) and the HA options for each. PDL means
the array has reports (via SCSI code) that the storage device is no longer available. APD
means the storage can’t be reached by your host. The key difference is that with PDL, the
array is reporting that the storage is gone while APD means the host has no idea why it
can’t reach the storage. PDL assumes your VMs need to be powered off and restated on a
host that can reach them. With APD, you have a conservative option where HA won’t stop
VMs before it determines that other hosts can restart them.

Describe Proactive HA and know its requirements. Proactive HA is a new feature in
vSphere and can improve uptime in the environment by preventing VMs from running on
suspect hosts. However, it requires your server vendor to provide a monitoring solution
compatible with Proactive HA. While an obvious requirement is that all hosts must be from
the same vendor, your vendor may have other requirements.

Understand HA admission control. Admission control is there to prevent you from
starting more VMs in your environment than can be restarted in the event of host failure(s).
Admission control has three methods for calculating how much capacity to reserve for the
event of a failure: Slot Policy, Cluster Resource Percentage, and Dedicated failover hosts.

Know Slot Policy vs. Cluster Resource Percentage. Two of the admission control policies
use calculations and VM reservations to determine how much CPU and memory capacity
to hold in reserve. Slot Policy uses the maximum RAM reservation and the maximum
CPU reservation to set a “slot” size. Each running VM takes up one slot, and enough extra
slots are reserved to account for a host to fail. Cluster Resource Percentage keeps free the
amount of resources that equal the CPU and memory capacity of one host.
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Understand vCenter HA architecture. With vCenter HA, there are three virtual machines
set up in an active-passive-witness trio. The passive and witness appliances are clones of
the active appliance and can be created by the Enable wizard using Basic mode or by the
administrator manually if the Advanced option is used.

Be able to describe the requirements for vCenter HA. You can only enable vCenter HA
on a vSphere 6.5 VCSA with SSH enabled. If the appliance is not managing itself or is not
managed by a vCenter server in the same SSO domain, you must use the Advanced option.
You need a separate network for the HA traffic. The Advanced option requires the admin
to add a second NIC on the HA network prior to cloning and use the Guest Customization
option to change the host name and IPs before the Advanced option wizard is completed.
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Review Questions

The answers to the chapter review questions can be found in the Appendix.

1. What is the minimum licensing level required for vSphere High Availability?
A. Essentials
B. Essentials Plus
C. Standard
D. Platinum
2. What recovery is provided if no High Availability configuration is performed beyond
enabling HA on a cluster?
A. Host failure
B. Storage failure
C. vCenter failure
D. Virtual machine failure
3. Which options should be used if the default gateway of the management network does not
respond to ICMP? (Choose two.)
A. das.failuredetectiontime
B. das.isolationaddressO
C. das.usedefaultisolationaddress
D. das.isolationshutdowntimeout
4. Which admission control policy should be used when regulations require passive
failover capacity?
A. Slot Policy
B. Cluster resource percentage
C. Host Failures Cluster Tolerates
D. Dedicated failover hosts
5. Which admission control policy should be used when virtual machines have very different
reservation settings for CPU and memory?
A. Slot Policy
B. Cluster resource percentage
C. Host Failures Cluster Tolerates
D. Dedicated failover hosts
6. Which admission control policy should be used when virtual machines have very similar
resource reservations?
A. Slot Policy

B. Cluster resource percentage
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C. Host Failures Cluster Tolerates

D. Dedicated failover hosts

Which admission control policy, when configured by vSphere, could result in resource
fragmentation?

A. Slot Policy (fixed slot size)

B. Cluster resource percentage

C. Host Failures Cluster Tolerates

D. Dedicated failover hosts

What could prevent virtual machines from restarting during a failure in an environment
using a Slot size policy that covers all powered-on virtual machines?

A. A new virtual machine with a very large reservation

B. Fragmented resources

C. DRS affinity rules

D. Performance degradation set to 0%

Which option will set a warning if the environment is anticipated to have insufficient
performance during a failure?

A. Cluster resource percentage set to 0%

B. Cluster resource percentage set to 100%

C. Performance degradation set to 0%

D. Performance degradation set to 100%

An environment has the following virtual machines in a cluster configured with the default
Slot Policy admission control.

e Twenty virtual machines with a 500 MHz CPU reservation

e  Twenty virtual machines with a 750 MHz CPU reservation

e  Five virtual machines with a 3000 MHz CPU reservation

An administrator cannot power on a new virtual machine. What are two options that could
allow the administrator to power on the VM? (Choose two.)

A. Remove the CPU reservation on the new VM.

B. Reduce the 500 MHz reservations to 250 MHz.

C. Reduce the 750 MHz reservations to 500 MHz.

D. Reduce the 3000 MHz reservations to 750 MHz.

An environment has the following virtual machines in a cluster configured with the default
Slot Policy admission control.

e Twenty virtual machines with a 500 MHz CPU reservation and 1024 MB memory
reservation

e  Twenty virtual machines with a 750 MHz CPU reservation and no memory reserva-
tion, 250 MB overhead
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e  Five virtual machines with a 3000 MHz CPU reservation and no memory reservation,
512 MB overhead

What is the slot size currently in use?

A. 500 MHzand 1 GB

B. 3000 MHzand 1 GB

C. 3000 MHz and 512 MB

D. 3000 MHz and 1786 MB

12. What options are available if a monitored VM appliance stops sending heartbeats?
A. Restart the VM on a new host.
B. Power off the VM after confirming that another host has connectivity.
C. Restart the guest OS.
D. Restart the application.
13. What could account for a virtual machine configured for VM monitoring not being
restarted after a failure? (Choose two.)
A. No VMware Tools.
B. VM failed too quickly.
C. HA cannot find a host that can access the datastore.

D. Admission control is disabled.

14. Which HA technologies require vendor support for implementation? (Choose two.)
A. Proactive HA
B. VMCP
C. Heartbeat datastores

D. Application monitoring

15. What components are required for vCenter High Availability? (Choose two.)
A. VCSA
B. Load balancer
C. Windows server

D. Dedicated network

16. Which HA failure scenarios will not allow usage of vCenter?
A. Witness appliance failure
B. Active appliance failure
C. Passive or witness appliance failure
D

Passive and witness appliance failure
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What steps are required to be taken manually for the vCenter HA Basic option?
(Choose two.)

A. Add a second NIC.
B. Enable SSH.
C. Clone the VCSA.

D. Create a new network.

. What manual steps are required for the Advanced option for vCenter HA? (Choose two.)
A. Clone the VCSA.

B. Customize the guest.

C. Configure PostgreSQL replication.

D. Enable VMCP.

. Which step should be taken prior to initiating infrastructure changes in an environment
configured for vCenter HA?

A. Set the host to maintenance mode.

B. Suspend the witness and passive nodes.

C. [Initiate a failover before working on the active host.

D. Set vCenter HA to maintenance mode.

. What is the default number of heartbeat datastores per host?

A. One
B. Two
C. Three

D. Same as the number of hosts in the cluster

How many more virtual machines without a reservation can be started in this environment?
(See exhibit.)

= Advanced Runtime Info e

Slot size 1000 MHz
65 MB

Total slots in cluster 20

Used slots 2

Available slots E]

Failover slots 10

Total powered-on virtual
machines in cluster

Total hosts in cluster 2

Total good hosts in cluster 2

Refresh

A. 20
B. 2



518 Chapter 10 = Ensuring High Availability for vSphere Clusters and the VCSA

C. 8
D. No limit

22. How many slots will a virtual machine with a 200 MB reservation take in this environ-
ment? (See exhibit.)

~ Advanced Runtime Info 0
Slot size 1000 MHz
68 MB
Total slots in cluster 20
Used slots 2
Avaitable slots 8
Failover slots 10

Total powered-on virtual
machines in cluster

Total hosts in cluster 2

Total good hosts in clustar 2

Refresh

One
Two
Three

Four

Sowp
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Running virtual machines is the main objective of a vSphere
environment. While the VMware vSphere 6.7 Founda-

tions Exam 2019 covers creating virtual machines, it
doesn’t address advanced information and options that

are covered, along with Content Library and Converter tools, on the VMware Certified
Professional exam.

This chapter will include a more in-depth discussion of the configuration files that make
up virtual machines and exist behind the GUI and how changes to the virtual machine
are reflected in those files. I will also address some advanced topics around virtual pro-
cessor configuration, optional virtual hardware, and the effect USB devices can have in an
environment.

The second part of this chapter will go into detail around content libraries, a vSphere-
integrated method of sharing VM and vApp templates and other files across vSphere envi-
ronments. A central repository of VMs encourages consistency and compliance in the
environment and improves efficiencies when templates don’t have to be manually created in
or copied to environments.

Finally, I will address a method of creating virtual machines using the Converter tool.
While primarily used for Physical-to-Virtual (P2V) migration, the tool could also be used
to import virtual machines, and there are a variety of options around managing the migra-
tion process. Although the frequency of P2V conversions has been in sharp decline as virtu-
alization has become a vital part of the modern datacenter, Converter is still a useful tool.

Virtual Machine Advanced Settings

Virtual machines primarily consist of a .vmx configuration file and a boot device, which
is normally a pair of files: a .vmdk configuration file and a flat.vmdk data file. While the
.vmdk files are the virtual hard drive presented to the virtual machine, the .vmx file holds
all of the configuration information for the VM—such as CPU and memory and network
configuration. The .vmx file is a plaintext file and can be manually edited if needed.

One of the key settings for a virtual machine is the operating system, which controls the
default settings for the virtual machine (including default storage and network controllers),
the minimum and maximum for various settings, and which virtual machine features are
available for the virtual machine. If you cannot set a specific value for a virtual machine,
check the operating system setting. Other limiting factors for VM values include host
hardware and virtual machine hardware version. Examples of these limitations are shown
in Figure 11.1, Figure 11.2, Figure 11.3, and Figure 11.4.
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FIGURE 11.1 Setting the operating system to Windows 95 as shown in 11.a will limit
you to one CPU and 2 GB RAM as shown in 11.b.

Mew Virtual Machine - E?E ﬁ

1 Selectcreation type Selecta guest OS5
Choose the guest 05 that will be installzd on the virtuel machine

o 12 Selact 3 crealian type

2 Edit setings Idanefying tha guast operating system nara 2Eows the wizard to provida the appropriate defaults for the operating system Instailstion.
' Za Salactaname and folder
~  2b Selecta cnmpu’é rezource Guest OS5 Family [W’lndnws | .J
W 2c Selectsioiage Gusst 08 varsian: | MicrasoR Windows 35 1]
~  2d Select compatibility My This operating systerm is no lnger supportad, see description of
- Terminated support af: hitp kb yrmirare com/kbi204 5161

2f Cusziomize hardware

3 Ready D com piei

Customiae hardware
Configure the virtual machine hardware

1 Select creation type
1a Select a craation tpe

& M (Wil argware | VM Opions | SORS Rues |

2a Salecta name and folder
» @ cPu |2 =] @

g

2b Select a compula resource

2c Selactslorage + I Memory g
2d Salect compatibility + 2 New Hard disk 8 |:
2a Select a guest 05 » Jll Mow Network [ Bridged T=) ¥ Cormect
+ ) New COIOVD Dive [ Cilert Davice. T;) Cic:
3 Readyto complete + [ Mo Floppy deive | e 2 ._.I
+ [ Video card [ Spactty custom sattings B
b L3 VMCI device )
+ Other Devices

FIGURE 11.2 A VM cannot be created with more vCPUs than the host has logical
processors.

Customize hardware

1 Select creation type
Configure the Wrival machine hardware

~  1& Salecta creation ype

2 Eokeesinge ((Vitwal Hosdwars | VM Options | SRS Rules |

+  2a Selacta name and folder =
» @ cru | @
«  2b Selecta compute resource B
- MB -
W 2c Select storage T Memery | |T_:._ )
« 24 Selectcompafbilty Fasenion | E-E
'  2e SelectaguesiOS ;“mm locked)
Limit ited |w|[|MB e
3 Readyto complee Shares Normal | ;_I sl
Memory Hot Plug | Enabls

+ [ NewHarddisk 40
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FIGURE 11.3 HotPlug cannot be enabled if the operating system is Other 32-bit Linux.

91 New Virtual Machine {?)

1 Selectcrealion iype Selecta guastO§
Choose e guest CS thal will be insialied on e vitual machine
v 12 Selecl a creation pe
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~  2a Selectaname and folder

~  2b Selectacomputeresource  GuestOS Family | Other | =
v  2c Selectstorage Guest 05 Version. | Other (32-bif) | -
v 20 Seleci compathility |Guestos Name: L.

M 2 sciciaguestos ]

2f Customize hardware

} Roadyto

compe s

1 New Virtual Machine

1 Select creation type Customize hardware
Configure the virtual machine hardware
' 1a Selecta creation type

2 Edksetings Virtual Hardware VM Options | SDRS Rules

v  2a Selacta name and folder

» @ CPU 1 v ©
v  2b Selacta computs resource
W 2c Select storage ~ 8 Memecy 25 | M b
«  2d Salact compatbility HiesRriahen 0 v| | MB -
«  2a Selacta guest0S [ Reserve all guest memaory (All locked)

Readyto complet Shares Mormal -
I Memary Hot Plug I
+ & New Hard disk 8 = GB -

v B New SCSI controller LS| Logic Parallel

These are examples of limitations set by the OS selected, VM hardware version, and
host configuration and do not represent a comprehensive list.

Virtual Machine Configuration File

When a virtual machine is edited in the GUI, the .vmx file for that VM is modified to
match. A VM with hardware version 8, one vCPU, and 48 MB of RAM is shown in
Figure 11.5.

The partial .vmx file for the VM is shown in Figure 11.6. I have removed most of the
lines from the file to illustrate the basics—the hardware version of the VM, the memory
configured, the hard drive (.vmdk) filename, the name of the VM, and the guest OS
selected. The number of CPUs is not shown as the setting is not always present if there is
just one vCPU.
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FIGURE 11.4 |If the virtual machine hardware version is 4, you cannot add a VMXNET3

network adapter.
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The hardware version for the virtual machine has been upgraded to 13 (the version com-
patible with vSphere 6.5 and above), the RAM increased to 64 MB, and a second vCPU
added. The updated VM is shown in Figure 11.7.

The .vmx file now shows the changes. The virtualHW.version is now 13, memSize is 64,
and the numvcpus setting has been added with a value of 2, as shown in Figure 11.8.

When adding multiple vCPUs to a virtual machine, you have the option of presenting
multiple cores per processor to the guest. This can come in handy if your guest OS or appli-
cation licensing has processor/core requirements. A virtual machine with four vCPUs is
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FIGURE 11.5 Virtual machine as shown in the WebClient

(B Ting01 | & P @ E [ | fgjActions -
Getting Started  Summary | Monitor Configure Permissions Snapshots Datastores  Networks  Update Manager
Tiny(1
Guest 0S Other Linux (32-bit)
Compatibiity ESXi 5.0 and later (VM version B)
Powered Off VMw are Tools. Not running, version 2147483647 (Guest Managed)
More info
o DNS Name:
L") IP Addresses
Host esx-07a corp locat
» VM Hardware 7 | = VM Storage Policies
» CPU 1 CPU(s), 0 MHz used VM Storage Policies
+ Memary 48 MB, 0 MB memory active VM Storage Policy Compliance
» Hard disk 1 6400 MB Last Checked Date
» Network adapter 1 Management (disconnected)
s CO/DVD drive 1 Disconnected "l'- i)
- v Tags
¢ Video card 400 MB = =
Assigned Tag Catagory
» Other Additional Hardware Thic liet is amnty

Check Compliance
=

Descnphon

FIGURE 11.6 The .vmxfile for the virtual machine

[rootBesx-0la: fvmfs/volumes/5b234 fhe-49c4d5854-a62a-000c296bdd1d/Tiny01]
.encoding = "UTF-8"

config.version = "g"

wirtualHW.version = "8"

memSize = “48"

ide0:0,.fileName = "Tiny0l.vmdk"
ided:0.present = "TRUE"

ethernetl.virtualDev = "elQO0"

lethernet0.generatedAddress = "00:50:56:94:75:2d4"
lethernetl0,.present = "TRUE"

displayName = "Tiny0l"

gquestos = "linux"

uuid.bios = "42 14 91 30 fb ef 91 cb-70 c0 Oc 9f 4d 40 8f 5f"

cat Tiny0l.vmx

shown in Figure 11.9 along with the available cores per socket options. With four vCPUs
set for the virtual machine, you have the options of presenting the guest with one CPU with
four cores, two CPUs with two cores each, or four CPUs with one core each. You set this

by choosing how many cores each CPU will have.

Changing the core count adds a new setting, cpuid.coresPerSocket, to the .vmx file, as

shown in Figure 11.10.
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FIGURE 11.7 Updated virtual machine as shown in the web client

BTyt | @ p W D 5 | {GAdions +
Gefting Started = Summary | Monilor Configure Permissions Snapshots Datastores  Networks  Update Manager
Ty
Guest OS Other Linux (32-bit
Compatibilty ESXi 6.5 and later (VM version 13)
Powered Off VI are Tools: Nt running, version:2147 483647 (Gues! Managed)
More info
2 DNS Narme
@ P Addrassas
Host sx-01acorplocal
* VM Hardware [ = VM Storage Policies =]
» CPU 2 CPU(s), 0 MHz used VM Storage Policies
» Memory 64 MB. 0 MB memory active VM Storage Policy Compliance
v Hard disk 1 Last Checked Date -
Capacity 64.00 MB Check Compliance
VM storage policy -
= Tags -
Type Thin provision
Assigned Tag Calegory Descripon
Location RegionAD1-i5CSI02 (8.8 GB free) This list is empty
» Network adapter 1 Management (disconnacied)
Wy CD/DVD drive 1 Disconnectad o 0
» Video card 400 MB
b Other Additional Hardware

FIGURE 11.8 The vmx file for the updated virtual machine

[rootResx=01a: /vmfs/volumes/5b234 fbe=-49cdd954-a62a=-000c296bddld/Tiny01] cat Tiny0l.vwmx
.encoding = "UTF-8"

config.version = "av

virtualiW.version = "13"

memSize = "64"

idef:0. fileName = "Tiny01.vmdk"™
idef:0.present = "TRUE"

lethernet0.virtualDev "el000"

lethernetl.generatedhddress = "00:50:56:94:75:24"
lethernetll.present = "TRUE"

idisplayName = "Tiny01"

lguest0s = "linux"

uuid.bios = ™42 14 81 30 fb ef 91 cb=70 c0 Oc 9f 4d 40 8f Hf"
numvepus = "2"

When a hard drive is added to a virtual machine, the .vmx file of the VM is updated

525

with the location of the .vmdk configuration file and the virtual controller presented to the
VM for local storage access. Figure 11.11 shows the GUI view and a partial .vmx file for a

virtual machine with the LSI Logic SAS controller and one hard drive.
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FIGURE 11.9 Setting multiple cores per socket for a virtual machine
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51 Win2K16-01a - Edit Settings (7 0
| Virtual Hardware | VM Options | SDRS Rules | vApp Options |
~ [ *cru (|- e A
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CPU Hot Plug 1
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FIGURE 11.10 A .vmx file with multiple cores per socket configured
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g
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The .vmdk configuration file will include geometry information and the location of the
binary -flat.vmdk file as shown in Figure 11.12.

If a snapshot is taken of the virtual machine, the VM’s .vmx file is updated with
the .vmdk location of the current snapshot location, Win2K16-01a-000001.vmdk
(Figure 11.13).

A new .vmdk pair is created that consists of a .vmdk configuration file and a -sparse.
vmdk file (see Figure 11.14). The -sparse file holds changes that the virtual machines writes
to its hard drive after the snapshots are committed to the new -flat.vmdk. While a -flat.
vmdk file can be thin or thick provisioned, the -sparse file is always thin provisioned.
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GUI and .vmx file for a VM with a SCSI drive

= Hard disk 1
Capacity 4000 GB

23

VM storage policy

Location
» Network adapter 1

&) CD/DVD drive 1 Disconnected
5 Floppy drive 1 Disconnected
» Video card 5.00 MB
w Other

SCSl Adapters

Controllars SID centroller D

IDE O

SATA controller 0
PCl centreller D

Type Thick provision lazy zeed
iSCSI-Datastore (361.0 GB free)

Bridged (disconnected)

USB »HCl controller

.encoding = "UTF-&"
config.verzion = "4"

i ) scsil.virtualDev = "lsisaslCe8"

scsil.present = "TRUE"

i scsil:0.deviceType =

"scsi-hardDisk"

scsi0:0.fileNane = "winZrle-0la.vmdk"™

SCSlcontroller D (LS Logic SAS)

FIGURE 11.12 The configuration file for a virtual hard drive

# Disk DescriptorFile
veraiocn=l

encodin urE-aT”
CID=fffffffe
parentCID=fEEffEFEF
isWativesSnapshot="no"

createType="wvmfa"

$ Extent description

¥ The Disk Data Base
foDE

ddb.adapterType = "lsilogic™

dih_geometry._ecylinders = "5221"
ddb.geometry.heads = 255"

ddb.grometry.sectors = "E3T

ddb.virtualdWVersion = 13"

RW 03886080 VMFS "Win2Klé-0Ole—flat.vmdk"

ddb.longContentID = "=dSeB075415cb4bl350002c1EfFFFfia"

ddb.uuid = "60 00 €2 91 b3 2f ba 70-26 dZ 16 Se 7b f6é 29 ab"

[roctResx-0la: /vmfs/volumes/5b737£0a-205%7b2a-caal2-000c2521cE£7/Win2E16-01a] cat Win2K1le-0la.wvmdk

The snapshot .vmdk file includes a link to the “parent” .vmdk configuration file as

shown in Figure 11.15.

527

When the snapshot is removed, the changes from the -sparse file are written to the -flat
file, the -sparse and its .vmdk are removed, and the virtual machine’s .vmx file is updated

to point to the .vmdk for the -flat file.
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FIGURE 11.13 Updated vmx after a snapshot

[rootRBesn—0la: /vmfs/volumes/Sb737£0a-20597b2a-caa2-000c253alcffT/Win2E16-01a] cat Win2El6-0la.vmx
.encoding = "UTF-8"

config.version = "8"

virtualHW.version = "13"

sc2if:0.deviceType = "scsi-heardDisk"

scsi0:0.fileName = "Win2K16-01z-000001.vmdk™

sched.scsil:0.shares = "normsl”

FIGURE 11.14 New .vmdk pair created for the snapshot

[root#esx—0la:/vmfa/volumea,/5b737£0a-20597b2a-casd-000c2%alcffT/WindEl6-01a] la -1 -h
total 41544128
1 root root 165.0M Nov 20 17:26 Win2R16-01la-000001-sesparse.vmdk
1 oot root 340 Now 20 17:28 1a-000001 . vmdk
1 Toot raot 242 Nov 12 1E:48 WinZEl6-0la-26814Eba.hlog
1 root root 10.1K NWov 20 17:26 Win2E1G6-0la-8napshotl.vman
1 root root 40.0G Nov 12 1B:48
1 root root 473 Wov 12 18:48
FEW-r——T-— 1 root root 419 Mov 20 17:26 WinZElé-0la.vmad
CEWEE-XI-X 1 root root Z.0K Mov 20 17:326 WinZEl6-0la.vmx

FIGURE 11.15 The snapshot .vmdk showing the parent .vmdk

|rootBeax—01la: /vmfa/volumes/5b737£0a-2055Tb2a-caa2-000c2% 1cf£7/WinlK16-01a] cat Win2E16-01s-000001 . vmdk|
# Disk DescriptorFile

version=1

encoding="UTF-3"

CID=fEffffffa

parentCID—ffEfffffe

isWativesSnspshot="no"

createType="seSparze”
parentFileNameHint="Win2Kl6—0la.vmdk"

¥ Extent description

RW 838860680 SESPARSE "Win2R16-01s-000001-sesparae. vmdk™

¥ The Disk Data Baase

+0DB

ddb_grain = "8"

ddb . longContentID = "edSed(7541%9cbdbl355002c1fffffffe"

[rootBesn—0la: /vmfs/volumes/5bT737£0a-20597bla-cnal-000c2%lcff7/WinlK16-01a]

Advanced Virtual Machine Options

There are quite a few advanced options available from the virtual machine settings window
that are available to resolve compatibility issues, provide guest operating systems with
greater insight into host resources, and make it easier to manage large environments.

CPU Settings

There are a few advanced CPU settings, as shown in Figure 11.16, that affect the features
available to guest vCPUs. These features are normally changed at the behest of application
vendor support or VMware support to resolve or avoid issues.
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FIGURE 11.16 Virtual machine CPU settings

51 Win2K16-01a - Edit Settings

2»

Virtual Hardware | VM Options | SORS Rules | vApp Options
P | MR

529

~ [ CPU [1 [~ @ A
Caores per Sacket |1—|v| Sockets: 1
CPU Hot Plug ["] Enable CPU Hot Add
Reservation | 0 !; | |W_|_v:
Lirmit i'ﬁ?iiiEitEdiiﬁ |ﬁz_'|_.:l
Shares | -I;qunm—|._ |
CPUID Mask | Expose the NX/XD flag t:} guest | + | Advanced

Hardware virtualization [ | Expose hardware assisted virtualization to the guest O! b

Performance Counters

Scheduling Affinity | | o

CPU/MMU [ Autornatic |+ &
Virtualization

CPUID Mask This setting toggles the guest’s ability to use AMD’s NX or Intel’s XD
feature set.

CPUID Mask > Advanced This will open the CPU Identification Mask window
where you can create specific mask strings. Before Enhanced vMotion Compatibility

(EVC) was available, this was used to ensure vMotion compatibility between hosts
with different CPUs.

Hardware Virtualization Exposes CPU virtualization to the guest. Usually used to
nest hypervisors.

Scheduling Affinity Allows you to specify which CPU core or hyperthread the guest
vCPUs will use.

CPU/MMU Virtualization A host can provide CPU and Memory Management Unit
(MMU) virtualization using software and/or hardware, which can be set here or left
on automatic.

Video Card Options

In Figure 11.17 we see the video card options available for virtual machines. While
the defaults are sufficient for most workloads, you may need to make changes for spe-

cialty VMs.
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FIGURE 11.17 Video card options

{1 3D - Edit Settings 2

| Virtual Hardware | VM Options | SDRS Rules i vApp Options !

v [ cPu [1 [~] @
¥ g Memgry | 2048 | - | | MB |

1

» (&, SCSI controller 0 LSILogic SAS

» [l Network adapter 1 | Bridged |v | M Connect..
b -_gét_a CD/DVD drive 1 | Client Device ! - |
¢ [ Floppy drive 1 | Client Device I. |
- @ Video card | Specify custom settings | - |
Number of displays | 1 |.|
Total video memory 3 MB

Video Memory Calculator

3D Graphics [#] Enakble 30 Support
3D Renderer !.-S_D'I'TT;‘JE:’E | - |
3D Memory 256 MB

Specify Custom Settings This setting defaults to Specify Custom Settings but you
could set it to Auto-detect Settings. This has the effect of setting a cap on the video
resources used by VMs. In automatic mode, the video memory can increase dramati-
cally if the connected resource has multiple high-resolution screens.

3D Graphics Enable this setting to allow your virtual machine additional video
resources for 3D.

3D Renderer This setting can be set to Automatic, Software, or Hardware. If you
choose Hardware, your host must have a compatible GPU. If Hardware is set, your
virtual machine can only vMotion to hosts with hardware GPU. On Automatic, virtual
machines can vMotion between hosts with and without GPUs.

3D Memory This setting defaults to 256 MB once 3D Graphics is enabled, but it can
be changed to fit your needs.

Note that these options are separate from the capabilities of units like the NVIDIA
Grid vGPU, which shows up in virtual machines as a separate PCI device as shown in
Figure 11.18.
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FIGURE 11.18 An NVIDIA Grid vGPU configured for a virtual machine

» [ Video card -

« PCldevice 0 NVIDIA GRID vGPU x|
GPL Frofile

&\ Note: Some vilual machine operations are unavallable when

PCUPCle passihrough devices are present. You cannot
suspend, migrate with viotion, ortake or restore snapshots
of such virlual machines.

General and Remote Console Options

Moving to the VM Options tab, there are a few sections to look into, starting with General
Options and VMware Remote Console Options, which are shown in Figure 11.19.

FIGURE 11.19 General Options and VMware Remote Console Options

51 Win2K16-01a - Edit Settings (7) b
| Virtual Hardware | VM Cptions | SDRS Rules | vApp Options
~ General Options
VM Name Win2K16-01a
VM Config File [ISCSI-Datastors] Win2K16-01a/Win2K16-01a.vmx
VM Working Location [iISCSI-Datastore] Win2K16-01a/
Guest 0OS | Windows | »
Guest 05 Version | Microsoft Windows Server 2016 (64-bit) | -
* VMware Remote Console Options
Guest 0S lock [] Lock the guest operating system when the last remote user
disconnects
Maximum number of sessions [#] Limit the number of simultaneous connections to this virtual machine
20 3

VM Working Location This sets the location of the temporary files such as .vswp
plus the .vmem and .vmsn snapshot files. You can change this by adding the working-
dir value to the .vmx file. Snapshot VMDKs are created in the same directory as the

parent VMDK.

Guest OS and Guest OS Version These set the primary OS and version for the
guest installed on the virtual machine. These settings only affect how vSphere treats

the guest.
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You can install any OS on the virtual machine. However, you will need to verify
that the default VM hardware and settings are compatible with the guest you install.

Guest OS Lock With a Windows guest, the guest desktop will be locked each time a
user closes the VM console.

Maximum Number of Sessions You can limit the number of vSphere consoles open to
a virtual machine at one time.

VMware Tools

Additional options for virtual machines include the VMware Tools options (Figure 11.20)
that set how the host will relate to the VMware Tools suite installed on the guest.

FIGURE 11.20 VMware Tools options

{1 Win2K16-01a - Edit Settings 7

+ General Options VMName: Win2K16-01a

+ VMware Remote Console Options [_| Lock the guest operating system when the last remote user disconne:
+ VMware Tools
Power Operations | Shut Down Guest
00 | suspend
B Power On /Resume VM
@ | Restart Guest
Run ViMware Tools Scrpts [+ After powering on
[ After resuming
[/] Before suspending
[#] Before shutting down guest
Tools Upgrades [[] Check and upgrade VMware Tools before each power on

Time [] Synchronize guest time with host

Run VMware Tools Scripts VMware Tools includes scripts for each power change
that can perform tasks such as release or renew an IP or respond to OS queries about
shutting down.

Time While virtual machines always get the time from the host at startup, you can
set them to periodically get time updates from the host via VMware Tools. This is most
useful for isolated or security VMs that have their network traffic restricted.

Boot Options

Figure 11.21 shows the available Boot Options settings for a VM that can change how a
guest OS boots as well as ways to get into the VM BIOS settings.
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b

o

o

FIGURE 11.21 Boot Options
h Win2K16-01a - Edit Settings LM
| Virtual Hardware | vm Options | SDRS Rules | vApp Options |
General Options VWName: Win2K16-01a
Vhware Remote Console Options [ Lock the guest operating system when the last remote user disconnects
VMware Tools Expand for Vilware Tools setfings
Power managemant Expand for power management setfings
Boot Options
Firmware Choose which firmware should be used to boot the virtual machine:
BIOS (recommended) Bl
M\ Charging firmware might cause the insialled guest operating system to become unbootable.
Boot Delay Whenever the virtual machine is powered on or reset, delay the boot order for

Secure Boat
Force BIOS setup

Failed Boot Recavery

= milisecends

=

[] The next time the virtua! machine boots, force entry into the BICS setup screen

When the vittual machine fails to find a boot device, automatically retry boot after:

seconds

Advanced Options

Firmware The default is BIOS, but you can select the new Extensible Firmware Inter-

face (EFI) boot mode

if your operating system supports it.

Boot Delay This sets a delay (in milliseconds) between power-on and booting the
guest OS. This setting is useful if you want to change VM BIOS settings or select a
boot device at startup.

Secure Boot This setting enables UEFI secure boot, which requires the boot compo-
nents of the VM to be signed. It also requires the EFI setting under Firmware.

Force BIOS Setup Starts the virtual machine into the BIOS or EFI setup at the

next power-on.

Failed Boot Recovery Useful if your storage takes longer to bring up than your hosts,

this setting will retry

a boot attempt after a set delay if the storage is not available.

The Advanced section of VM Options (Figure 11.22) includes ways to set where a VM's
swap file is, indirect editing of the VMX file, and how DRS affects the VM.

Swap File Location By default, all virtual machine files are in the same directory,
selected when the VM was created. You can set the default location of the swap file for
VMs at the cluster or host level or on a per-virtual-machine basis. You can also con-
figure VMs to try to use the host settings and use the default directory if needed.
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FIGURE 11.22 Advanced options

& Win2K16-01a - Edit Settings 2]

I Virtual Hardware | MM Options | SDRS Rules | vApp Options

¥ VVIWare Remoe Lonsoe Upnons

+ VMware Tools Expand for VMware Tools setiings
} Power management Expand for power management seftings
}+ Boat Optians Expand for boot options
¢+ Encryption Expand for encryption settings
~ Advanced
Settings |_| Disable acceleration
[v] Enable logging
Debugging and statistics Run normally =
Swap file location (#) Default
Use the settings of the cluster or host containing the virwal
machine

Virtual machine directory
Store the swap files in the same directory as the virtual machine.

Datastore specified by host

Store the swap files in the datastore specified by the host to be
used for swap files. If not possible, store the swap files in the
same directory as the virtual machine. Using a datastore that is
not visible to both hosts during vMotion might affect the vMotion
performance for the affected virtual machines

Configuration Parameters Edit Configuration...
Latency Sensitivity MNormal | v | @ .
Compatibility: ESXi 6.5 and later (VM version 13) oK Cancel

Edit Configuration This will pull up a window where you can view and edit many of
the settings in the VM’s .vmx file. Not all settings are available, and if you add com-
mands directly to the file, they will likely not show up here.

Latency Sensitivity Setting a VM’s latency sensitivity to High will create a soft
affinity rule in DRS (if DRS is configured), which will reduce the likelihood that the
VM will be moved. VMware suggests that a VM with Latency set to High should
have the maximum CPU reservation set and will not power on unless all memory

is reserved.

DirectPath 1/0

You can give a virtual machine greater control and access to hardware on your host using
DirectPath I/O, a VMware technology designed to give VMs direct access to hardware
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devices. If your host is equipped with a DirectPath I/O compatible network card or other
PCI card, you can configure the host to allow DirectPath I/O access from virtual machines.
From the virtual machine, you can then add the card directly to the VM. In most cases,
this will prevent vMotion from working for that virtual machine; however, the Cisco USC
platform allows vMotion if you have the Cisco UCS Virtual Machine Fabric Extender
(VM-FEX) distributed switch.

SR-I0V

VMware vSphere supports Single Root I/O Virtualization (SR-IOV) for compatible
Peripheral Component Interconnect Express (PCle) devices. This allows virtual machines
to bypass the VMkernel to reduce latency and CPU load. As with DirectPath 1/O, you need
to configure the host to allow SR-IOV before adding the appropriate SR-IOV component (a
passthrough adapter) to the virtual machine.

While SR-IOV and DirectPath I/O are similar, SR-IOV allows sharing of the hardware
with multiple virtual machines.

USB Considerations

You can present USB devices to virtual machines using either a client redirection (see
Figure 11.23) or a virtual connection to the USB devices on the host as shown in
Figure 11.24.

FIGURE 11.23 Connecting a USB device from a client

7 Win2K16-01a - VMware Remote Console

vMEc~ | il » & T

() Power ¥

-'\:Z:,- Removable Devices ¥ CD/DVD drive 1 »

20 Send Ctrl+Alt+Del Floppy drive 1 >

4, Manage » & MNetwork adapter 1 »

:EI: Full Screen Ctrl+Alt+Enter Intel(R) Wireless Bluetooth(R) b
p Silicon Motion Flash Drive > Connect (Disconnect from host)

references...

Help » Change lcon...
Exit ~  Show lcon

Virtual machines connected to USB resources on a host can still be vMotioned to a
different host, assuming the USB device was enabled for vMotion when it was added to
the host. See Figure 11.25 for the configuration message for a host-connected USB device
enabled for vMotion.

You should disable VMware Distributed Power Management (DPM) for any host with a
shared USB device to prevent DPM from powering off that host.
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FIGURE 11.24 Connecting a host’'s USB device to a client

» -5 VMCI device
4 USB xHCI controller USE 3.0

» Other Devices

- [a New Host USB device | Silicon Motion Flash Drive i - |
Select host device Connection 1o this USB device is avallable

vMotion support |¥] Support vMotion while device is connected

Néw devics fi§ Host USB Davice [+ Add

Compatihility: ESXi 6.5 and later (VM version 13) QK Cancel

FIGURE 11.25 USB enabled for vMotion

~ @ USB1 Haost Device - Silicon Metion Flash Drive
USE Device This device is currently present on the host.
USB Unigue D host esx-01a.corp.local path-0/2/0
Status Connected
¥Motion support Crazlni;e:.ion to this device will persist through a migration with

Reconfigure an existing virtual machine

Requires a vCenter server, ESXI host, and powered-off virtual machine with one vCPU and
no snapshots.

1. Open the settings for the virtual machine.

2. Add a total of four vCPUs and configure the guest to see four cores.

51 Win2K16-01a - Edit Settings [

( Virtual Hardware | VM Options | SDRS Rules | vApp Options |

- [ *cpu (4 |+ e -
Cores per Socket (%) | ﬁ | Sockets: 1
CPU Hot Plug [1
Reservation Z | MHz _| - |

Limit [ Iy (M)

Shares | Normal |_- |

CPUID Mask | Expose the NX/XD ﬁaﬁ;: guest i_- | Advanced
Hardware virtualization || Expose hardware assisted \."s:‘tualiza“tio_n to the guest 0! &

Performance Counters

Scheduling Affinity I | £
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3. Open an SSH session to the host and examine the .vmx file for the virtual machine.
Verify the numvcpus and cupid.coresPerSocket settings.

lze ax-0la:/ymfa/volumea/5bT3T£0a-20597b2a-caa2-000c2% 1 cf£7/Win2E16—01a] cat Win2K1lE6-0la.ymx
ding = "UTF-8"
cgnfig.version = "™

virtualHW.version = "13"
nyion = "Win2R1&-0la.oyram”
umycpus = "4
could.coresPerSocket = "4"

4. Verify that the .vmx file points to a <vm name>.vmdk file and make a note of
the filename.

.encoding = "UTF-8"

config.version = "g8"

scsil.virtualDev = "lsisas1068"
scsil.present = "TRUE"
sc=i0:0.deviceType = "scsi-—hardDisk"
scsi0:0.fileName = "Win2EK1l6-0la.vmdk"

5. Take a snapshot of the virtual machine. Verify that the .vmx has a new entry for the
VMDK file:

-encoding = "UTF-8"

config.veraion = "@"

sceill.virtualDev = "laisaslOGE"
=nt = "TRUE"

eviceType = "scsi-hardbDisk"

scail.p

scsil
geail:0.fileName ="Win2K16-01a-000001. vwmdk"

Content Library

Content libraries are very useful central repositories for vSphere-related objects such as
virtual machine templates and ISO files. Once one content library is created, other vCenter
servers can subscribe to it, which allows them to access the files shared by that library. As
shown in Figure 11.26, Content library management is accessed from the Home menu in
the web client.

Once you have supplied a name for the library, you need to decide if this vCenter server
will manage the files itself (a local library) or if it will subscribe to a library managed by a
separate vCenter server. See Figure 11.27.

A local library has the option of being published for other vCenter servers to access it—
and if it will be published, you can choose to optimize the catalog, which compresses the
files immediately, allowing streams to be faster over HTTP and lower CPU utilization when
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FIGURE 11.26 Managing content libraries

Navigator L | ;] Home
14 Back 1 Home
|
EJ Hosts and Clusters > N . 3 =
~F T : -
&) W and Templates > 4 oy Ej E y [ @ Ee) ]
£ storage b Hosis and W and Storage Natworking Contant Global vSphere
£ Networking > Clusters Templates Librarie: inventory Lists Replicaton
[iil Content Libraries » Content Ubraries
Operations and Policies

| > Global Inventory Lists >
¥ Policies and Profiles > a o A @ ]
; = LY ¥ ] /A |if
&, Update Manager >

7 : Task Console Event Conscle VM Storage Cuslomization Update Auto Deploy Host Profiles
£ vSphere Replication ¥ bk, et ol
2 Auto Dagloy Manager

FIGURE 11.27 Choose local or subscribed for a new library.

1) New Content Library 7

1 Name and locason Configure content library
Local libraries can be published extemally and optimized for syncing over HTTP. Subs cribed libraries originate from other

2 Confgure conient ibrary published kbraries

3 Add siorage

o Baatiys : ) Local contant library

Pubksh externaliy

Subscribad content library

streaming. This is intended for environments where Enhanced Linked Mode (where mul-
tiple vCenter servers are connected into one domain) is not used. As shown by the alert in
Figure 11.28, optimized catalogs cannot be used to deploy virtual machines by the hosting
vCenter server. You can also not “unoptimize” a catalog. It would need to be deleted and
re-created.

FIGURE 11.28 Warning message when optimizing a local library

3 New Content Library B
+ 1 Name and iocation o Once a library is created with the “Oplimized for 2yncing over HTTP” check on, this published librarycannotbe €3
; shed ') to & local ; " e
2 Configuee conlont Scary revertad back ('unpublished ) to & local library and cannot be used to deploy viftual machines
3 Add stoape

o =) Local contant library

¥ Publish externaly

+ op

imize for syncing over HTTF
library cannot be used to deploy virtual machines

Enable authantication
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When a catalog is published, you have the option of setting a password as shown in
Figure 11.29. The password will need to be set for a subscribing vCenter server.

FIGURE 11.29 Enabling authentication for a published library

i New Contant Library 2

v 1 Name and location Confgure content Nbrary
Local librarles can be published exemally and oplimized for syncing over HTTP. Subscribed libraries originate from other
2 Configure conlent libeary publishad librarias
3 Add storage
») Local content library

| Fublish externaly

| Enable authentication

Password

Confim password

Subscribed content Hbrary

When configuring local storage (see Figure 11.30), note that SMB only works with Win-
dows-installed vCenter servers. While a VCSA server will allow you to choose SMB, it will
never connect to the share and will use local storage on the appliance for the library.

FIGURE 11.30 Configuring local storage

jru New Content Library 25 b
+ 1 Name and location Add storage

Selact a slorage location for i ary contents Use a tam hacking for publis hed contant libraries to store the uploaded
~* 2 Configure content library OVF packages Use a datastore backing for local and subscribed content libraries to store contant optimizad for cloning

3 Add storage

) Entar an SME or NFS server and path
4 Readyto complete :

NFS4 | v [i]
NFS4
(NFS3

_SuB

As shown in Figure 11.31, a subscribed library can download all content or only keep
metadata for objects and download content as needed. This setting defaults to downloading
all, but it can be set when the library is created or at any time later.

Keeping only the metadata results in greatly reduced network traffic and local
storage, but attempting to use the objects will result in an error such as the one shown in
Figure 11.32 when a VM is attempting to deploy using a library template that has not been
synchronized.
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FIGURE 11.31 Library options

o/ Subscribed 01A - Edit Settings 20

Automatic synchronization (/] Enable autom atic synchronization with the external content library

Subscription URL hitps:fivesa-01a corp local: 443/ cis/vespilib 993932?@&995-591ﬂ-9dcc-i

Authentication [ Enable user authentication for access to this content library

Password

Library content =) Download all library content immediately

Download library contant anly when needed
orage space by stor metad

oK || Cancel |

FIGURE 11.32 Deploying atemplate that is not synchronized

%1 New Virtual Machine from Content Library L
Vv 1 Selectemplote & Unable 1 process lemplate ]
" 2 Selectname and location
4 Review domlls g
Select a host or clustar or resource pool or vepp
i '  [iyRegionAt2
& Ready o complos » J RegionA02-COMPO1

F esx-01a.corp local

To resolve, you need to find the object in the library and select Synchronize Item as
shown in Figure 11.33.

FIGURE 11.33 Synchronizing one item

[} Subscribed 01A ¥ | {5jActions -

Getting Started Summary  Configure | Templates | Other Types
Templates

New VM from Library.. [ Exporttem.. £ Synchronize tam | G Actions ~

| = = 'I: WG

Name 1a)Type " yed Content Locally Guesl 0S5

. Synchronize Item

(7] Tiny05 VM Templ 3 Other Linux (32-bit)

Another option also shown in Figure 11.31 is the ability to turn off automatic synchro-
nizations. This will prevent the subscribed library from receiving changes and can be useful
to reduce the network traffic if many synchronized files are being added or updated.
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When files need to be deployed from a catalog to an ESXi host, there are two modes:

direct copy and streaming.

Direct copy mode—File copy from one host to another, used if the hosts are connected
to the same vCenter server and the destination host doesn’t have direct access to the
datastore holding the files. This is also used for subscribed libraries where the vCenter
servers are using Enhanced Linked Mode.

Streaming mode—HTTP file transfer used when Enhanced Linked Mode is not config-
ured or when the library is hosted on an NFS or SMB share. This involves compressing
and decompressing the files on the fly to improve transfer speeds.

While the Content Library’s Transfer Service will initiate and monitor each of these file

transfers, the data flow only directly involves the vCenter server when the library is hosted

on an NFS or SMB share.
As shown in Figure 11.34, there are a series of privileges associated with the Content
Library function in vCenter, and vCenter has a sample role created to make use of them.

FIGURE 11.34 Userrole and permissions

+ iy S X Usage | Priviieges.
Administrator = @ Content Library
Read-only v Add library item
No access v Create local library
No cryptography administrator v C subscribed library
firtual machine power user (sampie)
VRl mRichine powe rsam v Deleta library item
Virtual machine user (sample) )
1 v Delete local library
Resource pool administrator (sample
v Deiete subscnbed library
VMware Consolidated Backup user {(sampile)
2 v
HmsAdmin
v E
Datastore consumer (sample
v Evict subscribed fibrary

Network administrator (sampie
Tagging Admin Import storage

Virtual Machine console usar Probe subscription information

HmsDiagnostic
HmsView

Content library administrator (sampie)
HmsRe;

subscribed library

introspection
hmp?ﬁwe""u' ' Update configuration settings
HmgtRicsions e Updata Mes
Update library
Update liprary item
Update local library

Update subscribed library

L T T T L L S N

View configuration settings
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While this sample role would be useful to allow a user to manage the content library, it
must be set at the vCenter level in the inventory, and the user will receive access to all of the
libraries configured on that vCenter server.

Create a subscribed content catalog

Requires two vCenter servers with one host each.

1. Onone vCenter server, launch the Create a New Content Library Wizard.

vmware: vSphere Web Client  #ft=

Navigator & [ Content Libraries

4 Back Galting Starled | Objects

8 content Libraries m

& Create a new content liprary

Nams = i Published
Create a new content library

2. Give the new content library a name:

12 Mew Content Library 2

1 Name and location Name and location

Specily content Ebrary name and location
2 Configure contentlibrary

Name Library-01a

Nolas

vCanter Senar | vesa-Diacorpiocal |«

Next Cancel
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3. Select Local Content Library with Publish Externally and Enable Authentication. Enter
and confirm a password.

« 1 Name and location Configure content library
Local libraries can be published axemally and optimized for syncing over HTTP. Subscribed libranias originate from other
2 Configure content library published libraries

3 Add storage

(=) Local content ibrary
4 Roady o compiok
[ Publish extemaly

[l Optimize for syncing over HTTP
The library cannol be used lo daploy vidual machines

[+ Enabie suthentication

Passwond:

Confirm password

Longer passwords are sironges passwords All characters can be

used
() Subscribed content library
Back Next Cancel
4. Select a datastore and finish the wizard.
iRl coneat 120y
+ 1 Mame and location Add sioane
Selecta storage location for the library contants. Use a file system backing for published content libranes to store the uploaded
w2 Configure content library OVF packages. Use a datastore backing for local and subscribed confent libraries to store content optimized for cloning
() En 1 an
4 Readyto i ) Enter an SMB or NFS server and path
(s) Select a datastors
| Filter |
@ (B (q Fiter -
Hame 1afSteia Taoarty Fien Tree
U B esx-02a-LOCAL @ Nomal 325 GB 3155 GB VMFS 5
= B iscsi-Datastore @ Normal 45975 GB 3587 cB VMFS 6
U B i5CSk-Datastore2 @ Nommal 25575 GB 16489 GE VMFS 6
\_) B Iscsk-Datastore3 © Nomal 74975 GB 74833 GB VNFS §
) B RegienAD1-SCSI01 @ Normal 1075 GB 983 GB VMFS 5
() B RegionA01-4SCSI102 @ Nommal 95 GB 88! GE VMFS 5
“ 3 0
[ 6 Objects [Copy~
Back Next " Cancei
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EXERCISE 11.2 (continued)

5.

Open the settings for the new library.

vmware’ vSphere Web Client #=

Navigator K | [E Content Libraries
1 Back

Gefting Started | Objects

Ei Create a new contentlibrary | [§lImport tiem -&&:bnr: v
ER Library-01a T
Name 1a)Type ["_ - 1 Conten! LINBTY Syecteq  Automatic Synchr Temp
[# Lbrary-01a Local | B mpont Hen [ = 0
./ Edi Sefings_
Rename
Edit Notes
Tags ]
¥ Deiets
6. Copy the link for the published library.
/' Library-01a - Edit Settings )

7.
8.

Publishing option [ Publish this content library externally
Subscripion URL  hitps:/ivcsa-01a.comp lpcal 443/clsivesp/lini81a3a041-9417-4dch-b7ch- E EUnk

Authentication [¥] Enable user authentication for access to this content library

Password

Confirm password ~ |*™**""""*""

OK | Cancal

On the second vCenter server, create a new content library with a local name.

Set the library to be subscribed and paste the link. Enable authentication and enter
the password.
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~ 1 Name and location Configure content library

Local libraries can ba published lly and opd d for eyncing over HTTP. Subscribed libraries originate from other
published Rbrates

3 Add storage
4 Readyw complew

() Local contant library

Enable aulhanticatio
(#) Subscribed content library
Subscription URL focal #43icisivesp /81232041941 7-1dcE-bT cb-e 43000128107k Json
Example: hitps ffserverpathiib jzon
¥ Enable aufhentication

Password etz

() Download all library content imm adiately

{_) Download library content only when needed
Save slorage space by sioring only metadsts for the dems. To ase & contant bbrary Bam. synchronize fre tem or the whoiz bhrary.

Back Next Firdsh Cancel |

9. Select a datastore and complete the wizard.

+ 1 Name and location Add stormge
Seluct a storage location for the library contents. Use a file system backing for published content libraries to store the uploaded
« 2 Configure coment libvary OVF packnges Use a datastore backing for local and subscribed content libraries to store contant optimized for cloning
(3 Adscage [ "
4 — (_) Enter an SMB or NFS server and path
(+) Select a datasiore
J Fitter |
@ " [B ([« Filer -
Hame 14| Status Capacty Free Tywe
U B esx-01a-LOCAL & Normal 25 GB 3155 GB VMFS 5
() B i5CS-Datastore & Nomal 49375 GB 3587 GB VMFS &
(=) [} 1SCSI-Datastore2 & Normal 25575 GB 16489 GB VMFS &
() [E] ISCSt-Datastore3 © Nomal 74975 GB 74833 GB VMFS 6
() B3 RegionAQ1-ISCSINT @ Nomal 10.75 GB 963 GB VMFS 5
() B3 RegionAD1-iSCSI02 @ Nomal 95 GB 881 GB VMFS 5
Wl v
M 6 Objects [aCopy~
Back Next Fln Cancal
&
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VMware Converter

VMware Converter Standalone is a free utility from VMware for converting physical
machines to virtual machines and from other virtual machine formats. Careful planning is
required as not all virtual machines are good candidates for conversion. Database servers
such as SQL and Active Directory often work better using a vendor-specified migration
process. Note also that the vendor might not support a P2V migration.

During the migration you should carefully evaluate the resources used by the physical
machine and how that should translate to the virtual world. Just because the physical
machine has 16 cores and 256 GB of RAM does not mean it requires all of those resources
for proper functionality. You should monitor the source machine prior to migration and
“rightsize” it during the migration.

@ Real World Scenario

The Importance of Rightsizing

While helping a company move to virtualization, | found a physical server that was
managing the physical security of the building. Specifically, it managed the door locks
and security cards. The server had two dual-core processors and 24 GB of RAM and was
continuously pegged at 100 percent CPU. With a little research, | noticed that only two
cores were ever in use, but it still did not seem to be a good candidate for P2V with the
CPU usage.

After talking to the vendor and experimenting anyway, it turned out that the application
simply used all CPU cycles available to it. In the end, the converted VM had two vCPUs, 6
GB of RAM, and a CPU limit of 2 GHz and ran fine for years.

While the exam will focus on converting physical machines, you should

be aware that Converter will convert running Windows or Linux virtual
machines on any VMware hypervisor, Hyper-V, Red Hat KVM, or RHEL XEN,
as long as the VM is not using a paravirtualized kernel.

Converter can use powered-off VMware virtual machines as a source, but
the converted VM will have hardware version 11. If the VM is on a newer
version, it will be downgraded and any post-version 11 features will be
removed.

VMware Converter can also migrate powered-off Hyper-V virtual machines;
see the documentation for the specific list of host/VM combinations sup-
ported.
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VMware Converter can migrate powered-on Windows or Linux servers (including those
running as AWS EC2 instances) and can also migrate powered-off VMware or Hyper-V
virtual machines; see the documentation for the specific list of host/VM combinations sup-
ported for virtual machine conversions.

During installation, you are prompted to select a setup type—either Local or Client-
Server (See Figure 11.35)

FIGURE 11.35 Choose Local or Client-Server

#8) VMware vCenter Converter Standalone s

Setup Type 3-
Chick the type of setup you prefer, then dick Next. !f

Install Converter on this machine. Use this aption to create and
manage conversion tasks from this local machine only.

(| Client-Server installation (advanced)

Set up a dient-server model for Converter. Use this option to install
the server, chent or the agent on this machine.

< Back ! Next > | Cancel

Converter has three installable components: server, agent, and client. The server does the
actual work, the agent is installed on Windows machines to perform tasks such as quiesc-
ing, and the client is the GUI interface to the server. Choosing a local install places all of
these components on the machine on which you are running the installer. Choosing Client-
Server allows you to place the server and client components on one server and the agent
on a different server. The Client-Server install is required to convert powered-on Linux
machines as the Converter server will only install on Windows.

Once Converter has been installed, the client will allow you to launch the Converter
Standalone client, as shown in Figure 11.36.

Whereas the Convert Machine button will take a running server and create a virtual
machine copy of it, the Configure Machine button will take an existing VMware virtual
machine and make changes to it. Existing vSphere or Workstation virtual machines can
have VMware tools installed or Windows customization edited. You can also use the
tool to get a virtual machine to boot properly with the Reconfigure Destination Virtual
Machine option. This option will try some known repair methods for common issues to get
the virtual machine to boot.
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FIGURE 11.36 Choose Convert or Configure

P2 VMware vCenter Converter Standalone

Fle View Task Administration Help

W Convert machine | (B Configure machine | ()
View by: ’%‘ W Al tasksin ¥ Recent tasks

Task ID {30b D | source Destration | Status |sarttme  |End time

Welcome to VMware vCenter Converter Standalone

VMware vCenter Converter Standalone allows you to take one of a variety of machines and convert
It into a new VMware virtual machine. The machines you may convert include:

- - Physical machinas
st vert - VMware virtual machines (.vo)
Machine . Hyper-V virtual machines

Clicking the Convert button will launch the Conversion wizard and allow you to select
the source. If you select Powered On and a Linux remote source or a Windows server you
have not installed the agent on, you will be prompted whether or not to automatically unin-
stall the agent after the conversion is complete, as shown in Figure 11.37.

FIGURE 11.37 Choose to uninstall the agent automatically

B VMware vCenter Converter Standalone Agent Deployrment x

. VMware vCenter Converter Standalone agent needs to be temporarly
(=) nstalled on the remote source machine: 192.168.110.136.

Uninstall VMware vCenter Converter Standalone agent

@ Automatically uninstal the fies when import succeeds
1 will manually uninstall the files later

Do you want to continue?

After the source has been chosen and connected (if remote), you are prompted to set
the destination. For a VMware infrastructure virtual machine, you will need to enter
either vCenter or ESXi credentials and set the inventory and storage options for the virtual
machine. If you are not choosing vSphere as a destination, you need to select the hosting
product and set the destination directory.
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Once the destination has been set, you can edit the options for the virtual machine.
These options include storage, devices, networks, services, and advanced options.

For storage options, you can choose to resize the existing disks as shown in
Figure 11.38. There are three copy types for the Data Copy Type option:

Select volumes to copy—This is the only option for powered-on servers and will let you
select and resize volumes and change the cluster size.

Copy all disks and maintain layout—This is the default for powered-off servers and
copies the disks with no changes.

Linked Clone—Only available for vSphere source and destination, this creates a linked
clone of the source virtual machine instead of a full copy of the virtual machine.

FIGURE 11.38 Editing the storage options

B Comverion o »
Options
Set up the parameters for the convarson task
Source: 8l Ths bzl machine [Windows 10 Server (64-br]] Destination: ¥ vess-02a on RegonAD2-COMPOL [VMwars vCenter Server 6.5.0)
0 Sy o '
Cabthiatin WA praen Cick on an gotion below to edt £
Restmation Location Coment sattngs: - — = %]
Options - + Data to copy Ede T || Bata copy type: ,Ealﬂ‘. vokims T0 COpY Li Bgsc.
Sumrrary ok ;
i\\‘?\f Ope: (51862 £286.48 Source yolrmes  Desgnaton lyout
B T Configuration (VM) fle locatn: esx-013-L0CAL (3153 68)
<> 16 MB Customize the data byout for the destnation maching.
i - Destination byout | see/camacty | Tve/Custer sve| Destnation datastore/Cony trme
bl 5 e VituRDisk] 1 B = B
vCPUS: 1 (1 sockets 1 cores) 8 y 120.55 GB [Thin = | [SCstDatastore2 (164,89 68} =]
Disk controler: SCS] LS1 Logic SAS e \A\NOme{Sa1 8aH2-1268-4806-0005-020. . "tz sge (450 MB) v ] [4B =] -
Mesmory: 4G8 - Mainten sze (99 MB)
 Networks Ede :
= Mantan sz¢ (16 MB) T Cus
NICL: Bridged - L I
NIC2: Bridged =2t 12068 | [Defak cuis... = o5 (1 v}
- Services Edt
Totak 207 sarvice(s)
 Advanced options Ede
Synehrangation: Daabled
Synchionae: N/A
Freal ymchronization: N/A
Power on destmaton: Ho - I Mave down | Hen [ Add osx |
tnstal VMware Took: Ho =H s -
Customze Guest 05: Mo # [jgnore page fi and hbemation fis
femove Restore Checkponts: Yes ¥ Create optrmized parttion Byout
Reconfigure: Yes d |
Beb | Emort dagnostc bgs... ol Het > cancel_|

In Figure 11.38, the C: partition of the destination has been increased to 120 GB and the
cluster size has been changed to the default size for the datastore (cluster). However, as this
is different from the cluster size of the source, the copy mechanism has been changed to file
instead of block. While block copy is faster, you cannot change the cluster size using block copy.
Notice that the .vmx file location is listed (the datastore esx-01a-LOCAL in this instance) and
there is a Destination Datastore drop-down (iSCSI-Datastore?2 is selected here). You can use
the drop-down list to change where the VMDKSs will be placed during the conversion.

The Devices section will let you rightsize the memory and CPU of the destination VM,
including choosing cores per CPU. As shown in Figure 11.39, you can also change the
default storage controller; however, this is not recommended as other controllers might not
have drivers installed in the OS.
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FIGURE 11.39 Changing the CPU and storage controller

Source: Bl This local machine [Windows 10 Server (64-bit)] Destination: ¥ vcsa-02a on RegionA02-COMPO1 (VMware vCenter Server 6.5.0)
Chick on an option below to edk it
Current settings: -] R Othar I ,J
w # Data to copy Edit
Copy type: Volume-based CPU Settings
<\\?\Volume{5d1esff2-fa68-
<>: 00 MB Number of vrtual sockets: El b
<>:16 MB Number of cores per socket: El »
S22 945GB Total number of cores:
w Devices Ed !
vCPUs: 1 (1 sockets * 1 cores) A Changing the virtual CPU configuration after the guest operating system & installed might cause the
Disk controller: SCSI LSI Logi... virtual machine to bacome unstable.
Memory: 4GB A The modified virtual CPU configuration might not comply with the icensing pokicy of the guest
« Networks Ede Dperang systein:
NIC1: Bridged ) -
NIC2: Bridged Disk controler: [SCSILSI Logic 5AS ~| (recommended)
w Services Edi
Total: 207 service(s)

You can also change the number of network adapters, what networks they connect to,
and whether they will be connected at the end of the conversion. If you are not planning on
powering off the source virtual machine after the conversion, you should consider disabling
the NICs on the destination so the IP address will not conflict.

The Services section (Figure 11.40) allows you to stop services before the migration and
set service startup options on the destination. Some options for this would be disabling
database services before a migration and disabling services for physical components such as
an uninterruptible power supply.

FIGURE 11.40 Changing the services options

Options
Set up the parameters for the converson task
SOurce System Soorce: 8l This local machine [Windows 10 Sarvar (84523] Destination: ¥ vcsa-02a on RegionAD2-COMPOL (Viware vCenter Server 6.5.0)
Restination System
Degtnanion Virual M Ock on 30 gption below to edt B
Degimaton Logton : - B
Options c"':'“l;:;“;“‘ ] Select whach senvices to stop on the sowrce, or change the startup mode of any service on the destnation virtual machine. X
v copy
Ty Copy type: Vokime based Source serices | Destnaton senvces |
) FadS 48060
o1 90 MB | Savice [m |Smn |ﬂ
<> 16 MB
<C:>: 120 68 DHCP Clent: Started o
w Davices Ede
WCPUs: 1 (1 ts = 1 cores) iConnected User Expenences and Telemetry Started (m]
Digie contraber: SCS1LS] Loge SAS DNS Chant: Started u]
Memory: 468 -
- Networks Ede |Dignostic Poicy Sendce Started o
HICL: Bridged z
10c2: Brdged Windows Event Log Started (=]
- Services : Edt COM-+ Event System Started o
Totak 207 senace(s) N
~ Advanced options Ede Windows Font Cache Sesvice Started o
Synchronaation: Deabled
Synchronze: WA Group Podcy (hent Started [n]
Final synchronization: h/A IKE and AuthiP [Psec Keying Modules Started [u]
Power an destination: Mo
Irvstal VMwara Took: Ne 1| [P Heber Started [u] _ Iﬂ
Cutomize Guast 05: No J| 1*
Remove Restore Ch Yes
Reconfgure: Yas j s Mote: If source synchroniation & enabled, the changes you have made to servces wil be appled dung the fnal synchronaation.




VMware Converter 551

The last section for virtual machine settings is for the advanced options. Here you can
enable synchronization—where after the initial copy, Converter will copy any changes since
the copy started. Note that there are a few things that will prevent syncing, including resiz-
ing NTFS volumes or changing the cluster size.

Once you have the settings configured for how the destination machine will be config-
ured, you can set throttling, as shown in Figure 11.41.

FIGURE 11.41 Throttling the conversion process

Source: Bl This local machine [Windows 10 Sarver (64-bit)] Destination: % ves-023 on RegionAl2-COMPO1 (VMware vCanter Sarver 6.5.0)

Chick on an gotion beiow to edit .

<\\P\Volme{5d1eaf2-fa68-4806b . = || Throtting settings ]
: : : :: Throtting akows you to contral the resources used far the cument task.
<C:>: 120 GB CPU throtting: |Medum -]

T (Lot Lcow) | || 7RO tandwenh thottng -

Disk controber: SCSI LSI Logic SAS [ =] uBps
Memory: 4GB

w Hetworks Edr
HIC1: Bridgad
NICZ: Brdgad

- & Services Edit
Totak 207 service(s)

+ Advanced options Edt
Synchronization: Disabled
Synchronize: N/A
Fnal synchroneation: N/A
Power on destination: No
Instal VMware Tooks: No
Customize Guast 05: Ho
Remove Restore Chackponts: Yes
Reconfigure: Yes

+ Throttling Edt
CPU: Medum

Ll Wetwork bandwidth: 1 MBps

-

CPU throttling will affect the priority of the running conversion process and only affects
powered-on Windows machines. The network throttling affects the bandwidth used to the
destination ESXi host for VMware Infrastructure jobs.
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Convert a physical server to a vSphere virtual machine

Requires a physical Windows server and a vCenter server with a host. Assumes you have
downloaded the Converter application to the Windows server.

1. Install the Converter application on the Windows server.

_ﬁ VMware vCenter Converter Standalone X
Welcome to the Installation Wizard for
VMware vCenter Converter Standalone

The instaliation wizard will allow you to install VMware
vCenter Converter Standalone on this machine so that you
may impaort a physical or virtual machine into a VMware
virtual machine.

VMware vCenter
Converter
Standalone

e

2. Choose Local Installation when prompted.

ﬁ VMware vCenter Converter Standalone X
“oameo s
Click the type of setup you prefer, then dick Next. I

Install Converter on this machine, Use this option to aeate and
manage conversion tasks from this local machine only,

() Client-Server installation (advanced)

Set up & dient-server mode! for Converter, Use this option to install
the server, dient or the agent on this machine.

<ok [ o> ]| cane
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3. Launch the client after installation is complete.

ﬂ VMware vCenter Converter Standalone

Installation Completed

VMware vCenter Converter Standalone has been installed on

[+ Run Converter Standalone Chent now.

VMware vCenter
Converter
Standalone

N .

4. Select Convert Machine.

B vvh vCenter C
File View Task Admmnistration Help
%) Convert machine | (B Configure machine | ()

View by: m w Al tasksip ¥ Recent tasks
TaskID  © |JobD | source | Destination | status Start time End time

Welcome to VMware vCenter Converter Standalone

VMware vCenter Converter Standalone allows you to take one of a variety of machines and convert
It into @ new VMware virtual machine. The machines you may convert include:

- Physical machines
Convert  _yMware virtual machines (.vmx)
Machine  _ Hyper-V virtual machines
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EXERCISE 11.3 (continued)

5. Choose Powered On and This Local Machine.

¥ Conversion u] X

-
S v gachin Source System

View by: ¥ Task( Select the source system you want to convert

Task ID | ¥

Source System Source: none Destination: none
Destination System

Options Select source type: (* Powered on  Powered off
Summary

|Remote Windows machne |+

Remate Windows machine },m
Remote Linux machine

Specfy the powered on machine

IP address or name: | :]

User name: [

Password: |

Help Export dagnostic logs... Hack ] Next | Cance!
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6. Choose VMware Infrastructure Virtual Machine and enter the credentials
vCenter server.

B Convert mach| o pirotion System

View by: v Taski Saelect 3 host for the new vrtual machine

Task 1D M

Soyrce System Source: 8l Ths local machine [Windows 10 Server (64-0tt)] Destination: none
Destination System
Destination Vrtual Machine  SS/Ct destination typs: [VMware Infrastructure vitual machine =
Destination Location Creates a new viriual machine for use on a VMware Infrastructure product,
Options

Summary

VMware Infrastructure server detais

sarver:  |vesa-01dcomplocal =]

User name: [administrator@vsphere.local

Password: Ix-x-x-x-

. Heb | Export dagnostic logs... <gack || next> I

for the

5 = rra

B Conversion u] x

Cancal |

7. Select the virtual machine name and choose an inventory location for the
virtual machine.

converted

[ ]
| W Conversion =] ¥

W Convert mechin s n
View by: ¥ Tasky Select the destnation VM name and folder
Task ID N

Source Svstem Source: illl Ths local machine [Windows.. Destination: ! vcsa-02a on vesa-0la.corp.local (VMware vC...

Destination Virtual Machi "™

Destination Location

Oomnis = Inventory for: vesa-0la.com.ocal Search for name with: [ Claar

Suneny 5] Eﬁ—ﬂli&w-k{ml ] VM name [Dower state

= ReglonAn1 [1 VMs] FE o o
Discovered wirtual machine & Tayos iueinih
Refresh
4| LI
Help Export diagnostic logs... < Back ” Next > | Cancel

555
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EXERCISE 11.3 (continued)

8.

Choose the resource location for the virtual machine along with the datastore and

version for the virtual machine hardware.

]
B Conversion

W Convert machn) Bon Loction

View by:  w Taske Selact the bcation for the new witual machine
Task ID [l
rgg System
Jectination Systeam

Refresh

Hep Export dagnostic 0gs...

Source: &l This local machine [Windows . Destination: Wi vesa-02a on vesa-01a.comp.ocal (VMware vC

Destnation Virtual Machne  Inventory for: vesa-013.com.jocal

Destination Location gionADL Datastore

Options

Summy 8 esc02a.com.oal [esxbaatocar  +]
Capacity: 32.5GB
Fraa: 31.55 GB
Type: VMFSS
Block sze: 1 M8

a X

Total source disks sze; 60 GB

virtual maching version

Varsion 13 ¥ |

Cancel

<dack |[ net> |

9. Verify that the storage information is correct and make any changes needed.

| B Comversion o x
W Comvert Rchin (e
Vi by ¥ Taskd Sat up the parameters for the conversion task
Tusk 1D B!
Source: &l Ths bl machine [Windows 10 Server (54- . Destination: %0 vesa-02a on Resources (VMware vCenter Server 6,
ne Cikon an option below to edk £,
Cutrent settngs: - %]
b €)pata to Edt || Data copy type: |Select volumes to copy | Basc...
'_005_ 101 sockats o Source volumes  Destmation byout |
Disk controller: SCSTLS. Configuration (VMX) fie location: esx-023-LOCAL (31.55 68)
Mamory: 4GB Custornize the data byout for the destination machine.
b rct‘“:‘s Edt Destination kyout | saejCapacty | TypefCus |Dmm datastars/ |
IC1: Brciged ==
posa a:-::n B, Virualek] £0.11 GB [T = [scstnatastored (
- Services Edt ey WWAVOme{5dieelf2£a68 . [ToTasome]=][akE =] (biock ke
Tokak 207 sarvicels) = i size (99 MB) 4
+ Advanced options Edt & o size (16 MB)
Synchrongation: Dabled o — .
Synchranie: NfA = © [(asece) =[ske =]
Fal synche N
Power on destnaton:
Install VMware Took: o
Customize Guest 05: Ho 4
Remove Restore Chack I z : i Add dk
Reconfgure: Yes W Ignose page fle and hibemation fie
= Thratthing Ede —
PU: Hone W Create cptmized partaion Byout
R T G
Help | Bxport diegnostic logs... « Back ] Next > | Cancel |
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10. Make any other changes needed for the VM such as reduced CPU or memory. Set the
appropriate network configuration also.

) , s [T
| B3 Conversion o X
W Convert gpmn op
Vigw by Task Set up the parameters for the conversion task
Task ID 3
Source Sygtem Source: 8l This local machine [Windows 10 Server (84- Destination: Wi vcsa-022 on Resources (VMware vCanter Server 6.
MDEM;"‘.%L:T! e ik on an option below to edt .
Destington Location Cument setungs: - [
—{ | Network adapters to connect =
Options v ¢ Dotatocopy. EdE adap |- -]
R Copy type: Volume-bas Hetwork adapter 1Network | Cantroler type |Conne¢:t at power-on |
c\\ﬁr;w{sﬂlee¥2 NicL [erdged =] [uto |
<> 90 M =
o iEHB nicz [Brdged =] [Auto =l
<C>»: 59.56 GB
 Devices Edr
wCPUs: 1 (1 sockets =
Disk controBer: SCSILS...
Mamory: 4GB
 Networks Edr
INIC1: Bridged
NICZ: Brdged
- Services Edt
Totat 207 servce(s)
« Advanced opltions Edt

Synchronization: Disabled
Synchronze: N/A

Fnal synchronzation: N
Power on destnation:

Install VMware Took: o

|

Hep Export dagnostic logs... < Back I Hext > | Cancel

11. Verify that the choices are correct and click Finish to start converting the system.

| ¥ Conversion (u] *

& Convert machn

View by: ¥ Taskl Review the conversion parameters
Task ID Jad
Source System Source: ] This local maching [Windows 10 Server (64-. Wi vesa-02a on (VMware vCenter Server 6....
RIS al
Destnation Vidual Machine Source system imformation
Desnation Locton Source o Powerad on maching
QOptiong NamedP address The machine where the Vidware vCenler Comverter Standalons sever iuns
05 family Windows
CPU throtfling None
Nebwork throtiling. None
Destnation system information
'irtual machine name. vesa-02a
Hartwars version Version 13
HosUServer. vesa-D1a.comlocal
Connected a5 adminkstrator@vsphere local
VM folder RagionADY
Chuster RegionA01-COMPO1
Resounce poal: Resourcas
Power on afer comersion No 1
Number of vCPLIs 101 sockels " 1 cores)
Physical memory 468
Natwork Presena NIC count
NICT Connected
Briaged
NIC2 Connected
Bridged
Disk controlier type: SCSILS! Logic SAS
Storage Volume-based cloning =|
L | | =]

Help Export degnostic ogs... < Back I Finish f Cancel I
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Summary

Running virtual machines is the main focus of any vSphere environment. Ensuring that
virtual machines are created with the right options improves the reliability and efficiency
of the environment and makes Day 2 operations easier. Knowing what options set defaults
and add limitations is also important for understanding how virtual machines work, and
understanding how virtual machine configuration files are structured makes trouble-
shooting easier.

Using the Content Library also improves efficiencies and reliability in the environment
by both reducing duplicate work and ensuring that your virtual machines all start from the
same known-good point. Using the subscription method also allows environments that are
not fully meshed to still share resources in a read-only fashion.

The VMware Converter tool has been around for many years and is still useful for phys-
ical-to-virtual conversion. New features have been added, allowing it to work with third-
party platforms and perform updates to VMware VMs.

Exam Essentials

Understand how VMX and VMDK files work. A virtual machine exists in the
inventory as an object but sits on a datastore as a collection of files. The VMX file con-
tains all of the virtual machine settings shown in the GUI and can be manually edited for
advanced settings.

Know which VMX values correspond to which GUI options. Have a basic understanding
of the most commonly used values, especially memory, CPU, and VMDK.

Understand CPU settings for a virtual machine. The ability to set the number of cores per
processor presented to a virtual machine can help with licensing or OS limitations. Hid-
ing NX/DX or setting the MMU might be needed for specific guests. CPU affinity lets you
choose which physical cores to run on.

Know DirectPath I/0 vs. SR-IOV. While both allow improved access to physical
hardware for virtual machines, DirectPath I/O allows one VM to access the hardware
device and SR-IOV can allow multiple VMs to access the hardware.

Understand the content library. Creating a library of files (templates or any file) on a vCen-
ter server for access from the local hosts or publishing to remote vCenters results in a central
repository of shared information. The library can be shared to vCenters that are not connected
using Enhanced Linked Mode—and you can set a password on the share to secure it.

Know how VMware Converter Standalone works. Converter will convert powered-on
physical machines or virtual machines to VMware virtual machines. There are limitations
to know—Ilike powered Linux machines need a Windows server running the server process.
Know options such as the disk modes and file/block mode and understand throttling.
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Review Questions

What are the minimum files needed to power on a virtual machine? (Choose three.)
vm.vmx

vm.vmsn

vm-flat.vmdk

A
B
C. vm-sparse.vmdk
D
E. wvm.vmdk

What core options are available if you are creating a VM with four CPUs on a host with
eight logical processors?

A. 1,2,3,4
B. 1,2,4,8
C. 124
D. 1,4,8

What could restrict the number of CPUs an administrator can set on a VM?

A. Host configuration

B. Windows 2016 selected as the operating system

C. CPUID Mask set to Hide

D. CPU/MMU set to Automatic

What value might an administrator need to add to a .vmx file to change the number of
CPUs a virtual machine has?

A. cupid.coresPerSocket

B. config.version

C. parentCID

D. numvcpus

Which files contain the data written to a virtual machine? (Choose two.)

A. vm.vmdk

B. vm-sparse.vmdk

C. vm-flat.vmdk

D. vm.vmsn

A virtual machine was created with one thin hard drive and one thick provisioned hard

drive. If a snapshot is taken of the VM, how many thin provisioned disks will be referenced
in the .vmx file?

A. None
B. One
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C. Two
D. Depends on the storage policy
7. An administrator would like to modify an existing VM (see the following screen shot)

to present one socket with eight cores to the guest OS. Which setting needs to be
changed first?

51 Win2K16.01a - Edit Settings 7 M
| Virtual Hardware | WM QOptians | SDRS Rules | vApp Options |
~ [ *cpu (A |-e A
Cores per Socket (%) | 4 iv | Sockets: 1
CPU Hot Plug 1
Reservation = | MHz | -|
Limit T (7 | MHz | |
Shares | mih | "
CPUID Mask | Expose the NX/XD Haé; guest |7 | Advanced.
Hardware virtualization [ | Expose hardware assisted virtualization to the guest 0! €
Performance Countars
Scheduling Affinity [ I

Guest OS to a 64-bit OS
CPU to 8
Cores per Socket to 8

Sow?p»

Hardware version to 13

8. What is required before 3D Renderer can be set to Software for a new virtual machine??
A. Guest OS to a 64-bit OS
B. A supported GPU installed in the host
C. 3D Graphics enabled
D. Hardware version to 13
9. A developer has requested 4k display support for a virtual machine. What setting will
accomplish that?
A. Video card set to Auto
B. Total video memory set to 16 MB
C. 3D Graphics enabled
D. A supported GPU installed in the host



10. Refer to the following screen shot. In what directory are the snapshot VM DKSs stored for

1.

12.

13.

Review Questions

the virtual machine in the exhibit?

f Win2K16-01a - Edit Settings

Virtual Hardware | VM Options
~ General Options

VM Name

VM Config File

VM Working Location

Guest 05

Guest OS5 Version

VMware Remote Console Options

[ SDRS Rules . vApp Options

Win2K16-01a

IuSCZS‘f-f};[a stors] Win2K16-01a/WinZK16-01a vmx

[ISCSI-Datastore] snap/
Windows
Micresoft Windows Server 2016 (64-bit)

Lock the guest operating system when the last remote user

disconnects

T M

What setting could best help an administrator choose an ISO image for a onetime boot?
A.
B.
C.
D.

What setting could best help an administrator require manual intervention after a

Scow?p>

/Win2k16-01a
/snap

The directory specified by the host

The directory specified by the storage policy

Boot Delay
Force BIOS Setup
Secure Boot

Firmware

guest restart?

A.
B.
C.
D.

Boot Delay
Force BIOS Setup
Secure Boot

Firmware

561

What settings could best help an administrator prevent a rootkit virus from starting a VM?
(Choose two.)

A.

B.
C.
D

Boot Delay
Force BIOS Setup
Secure Boot

Firmware
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14. What setting creates a DRS rule for the virtual machine?

A.
B.
C.
D.

Latency Sensitivity

Secure Boot
SDRS rules

Enable vApp options

15. What setting will prevent virtual machines from being deployed from a catalog?

A.
B.
C.
D.

Download all library content immediately enabled

Authentication disabled

Publishing option enabled

Optimize for syncing over HTTP enabled

16. What storage type should not be selected for a content library on a VCSA appliance?
VMEFS datastore

A.
B.
C.
D.

SMB share
NFS v3 share
NFS v4 share

17. What could resolve the error shown in the following screen shot? (Choose two.)

] New Virtua! Machine trom Content Library (7

]

" 1 Selectemplae
" 2 Selectname and location

4 Review details

@ Unable 1o pracess template L]

Filter | Browse

Select a host or cluster or resource pool or vapp

F esx-D1a corplocal

o w>

D.

Enable automatic synchronization

Manually synchronize the item

Add the template to the library again

Change the library content setting to Immediately

18. What steps can resolve the error shown in the following screen shot? (Choose two.)

+ [ USB1

USE Device
USB Unique 1D
Status

vMotion support

Host Device - Silicon Motion Flash Drive
This davice is currently present on the host
host localhost path:0/2/0

Connected

Cannot migrate with vMotion while device is connected.
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Remove and re-add the USB device from the VM.
Remove and re-add the USB device from the host.
Configure the host to allow vMotion on the USB device.

oo w>

Configure the guest to allow vMotion on the USB device.

19. What could resolve the error shown in the following screen shot?

VitualDskl [58.7 .. [iSCSI-Datastore2 (164.

Mantai

= ——]

¥ Volume Resizing *

The minimum recommended size is 58.23 GB.
I-\ Setting a smaller sze might cause the conversion to fail
Are you sure you want to keep the new value?

i ik tinn fila

Choose a larger datastore.

Choose block for the copy type.

o wp

Set a larger size for the partition.
D. Set the VMDK to thin provisioned.

20. What could resolve the issue shown in the following screen shot?

3 Conversion m] x

Source System
Select the source system you want to convert

o Unable to contact the specfied host "192.168.110.136". The host might not be available on the network, there might be a network configuration

problem, or the management services on this host are not responding. e s
Options Selact source type: % Powered gn " Powered off
Summary

[Remote Windows machine ~]
Convert any powered on physical or virtual Windows machine.

Specify the powered on machine

IP address or name: [192.168.110.136 =

User name: |adrmin

E

Turn off the firewall on the source machine.
Ensure that the ESXi host is reachable on the network.

Ensure that the agent has been installed on the source machine.

oo w>

Ensure that the source files are in a compatible format.
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VMware® Certified Professional Data Center Virtualization on vSphere 6.7 Exam 2V0-21.19: Study
Guide, First Edition. Jon Hall and Joshua Andrews.
T © 2021 John Wiley & Sons, Inc. Published 2021 by John Wiley & Sons, Inc.
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Chapter 1: What's New in vSphere 6.7

1.

2
3.
4

10.

1.

12.

13.

14.
15.

16.

17.

18.

A. The management of VCSA services has been moved into the VAMI UI.
C. The Virtual Flash configuration has not yet moved to the HTMLS client.
B. The vSphere Management SDK includes the storage SDK, the vSAN.

C. All of these deployments support Enhanced Linked Mode, but VMware is recommend-
ing embedded PSCs for all deployments.

D. The Topology and Upgrade tool is an online utility used to ask questions and present a
suggested solution.

C. The vcsa-util tool will converge or decommission external PSCs.

C. The cmsso-util can repoint vCenter servers, allowing you to merge or split vSphere
SSO domains.

D. The loadESXCheckCompat script on the ESXI host will report on why Quick Boot
isn’t enabling.

A. Quick Boot only restarts the kernel, which can be far quicker than initializing the
hardware during a full reboot.

C. Legacy virtual machines can be provisioned with drives created in Persistent Memory to
improve their storage access time.

A. Using iSCSI across RDMA requires the iSER software adapter to be enabled on
each host.

B. The Adaptive Resync feature will balance the I/O requirements of vSAN, primarily to
ensure that VM I/O is prioritized over resync I/O during times of contention.

A. vSAN support for TRIM/UNMAP will drive storage efficiency by flagging for reuse
blocks that guests have released.

A. WSFEC is supported by using iSCSI targets accessed by the guest OS.

B. The latest storage technology, 4k, provides for higher efficient space utilization by
reducing the number of gaps without the performance penalty of 512e.

A. TPM 2.0 security hardware is built into most modern servers and can be leveraged to
ensure boot integrity for the ESXI host and guests running on the host.

D. The new VM hardware revision that ships with vSphere 6.7 is version 14. It is required
for the 6.7-specific VM hardware such as NVDIMM.

B. OVA files are now converted to OVF during upload.



Chapter 2: Configuring and Administering Security in a vSphere Datacenter 567

19. B, C. Virtual machines can be cloned to a Content Library as VM templates or con-
verted to OVFs.

20. A. Setting the EVC option for a virtual machine improves portability by allowing it to
migrate, resume, or have powered-on snapshots be started on more hosts.

Chapter 2: Configuring and Administering
Security in a vSphere Datacenter

1. A. Privileges are very granular and can include actions like copying and pasting within
a virtual machine or allowing the use of the datastore browser. To properly complete
most actions, like the creation of a virtual machine, several privileges are required.
When grouping privileges together, it makes sense to determine what actions are
required by a user or group of users in their job role, then create a role that has all of
those privileges.

2. A, B. When vSphere is initially deployed, several system roles are created by default to
ensure that certain access levels are available at launch. These include the Administrator
role and the No Access role, for example. Beyond these roles, organizations need to create
customized roles to match their business needs. To simplify this process, VMware includes
a number of sample roles covering typical infrastructure activities like creating virtual
machines and administering datastores. These can be cloned and edited to create the exact
roles required by the organization.

3. A. When a user belongs to multiple groups, they inherit the privileges of both groups. While
this makes sense if you think about how they may need to take actions related to the role of
each group, it is contrary to most security configurations.

4. A, C. Exception Users are users that can access the host even after it has been placed into
Lockdown Mode. Regular auditing should be performed to ensure that the users in this
group are valid and should have this degree of access. Another way to access an ESXi host
is through SSH. SSH is disabled by default, but regular auditing should be performed to
ensure that this remains disabled, or if it must be enabled, that the list of users who can
access the host is closely monitored. Guest Operations and Datastore Access are both valid
settings that should be properly secured, but these settings are specific to vCenter Server
and not the host.

5. D. By default, log files on an ESXi host are stored in a scratch partition that is created dur-
ing installation. Because the partition is configured as a ramdisk, data stored in the parti-
tion is not persistent. To ensure that log files are persistent, you can either change the log
directory to a persistent location or change the scratch partition to a persistent location.
However, since vm-support data is also stored in the scratch partition, moving this to a per-
sistent location could result in the partition becoming full over time.
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C. By default, versions 1.0, 1.1, and 1.2 are all active. From a security hardening stand-
point, VMware recommends disabling older versions. However, some third-party appli-
cations require TLS 1.1, so in some cases you may have to keep versions 1.1 and 1.2 and
just disable 1.0. This can be done using the TLC Reconfiguration Utility. Version 1.3 was
released in August 2018 but has not been widely incorporated and is not supported in
vSphere 6.

B. When Lockdown Mode is enabled using the Strict option, it is no longer possible to
access the host using SSH or from the console unless the user is on the Exception Users list,
in which case they can access the host from the console, via SSH, or from vCenter Server.
Using this option does not force the use of the Exception Users list, it simply requires users
to access the host via vCenter Server.

C. All four of the components listed here are part of vCenter Single Sign-On. STS gener-
ates the tokens, the Administration Service allows configuration, vindir provides an LDAP
directory, and the Identity Management Service handles identity sources. Effective with
vSphere 6.0, vmdir stores Single Sign-On and certification data. This component is also the
piece that replicates this data to other Platform Services Controllers in a highly available
deployment.

A, C. The embedded Platform Services Controller should only be used for small,
stand-alone deployments. This type of deployment will not allow additional PSC instances
or vCenter Server instances to be joined to the vCenter Single Sign-On domain. For larger
deployments, external PSC instances are required, which would sit behind a load balancer,
but it is not a component that would be joined to the domain, nor are ESXi hosts.

B. A minimum of two PSC instances are required to create a highly available deployment.
This is because data is replicated between the instances and the solution is designed to auto-
failover in the event that an instance becomes unreachable. Additional instances can be
deployed as needed but are not required to make the solution highly available.

C. The No Access role prevents viewing or editing and can be used to mask off areas of the
hierarchy from the users assigned to that role.

D. The No Cryptography Administrator role will prevent an administrator from encrypting
a virtual machine.

A. The port for SSH is disabled by default. The other ports are open by default. Note that
starting the SSH service will also open the port.

A, C. With normal lockdown enabled, only root and a local user added to DCUI. Access
can log into the DCUI.

D. The Strict Lockdown Mode disables the DCUI, or ESXi host console for the ESXi server.

A, B. Two of the available identity providers are Active Directory and OpenLDAP. Other
options are Active Directory as an LDAP server and LocalOS.
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18.
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A. Secure Boot requires hardware version 13. You must also have a compatible operating
system to use Secure Boot, but that is not required to enable it.

A, B. The older versions of TLS (1.0 and 1.1) should be disabled, allowing TLS 1.2
to be used.

Chapter 3: Networking in vSphere

1.

10.
1.

B. The virtual machine currently has a guarantee of 250 Mbit/s but a performance cap or
limit of 500 Mbit/s. Increasing the limit to 1000 Mbit/s for the VM is the only option that
will improve the performance. Note that you will not be able to set the reservation to 1000
Mbit/s (option D) before you increase the limit.

B. Traffic shaping is performed per-port group, so using that will immediately affect just
the VMs on that VLAN.

C, D. If the virtual machines worked on one host and don’t work on another, the first place
to check is the physical network connection, including making sure the host has a physical
NIC assigned to that switch.

A, C. The main function of private VLAN is to isolate traffic on the same VLAN or net-
work. You can also use traffic filtering with IP ranges to block traffic.

C, D. Increasing the reservation on the virtual machine would guarantee it higher network
performance. However, it cannot have more reserved than the pool quote, so that must
increase also.

C. Of all the shown options, only vSAN can be selected as a traffic type.
C. This service handles incoming traffic for the host; vSphere Replication handles outgoing.

A, B. LLDP will retrieve information from the physical switch about port connectivity and
configuration. The vmkping command can be used to verify that the host’s VMkernel ports
can access the default gateway and other hosts on the network. Note that beacon probing
requires at least three NICs.

B. Creating a VMkernel adapter for Provisioning traffic will allow you to separate traffic
for cloning and cold migrations for further improvements. Also, none of the other options
could improve performance for VMkernel traffic.

D. LAGs cannot currently be used with software iSCSI initiator multipathing.

A. You would need completely separate networks and gateways to accomplish this, which
can only be done with custom TCP/IP stacks.
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B. With only one network connecting to the host, and multiple default gateways on that
network, the simplest option is to override the default gateway.

D. The number of uplinks is set directly on the switch, settings are adjusted on the uplink
group, and physical NICs can be set or changed in the virtual switch on the host.

C. VGT mode is the only one that passes VLAN headers to the guest.

A. EST mode is required for an access port, when the physical switch is handling all VLAN
operations.

B. Promiscuous mode will essentially turn a port group into a hub where all traffic on the
host for that switch and VLAN is forwarded to all ports in the port group.

B. Failover settings are done at the port group level. Use Explicit Failover Order will allow
you to pick which NIC is used and during which fail conditions.

C. If Explicit Failover is configured with some NICs in Unused, those NICs will never be
utilized regardless of the state of the other NICs.

C. Reservations can be set at a maximum of 75 percent of the speed of the slowest
connected pNIC. If no pNICs are connected, a reservation cannot be set.

A, C. If the VMs are using jumbo frames but not all switches are configured, you will see
inconsistent results. If the physical switch has the wrong VLAN tags configured, some net-
works will not be available for the host.

Chapter 4: Storage in vSphere

® N o o

C. VMFS6 is only supported for 6.5 hosts.
A. This is not only the simplest method, it is also the only method that will work.

B, C. Block storage requires ESXi to maintain the file structure. Both iSCSI and local disks
are block storage.

A, B, D. HBAs allow boot from SAN. FBFT and FBPT are the technologies required for
non-HBAs to support boot-from-FCoE.

D. An IQN on the host is required for iSCSI. The other choices are all optional.
C. CHAP is only for iSCSI and needs to be set per target to allow for multiple arrays.
C, D. Deduplication and compression require vSAN Disk Format 3 and an All-Flash array.

B. Currently NFS v4.1 is not supported for Storage DRS.
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A, B. A disk group consists of one SSD and between one and seven capacity disks. C is
not right because there is only one SSD. D is not right because if you make one disk group
(1+3), you only have three disks left, which is not enough.

C. A disk group consists of one SSD and between one and seven capacity disks. C is the
only option with more than 8 disks or more than two SSD plus HDD drives.

B. A, C, and D all leverage external storage arrays or servers. vSAN only uses local disks on
the hosts.

B. While storage arrays and servers can be used to supply storage for physical servers, only
vSAN can be used by vSphere to provide storage using the iSCSI target.

A, B. CHAP is available for iSCSI, Kerberos for NFS. Both storage technologies
use TCP/IP.

A. NFS 4.1 has the option to ensure data integrity using Kerberos.

B. vSAN offers data-at-rest encryption. While storage servers and arrays might offer the
capability, it is not configured in vSphere.

C. Storage profiles created for vSAN actually create the capabilities when they are applied
to VMs. All of the other profiles reference capabilities previously created.

B, C. VVols are only supported by iSCSI and NFS servers and arrays.

A, D. VVols need providers and profiles but are not compatible with traditional LUNs or
datastores.

D. NFS 4.1 offers multipathing, which will improve performance at all times. NFS data-
stores do not have cache drives, Storage DRS would require other NFS datastores with lower
I/0 demands, and SIOC shares only matter during times of contention.

B, D. Out of these options, only iSCSI and Fibre Channel are supported for booting a host.

Chapter 5: Upgrading a vSphere
Deployment

1.

B. During the upgrade, an embedded SQL Express database will be replaced with an
embedded PostgreSQL database. Any other database migration must be performed before
the upgrade.

B. UMDS can be installed on a Linux-based or Windows server and has no topology depen-
dencies other than not being installed on a server with VUM.
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C, D. All vCenter components are now installed with vCenter. VUM is installed with VCSA
but can be installed separately to support Windows. UMDS can always be installed on a
Windows or Linux-based server.

A, C. VUM is primarily used to update hosts but can also update VMs and VAs. VUM
cannot update vCenter or distributed switches.

B, D. VUM is primarily used to update hosts but can also update virtual machine hardware
and VMware Tools. VUM cannot update vCenter or distributed switches.

B, C. The CLI migration tool is vcsa-deploy, which can be run from a Windows machine,
and vmware-umds is the download service for VUM, which can run on Windows or a
Linux-based machine.

D. The migration-assistant utility must be started on the Windows vCenter server.

A. The export directory can be removed from the migration host as a cleanup step. The
directory will not be removed by the migration utility.

D. The vcsa-deploy utility, like the GUI utility, can upgrade, install, or migrate a vCen-
ter instance.

A. The embedded database used by vCenter 6.5 is PostgreSQL, and an embedded SQL
Express database will migrate to that by default.

A, B, C. While the embedded database used by vCenter 6.5 is PostgreSQL, it can be
installed with SQL or Oracle. There are also steps to take to prevent the SQL Express data-
base from being migrated to PostgreSQL.

D. The proper upgrade plan is “top down” with the Platform Services Controller (or
SSO for version 5.5) being upgraded before vCenter and hosts. VM Hardware should be
upgraded last.

A, C. The presumption here is that the hosts were upgraded before vCenter. Reverting the
hosts to their previous version or upgrading vCenter would resolve the issue.

A, B. After the migration, Auto Deploy will be running on the VCSA server. The old server
should be decommissioned and the DHCP parameters should be changed so booting hosts
can find the new Auto Deploy service.

A, C. During the migration, data is copied from most of the services to the new vCenter
appliance; however, ESXi Dump Collector and Syslog Collector data is not included.

B. After a migration, hosts will need to be manually repointed to the new ESXi Dump
Collector service on the VCSA appliance.

A, D. If you have multiple vCenter servers, you must have external Platform Services
Controllers.
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A. By default, VUM will update one host in a cluster at a time. You can change this to be
a set number of hosts or allow VUM to decide the maximum number of hosts to update
at one time.

C, D. VUM can attach baselines to several inventory objects, including VM folders
and vCenter.

B, D. VUM can attach host and VM/VA baselines to several inventory objects, including
datacenters and vCenter.

B. VUM can snapshot virtual machines before updating to allow for easy rollback
of changes.

Chapter 6: Allocating Resources in
a vSphere Datacenter

1.

B. When DRS is disabled on a cluster, it removes all of the resource pools that are a part
of the cluster. This information is not restored automatically when DRS is re-enabled. Cre-
ating a snapshot of the resource pool tree allows this information to be restored if DRS has
to be disabled temporarily.

A. Shares are a way to determine what allocation of resources happens when a resource is
under contention. In this scenario, because the Sales pool has a share value of High, it will
receive twice the amount of resources as the Engineering pool, which has a share value

of Normal.

C, D. When a resource pool is established and the Expandable Reservation option is
unchecked, the virtual machines using the pool are only able to reserve the amount of
resources available in the pool. If a virtual machine in a pool will not power on, it is typ-
ically because the Admission Control mechanism is preventing the action due to a lack of
resources available to reserve. To resolve this, you can either reduce the reservation require-
ments of one or more virtual machines in the pool or turn on the Expandable Reservation
mechanism. A third option, though not provided as an answer here, would be to provide
additional resources to the pool.

B. Resource pools can be used in a few different ways. One way is to control priority access
to resources using shares. In this method, it is not necessary to provide a fixed amount of
resources to the pool. However, if there are virtual machines that need dedicated resources,
the pool needs to reserve an amount of that resource to provide to the virtual machines

in the pool.
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C. If a resource pool runs out of a resource, virtual machines with reservation requirements
will be unable to power on. This could be resolved by adding additional resources, or you
can enable the Expandable Reservation parameter. This allows the child pool to request
resources from its parent pool to satisfy a virtual machine’s requirements.

A, C. A resource pool is used to provide memory and/or CPU resources to virtual machines.
vSphere uses other mechanisms to manage storage and network resources.

A. The hierarchy of resource pools begins at the cluster, which is referred to as the root
pool. From there, a top-level resource pool is referred to as a parent pool, and pools cre-
ated within that pool are referred to as child pools. When two pools exist at the same
level (as would two child pools created under the same parent pool), they are referred to as
sibling pools.

B. When a virtual machine powers on, it is able to use as much of the resources configured
for it as are available in the cluster. For example, if a virtual machine is configured with 1
vCPU and 4 GB of memory is powered up on a host with 2.4 GHz CPUs, the VM can use
as much as 2.4 GHz of CPU resources. However, the VM may only require a much smaller
amount, such as 500 MHz. A limit can be used to prevent overallocation of resources and
manage user expectations. The overallocation of resources may result in performance gains
that will diminish as additional VMs are added to the cluster.

A. When setting share values, you can enter a custom value or use the default settings of
High, Normal, and Low. When these settings are used, they conform to a ratio of 4:2:1,
where High is twice as much of a resource as Normal and four times as much as Low.

C. In this case, there is no contention. Shares are only applied when there is resource con-
tention, so the configuration shown in the scenario is not applied and all pools get all the
resources they require.

B, D. Even though this use case involves only a single VM, you must still create a VM group
in order to create a VM-Host affinity rule. You cannot create a simple VM-VM affinity rule
because this type of rule does not take specific hosts into account when migrating the VM.

C. VM-VM affinity rules cannot be used in conjunction with HA if HA is configured with
the Dedicated failover hosts option and multiple failover hosts have been configured.

B. Because VM-Host affinity rules are cluster based, the virtual machines in the DRS VM
group must all reside within the same cluster. When a VM in an existing group is removed
from the cluster, it loses its DRS group affiliation, even if it is added back into the cluster.
To resolve the issue, the VM must be manually added back into the group.

C. Predictive DRS requires an understanding of the way workloads utilize resources over
time. The collection and analysis of workload metrics is one of the key features of vRealize
Operations Manager and is required in order for Predictive DRS to know when to migrate
workloads in advance to avoid resource contention.
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D. Network-aware DRS does not migrate virtual machines due to a network resource issue.
What it does do is take into consideration the network utilization of hosts in the cluster
when migrating a virtual machine due to a compute resource that is in contention in order
to ensure that the migration solves the compute resource issue without creating a network
resource issue.

A, C. Generally speaking, anti-affinity rules exist to maximize availability, and achieving
that goal should apply to all hosts in a DRS cluster. However, in some specific cases, such
as licensing or nonuniform hardware concerns, the rule may need to be applied to a subset
of hosts in the cluster, resulting in the need for a VM-Host rule.

A. Network-aware DRS monitors the utilization of the physical uplinks of ESXi hosts in the
cluster. An ESXi host is considered saturated when the collective utilization of the uplinks
reaches or exceeds 80 percent. This setting is the default and can be adjusted using an
advanced option if needed.

A, B, D. DRS generates migration recommendations when a CPU or memory imbalance
occurs. Storage DRS generates migration recommendations in the event of a storage imbal-
ance; DRS does not. There are other conditions that would generate migration recommen-
dations, including satisfying a resource pool and accommodating an affinity or anti-affinity
rule. DRS will also generate migration recommendations when a host in the cluster has
planned downtime and enters Maintenance mode but is unable to migrate VMs from a host
that experiences an unplanned downtime event.

A. When two VM-VM affinity rules conflict, the older one takes precedence and the newer
rule is disabled. DRS only tries to satisfy enabled rules, and disabled rules are ignored.

A, C. This DRS will never take an action that would violate a VM-Host rule if the rule

is set using the Must Run On or Must Not Run On option. Options A and C could both
result in a violation of the rule. Because both B and D are manual options and are not per-
formed by DRS, they can be accomplished. When possible, VM-Host rules should use pref-
erential options to allow DRS maximum flexibility.

Chapter 7: Backing Up and Recovering
a vSphere Deployment

B, D. vSphere Data Protection offers deduplication of backups as a core feature. It can also
replicate backup jobs to remote sites.

A. vSphere Replication can compress the data before sending it to the remote site. This
increases CPU usage but lowers sync time and network usage.
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B. While the VDP appliance and proxies can each back up 8 VMs at a time, adding a proxy
appliance disables the internal proxy, so you need to deploy two proxy appliances to back
up 16 virtual machines at the same time.

A. vSphere Data Protection offers guest agents to back up certain applications, including
Microsoft Exchange. An application-aware backup should be used for any database or
database-like guest.

D. An application-aware backup should be used for any database or database-like guest.
While vSphere Replication offers guest agents for some applications, it does not pro-
tect MYSQL.

C. vSphere Replication offers point-in-time instances, which provides multiple snapshots
with a recovered VM, allowing you to choose which point in time to recover that virtual
machine to.

D. vSphere Replication offers recovery point objectives (RPOs), which is a measure of
how often a virtual machine is replicated. The more often a VM is replicated, the less
data is lost.

A, B. vSphere Replication and vSphere Data Protection both offer the ability to replicate to
remote sites.

A. vSphere Replication offers Guest OS quiescing to ensure that no writes are outstanding
before the VM is replicated. This helps to ensure that the guest will be in a good state when
it is recovered.

A. While guest OS quiescing can improve the state of the guest when it is recovered, it could
interfere with a very low RPO setting if the guest takes too long to quiesce.

C. A red icon on a VDP backup job indicates that it was not able to quiesce the guest prior
to backing up the virtual machine.

A. vSphere Replication does not support virtual machines with Fault Tolerance enabled.

C. Decreasing the RPO time will decrease the frequency of capturing and replicating the
virtual machine, which will significantly reduce network traffic.

D. Enabling data deduplication for vSphere Data Protection will significantly reduce the
storage used for backups.

A. There is only one option for backing up VCSA, and that is whether to include stats,
events, alarms, and tasks in the backup.

B. VDP is the only option shown that could back up a vCenter server on Windows.

A. If the VM is powered on, vSphere Replication will not allow Synchronize Recent
Changes to be used. You can power off the VM or select Use Latest Available Data to
recover the VM.

A, C. When vSphere Replication recovers a VM, it will be powered off with the network
connections disconnected. While you can choose from point-in-time snapshots if they are
available, that is not a required step.
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A, C. Using esxtop in batch mode, the output can be redirected to create a CSV file.
A CSV file is an option in the performance view of a cluster. A vDS doesn’t have a
performance view.

C. The vpxd log file is considered the main vCenter log file.
C, D. The ESXi web client and vSphere web client can be used to download host files.

C. VCSA is installed with a Windows utility and the install log is found in the appdata\
local\VMware\CIP directory for the user that runs the utility.

C. The first step of upgrade should always be backing up whatever you are upgrading. Note
that option A will be performed with the update, option B cannot be performed before the
upgrade, and option D isn’t needed.

A. The correct order is “biggest to smallest” and especially PSC before vCenter and vCenter
before ESXi. vDS and vSAN are upgraded last if needed.

D. The Guest Average is the sum of the Device, Kernel, and Queue response times and
should be approximately what the guest sees for storage response time.

A. The Device average is the time it takes a request to be sent to and returned from the
storage array.

A, C. The performance charts are to report on performance of hosts and virtual machines.
B. The kernel average is the time the host spends processing a storage request.

D. The esxtop command when run in batch mode (-b) will capture data for a number of
times specified (-n) in intervals specified. While —d sets the time interval, the default interval
is 5 seconds.

A, C, D. The error is reporting that admission control (a part of High Availability) is pre-
venting Tiny02 from powering on. This is because Tiny02 has a reservation set, and the
admission control calculations concluded that there is not enough capacity available to meet
Tiny02’s reservation. From the list, only 3D, Tiny01, and vcsa-02a.corp.local are powered
on and thus can have active reservations. Disabling the reservation on Tiny02 or one of the
active VM or disabling admission control should resolve the issue.

A, D. Cisco Discovery Protocol and Link Layer Discovery Protocol will report on upstream
physical switch information and capabilities.

A. CPU Ready reports on guest CPU instructions that are waiting to be scheduled.

C. The memory swap counter reports when guest memory is being written to disk, which
has a significant performance impact on the guest.



578 Appendix = Answers to Review Questions

16. D. The memory balloon counter indicates that memory is being reclaimed from guests.
17. B. The minimum vSphere license level needed for High Availability is Essentials Plus.
18. D. The minimum vSphere license level needed for DRS is Enterprise Plus.

19. B, C. Local SCSI disks and LUNs accessed over Fibre Channel are not affected by Ethernet
network outages.

20. B. The optional vM A management appliance has resxtop built in. Otherwise, you need to
download the vSphere CLI and install it on a workstation.

Chapter 9: Deploying and Customizing
ESXi Hosts

1.  A. You can only attach one profile to a host.

2. C.If you have settings in two different profiles, you can combine them using the Copy Set-
tings to Host Profiles wizard. While option B would work, it would take more effort.

3. D. The Profile Compliance section of the Monitor tab for the cluster object is a good place
to view compliance. You can also use the Monitor tab of the host profile.

4. D. While the Summary screen of a host will display a message if the host is not in compli-
ance, there is no view available on the host object showing host profile compliance. You can
also use the Monitor tab of the host profile.

5. B, C. Exporting the customizations to use as a template for other hosts is a common prac-
tice. You can also use it to quickly re-create a host that is being removed from inventory.

6. A, C, E. The basic steps to compare settings with host profiles are extract, attach, and
check. You do not need to remediate if you are only checking the settings, and you won’t
export unless you have multiple datacenters.

7. A. Host customizations export as CSV files.
8. B. Host profiles export as VPF files.

9. C.If you download a custom ESXi installation image from a server vendor, make sure you
get the ZIP version so you can import it into Auto Deploy.

10. C. A custom depot is required to have image profiles created on the Auto Deploy server.

11. B. The host displays that message when it finds the Auto Deploy server but no rule
matches it.
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A, B. The host is not receiving a DHCP address. Either the DHCP server is not running or
the host cannot reach it.

A, C. The host is receiving a DHCP address but cannot reach the TFTP server. Either the
TFTP server is not running or the host cannot reach it.

A, D. The host is receiving a DHCP address and is pulling the bootloader but cannot reach
the Auto Deploy server. Either the Auto Deploy server is not running or the host cannot
reach it with the supplied information—note the URL with IP address pulled from the
tramp file.

D, E. The host is receiving a DHCP address and pulling the bootloader from TFTP and is
querying the Auto Deploy server but not receiving an image. The most likely issue is that no
deploy rule is created that applies to that host.

A, B, C. Rules can apply to all hosts or any host that matches a pattern or patterns. Pattern
types include asset tag, serial number, and vendor name.

C. The rule is not activated, which is a requirement to provide the boot image.

A. After a host is assigned an image, it will continue to use that image until a new rule
applies to it or the existing rule is changed to a different image.

A, B. Stateless Caching will copy the image to the host after the first deployment, allowing
the host to boot with the image on subsequent starts if Auto Deploy is not available. State-
ful Install installs ESXi, similar to using a CD to install.

A, D. After a host is assigned an image, it will continue to use that image unless the host
is removed from inventory. Auto Deploy will match any rule that applies to a host and will
send the indicated image.

Chapter 10: Ensuring High Availability
for vSphere Clusters and the VCSA

B. All licenses other than Essentials include HA.
A. Enabling HA allows VMs to be restated on other hosts only if a host fails.

B, C. These advanced HA options will prevent HA from using the default gateway (setting
das.usedefaultisolationaddress to false). A new IP address will be used instead.

D. Dedicated failover hosts configures specific hosts to have no VMs running unless there is
a host failure.

B. Cluster resource percentage is recommended for environments where VMs have very dif-
ferent resource reservations.
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A. Slot Policy is recommended for environments where VMs have very similar resource res-
ervations because the slot size will be very close to the average VM size.

B. With cluster resource percentage, you could have a failure scenario where sufficient
capacity is available but spread across several hosts, preventing a VM with a large reserva-
tion from starting.

C. By default, HA will obey DRS affinity and anti-affinity rules during a failure recovery.

C. The performance degradation VMs tolerate will trigger a warning message if
performance is estimated to drop after a failure. A setting of 100% will disable the
warning; a setting of 0% will trigger a warning for any estimated performance drop.

A, D. A new VM would not be able to power on if the available capacity of the cluster (total
MHz minus slot sizes of running VMs minus reserved capacity) is less than the reservation
of the new VM. Removing the reservation will allow the VM to power up. The other option
is to reduce the slot size of the environment, which (if the Slot Policy is set to the default)
can only be done by reducing the reservation of the largest VM.

B. The default slot size is the largest CPU reservation and the largest memory reservation.
C. VM application monitoring can only restart the guest OS.

A, B. VMware Tools is required for VM monitoring, and a VM (by default) must be up for
120 seconds before failing for VM monitoring to restart it.

A, D. Proactive HA requires a compatible monitoring solution from your server vendor.
Application monitoring requires your application to send heartbeats to the running host.

A, D. vCenter HA only works with VCSA, and you need a dedicated network for the
HA traffic.

D. If two appliances fail, the third will not respond to requests.

B, D. The Basic option handles cloning and configuring but requires SSH and a dedicated
network for HA traffic.

A, B. The Advanced option requires the admin to clone the VCSA twice, using the Guest
Customization options to change the hostname and IP addresses.

D. Setting HA to maintenance mode will enable the active node to continue to respond to
requests even if it loses connectivity to the passive and witness nodes.

B. The default is two heartbeat datastores per host. There may be more than two in use in a
cluster if not all hosts have access to the same datastores.

C. When Slot Policy is used, each virtual machine uses one slot unless it has a reservation
greater than the slot size. The environment has 8 available slots of the 20 it has total.

C. When Slot Policy is used, each virtual machine uses one slot unless it has a reservation
greater than the slot size. If the reservation is greater, it will consume enough slots to cover
its reservation.
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A, D, E. A virtual machine needs its configuration file (.vmx) plus the two vmdk files—the
.vmdk config file and the -flat.vmdk binary file.

C. The default for a four-CPU VM would be one core per VM. You could also set two cores
per CPU (the guest would see two sockets) or four cores with just one socket presented to
the guest.

A. A virtual machine is restricted to the number of CPUs as its host has logical processors.

D. A VM with just one CPU might not have the numvcpus value. You would need to add
the value to increase the CPUs.

B, C. The binary files for virtual machine are the -flat file and the -sparse file; the
-sparse file contains snapshot changes.

C. Snapshots are always thin provisioned. The .vmx file will reference the two new snapshot
files, which in turn will reference the original/parent disks.

B. The existing VM has only four vCPUs selected. Once it has been changed to 8, the cores
per socket can be set to 8.

C. Once 3D Graphics is enabled, you can change the 3D Renderer setting.

A. The default setting of one 8 MB display will not support 4k; a setting of Auto will scale
to support a larger display.

A. Snapshot VMDKs are always stored with their parent VMDKGs.

A. Boot Delay is intended to wait on the initial BIOS screen for a set period of time and will
allow an administrator to perform tasks such as launch the boot menu.

B. Force BIOS Setup will leave the VM in the BIOS menu until an administrator exits the
menu or restarts the VM.

C, D. Secure EFI boot is intended to prevent scenarios such as rootkits from infecting your
guest at boot. Changing the firmware to EFI and enabling Secure Boot are the virtual
hardware requirements for this.

A. Enabling latency sensitivity will create a soft DRS rule to keep a VM on the current.
This helps to ensure that the VM will not be vMotioned off.

D. No VMs can be deployed from an optimized catalog.

B. While SMB is an option for a VCSA appliance, a VCSA appliance can’t actually use an
SMB share.
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17. B. This error occurs when the Download Library Content Only When Needed option is
configured for a published catalog.

18. A, D. A USB device must be configured for vMotion when it is added to the VM.
19. C. The error is due to resizing the partition to a smaller-than-suggested size.

20. A. In this case, the default firewall is preventing connectivity from the Converter server.
While this is not apparent from the error, option B cannot be the answer as the ESXi host
has not been contacted, option C cannot be the answer as the agent will be installed after
the source machine is contacted (if not found), and option D cannot be the answer as this is
a Powered On conversion.
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G HGFS (Host Guest File System), 106
host adapters, 144
GAVG value, 417 host isolation, 478—-482
groups host management, VMkernel
objects, assigning, 55 ports, 125
privileges, assigning, 55 host profiles, 452-453
validating, 71-72 answer files, 461-467

attach to cluster, 462-467
cluster objects, 455

H compliance, 456, 462-467
HA (high availability), 405-406, 476 creating, 453-457
admission control, 486 customizing, 455
Cluster Resource editing, 462-467
Percentage, 492-493 exporting, 457-458
dedicated failover extracting, 462—-467
host, 494-497 importing, 457-458
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Slot Policy, 487-492 copying between, 458
APD (All Paths Down), 482, 483 disabling, 454
Essentials Plus, 476 using, 453-457
heartbeat datastores, 479-480 Hot Plug, 522
host isolation and, 478-479
PDL, 482, 483
Proactive HA, 476, 478—479 I
troubleshooting, 425-426 I/O control, 165, 417. See also NIOC
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hardening, 48 installer, downloading, 245
bootable VMs, 96 IQN (iSCSI qualified name), 187
ESXi hosts, 72-87 iSCSI
vCenter Server, 87-88 block-level storage, 186
VMs, 106-116 IQN (iSCSI qualified name), 187
HBAs (host bus adapters), 186 software initiator, 187-189
heartbeat datastores, 479-480 VMkernel binding, 189-192

heartbeat messages, 479 targets, vSAN and, 222-223
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1SCSI impact warning, 147
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Fibre Channel, 186
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standard switches, 125-127
standard versus distributed, 125
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vSS, 125
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isolating, 158-159
physical, configuration,
133-134
troubleshooting, 418-420
VMs (virtual machines),
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NMP (Native Multipathing
Plug-in), 197
NVM (Non-Volatile Memory), 19
NVMe (NVM Express), 19

(o)

objective map, xxviii—xxx

objects, assigning to group, 55

opaque networks, 127

OVA files, 25

OVF (Open Virtualization
Format), 24

P

P2V (Physical-to-Virtual), 520
path thrashing, 416
PCS (Platform Services
Controller), 8-10
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persistent memory, 19
physical networks,
configuration, 133-134
physical storage, 178-179
PMem (Persistent Memory), 19
pNICs (physical network interface
cards), 124
port groups, 419
virtual switches, 127
PowerCLI, 8
practice environment,
right-sizing, 6-7
privileges, 49
Proactive HA, 476
proxy servers, VDP (vSphere Data
Protection), 368-375
proxy switches, 127
PSA (Pluggable Storage
Architecture), 197
PSC (Platform Services
Controller), 48, 91-93
migrating, 253-254
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PSP (Path Selection Plug-in), 197-198

PVLAN:S (private virtual local area
networks), 158-159, 420

PVRDMA (paravirtualized network
adapters), 19

Q

QAVG value, 417
Quick Boot, disabling, 18

RBAC (role-based access
control), 49-53
RDM (raw device mapping), 214-217
RDMA (Remote Direct Memory
Access), 19-20
redundancy, Fibre Channel and, 196
Remote Console Options, 531-532
Remote memory access, 19-20
replication
configuring, 378-381
deploying appliance, 376-378
recovering replicated
VMs, 382-386
resource allocation, 292-293
exercises, 303-308
Expandable Reservation
option, 300
limits, 298
reservations, 296-297
resource pool admission
control, 302
shares, 298-299
resource fragmentation, 497
resource pools

admission control, 302
child resources, 295
custom attributes, 308-315
multilevel, configuring, 295-302
removing, 314-315
root pool, 295
sibling pools, 295
tags, 308-315
Restore Configuration Wizard, 130
rightsizing, 546-557
RoCE (RDMA over Converged
Ethernet), 19
roles, creating, 57-61
rollback, automatic, 159-162
RPOs (recovery point objectives), 376
RSA SecurID authentication, 94
RVC (Ruby vSphere Console), 225

S

SAML (Security Assertion Markup
Language), 91
sample roles
Content Library Administrator, 51
Datastore Consumer, 52
Network Consumer, 52
Resource Pool Administrator, 51
Virtual Machine Power User, 51
Virtual Machine User, 51
VMware Consolidated Backup, 52
SANs (Storage Area Networks), 413
Fibre Channel, 413
iSCSI, 413
LUNS, 413-415
network issues, 413-415
SATP (Storage Array Type
Plug-in), 197
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SBPM (Storage Policy-Based
Management), 229-230
SCSI Bus Sharing, 215-217
SCSI reservations, 416
SDDC (Software Defined Data
Center), configuring, 217-229
SDDs (solid-state drives), 19
SDKs (software development kits), 8
secure boot, 96
security. See also
encryption; hardening
Distributed Switches, 117
DoS (denial of service) attacks, 107
updates, 22-23
SEDs (self-encrypting drives), 97
SIOC (Storage I/O Control),
207,230-233
Skyline, 403
Slot Policy, 487-492
Smart Card authentication, 94
SPBM (Storage Policy-Based
Management), 225
SR-IOV (Single Root I/0
Virtualization), 535
SRM (Site Recovery Manager), 376
SSO (Single Sign-On), 8
configuration, 93-96
enabling, 88-96
upgrading and, 242
stacks, custom, 147-150
Standard Switches, 117
static arrays, 188
storage, 178
block-level, 178, 186-187
devices, scanning for, 192-193
filters, 193-194
LUN, 178

multipathing, 196-203

NAS, 178

network issues, 413-415

NFS, 178-185

performance, 416—417

physical, 178-179

SBPM, 229-230

SIOC, configuring, 230-233

thin provisioning, 194-196

troubleshooting, 413-417

updates, 18-22

VMES, 178

checking for issues, 415

Storage DRS, 207-208, 315, 322, 417
STS (Security Token Service), 91
switch port groups, 419
switches

distributed switches, 127-134

port groups, 127

proxy switches, 127

standard switches, 125-127

standard versus distributed, 125

vDS, 125

vSS, 125
system roles

Administrator, 50-51

No Access, 51

No Cryptography Administrator, 51

Read Only, 51

Tagging Admin, 51

T

tags, resource pools and, 308-315
tasks, 49

TCP/IP, stacks, 147-150

thin provisioning, 194-196
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TPM (Trusted Platform Module), 23
traffic, 1 Mbit/s, 167
traffic shaping, 154-155
troubleshooting

Auto Deploy, 445-446

DRS, 425-426

ESXi, 403-406

HA, 425-426

network issues, 418—420

storage, 413—-417

upgrades, 421

vCenter, 394-401

VMs, 421-424
TSO (TCP segmentation offload), 155

U

UEFI Secure Boot, 96
UMDS (Update Manager Download
Service), 264-265
unidirectional CHAP, 188
Update Manager, 10-11, 241
upgrading, 240-241
SSO (Single Sign-On), 242
topology and, 241, 243
troubleshooting upgrades, 421
on Windows, 244
compatibility, 245
Content Library and, 247
database prep, 245-246
ESXi hosts, 247
installer download, 245
load balancer, 247
prerequisites, 247
starting vCenter, 247-252
USB devices, 535-537
users, validating, 71-72

\'J

VAAI
operations, 203
primitives, disabling, 204
VAMI, VCSA appliance
management, 400-401
vApps, Content Library, 25
vCenter
Auto Deploy, 395
Certificates troubleshooting,
399
Connectivity
troubleshooting, 394-399
event and task options, 397
HA and, 499-511
log files, 399-403
services, troubleshooting,
394-399
Services menu, 396
statistics options, 397
System Configuration page,
395
upgrades, fail, 396
vCenter Inventory Service, 241
vCenter Server, xxi—xxil
hardening, 87-88
Host Rescan filter, 194
RDM filter, 193
Same Host and Transports
filter, 194
SSO (Single Sign-On), 89-91,
93-96
VMEFS filter, 193
VCP-DCV certification
reasons for, xxii
requirements, XXii—xxiii
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VCSA (VMware vCenter Server
Appliance), 240, 252
backup, 350-352, 355-357
backup and restore, 350-357
HA, 499-511
log file, 400
login, 5-6
migrating, 252-264
PSC, 8-10
restore, 353-354
services, 6
vimtop view, 398
vesa-util tool, 9
VDP (vSphere Data Protection), 357
backup jobs, 361-365
backups
Exchange server, 369-375
restoring, 365-368
sources, 362
client downloads, 363
datastores, settings, 359
Guest Images, 362
incompatible disks, 364
installing, 358-361
plug-in, 362
proxy servers, 368-375
RAM setting, 361
storage, 358-360
vDS (vSphere Distributed Switches),
125, 127-128
creating, 128-131, 156-158
hosts, 134-138
restoring, 130-131
virtual machines, migrating, 151
VMkernels, 189-190
VGT (Virtual Guest
Tagging) mode, 141

VIB (vSphere Installation
Bundle), 204-205
video cards, 529-531
vimtop, 397, 398, 412
virtual network switches
distributed switches, 127-134
port groups, 127
proxy switches, 127
standard switches, 125-127
standard versus distributed,
125
vDS, 125
vSS, 125
VLAN:Ss (virtual local area networks),
158-159, 420
PVLANSs, 420
VM-FEX (Virtual Machine Fabric
Extender) distributed switch, 535
VMCA (VMware Certificate
Authority), 48, 72-73, 94
replication and, 378
VMCP (Virtual Machine
Component Protection),
configuring, 482-483
VMDK (virtual machine disk)
sharing, 214-217
thin provisioning and, 195
VMES (VMware File
System), 178, xxi
configuring, 203-207
datastores, 207-214
files, locking, 203
troubleshooting, 415
VOMA, 415
VMEFS3 datastore, 206
VMESS, upgrading, 206
VMESé6 datastore, 205-206
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adapter, 144-146
1SCSI software initiator,
189-192
migrating, 146
ports, 124
Jumbo frames, 155-158
vMotion
encryption, 23
configuring, 98-105
long distance, 151
VMs (virtual machines), 24
advanced settings, 520-537
backups, VDP and, 357-375
bootable, security, 96
cloning, Content Library
and, 30-40
configuration file, 522-523
Content Library, 24-40
encryption, 96-105
HA (high availability),
monitoring, 483-485
hardening, 106-116
listing, 422
migrating, to/from vDS, 151
reconfiguring existing,
536-537
removing from resource
pool, 311-314
replication
configuring, 378-381
deploying appliance,
376-378
recovering replicated
VMs, 382-386
templates, 24
traffic, 1 Mbit/s, 167
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troubleshooting, 421-424
upgrading
scheduling, 271
UMDS, 264-265
VUM, 265-284
vCPUs, 523-524
VMware Converter
Standalone, 546-557
VMware Tools, 532
installation, 106
vNICs (virtual network interface
cards), 124
vPEM (Virtual Persistent
Memory), 19
vPMemDisk (Virtual Persistent
Memory Disk), 19
vpxa, 403
vpxuser, 403
vROps, 319
vSAN (virtual Storage Area
Network), 20, 167, 217-218, 413
capacity, 223-224
clusters, 218-222
Configuration Assist, 221
disks, claiming, 220
I/O queues, 22
1SCSI, targets, 222-223
monitoring, 223-225
networks, validation, 219
performance service, 224-225
RVC (Ruby vSphere Console),
225
setup, 21
vSAN Management SDK, §
vSphere, xxi—xxii
accessing, 2-8
client, 2-7, 126
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clusters, 293

HA, reconfiguring host, 406

network security, 117

ports required, 395

roles

applying, 62-69
creating, 57-61

sample roles, 51-52

system roles, 50-51
vSphere Auto Deploy, 241
vSphere Automation SDK, 8
vSphere Client SDK, 8
vSphere ESXi Dump Collector, 241
vSphere Management SDK, 8
vSphere Syslog Collector, 241
vSphere Topology and Upgrade

Planning Tool, 9

vSphere Update Manager, 241
vSphere Web Client, 241
vSS (vSphere standard switch), 125

VMkernels, 189-190
VST (Virtual Switch Tagging), 141
VUM (vSphere Update

Manager), 240

appliance updates, 267

baseline groups, 265-267

baseline objects, 265-267

events, 274-275

extensions, 267

patches, 269

power options, 272

schedule updates, 271

staging, 270

VVols (Virtual Volumes), 225, 413

datastores, 226

protocol endpoint, 226

providers, configuring,
227-229

storage container, 226

storage profile, 226

VASA storage provider, 226

W-2Z
Windows, vCenter Server
upgrade, 244-247

WSFC (Windows Server Failover
Clustering), 22
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