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Chapter 1. Multi-Domain Networks

SD-WAN Also, see the following (no occurrences found in this chapter):

Overview

The evolution of the computer network has been one of the most impressive

advancements in today’s digital age. We have come a long way from sending

“Hello World” over a wire between two computers to transmitting data at

terabits per second over fiber optics. Computer networks have evolved from a

single flat network with few devices to a complex mesh of interconnectivity

with billions of devices connected today. In the current work environment,
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sharing information among devices is critical. Connectivity and

communication are the foundation of the next era. How we do our daily tasks

has changed dramatically over the last decade, and the last few years have

accelerated that change exponentially. Being on “the grid” is almost

inevitable in today's world.

This evolution from a single flat network to complex interconnectivity has

fought through multiple nonstandard communication protocols such as

AppleTalk, IP, IPX, SNA, DECnet, and a clear winner has risen. Internet

Protocol (IP) became the protocol of choice and an industry standard. Once

the standards were established, purpose-built networks began to develop—

each focusing on a specific business function, an industry vertical, or both.

As more and more devices were rapidly connected to the Internet mesh, these

connections resulted in suboptimal designs, which led to poor performance,

scalability issues, and inflexible and vulnerable networks. The evolution of

compliance and industry standards came into place for highly critical

networks such as financial, manufacturing, and healthcare. More and more

purpose-built network domains began to develop within an organization,

which raised one big question: How do we connect these multiple network

domains with different needs to access resources within the organization and

across the Internet?

Welcome to the era of multi-domain networks!

What Are Multi-Domain Networks?
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Purpose-built network domains are crucial for an organization’s success

today. Each network is designed with a specific task or a business need, and

they all have one most fundamental characteristic: client/server

communication. These networks also have one most important need:

accessing the data locally within the same premises or in a location that could

be thousands of miles away. These individual network domains are like little

islands of networks that share information constantly, but they need to

communicate with each other somehow and over some media. After this

communication is established, we have essentially built a multi-domain

network!

Individual purpose-built network domains are called multi-domain networks

when they are stitched together to share all required information necessary to

achieve business objectives.

Although saying this may sound simple, a lot of work goes into building

successful multi-domain networks. Many components need to be considered

at a macro level, as well as a micro level, to design these types of networks.

They need to function seamlessly and also be able to withstand any events or

changes in the network infrastructure without losing connectivity or

hindering business operations. Designing these networks could seem

straightforward theoretically; however, for them to be successful in real-

world applications, testing these network designs is vital in ensuring the

networks achieve their business and technical requirements. Figure 1-1 shows

individual domains that are connected directly with each other or indirectly
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via other domains. Regardless of size or the number of domains in an

organization, all of them fall under one single management domain for better

governance.
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Figure 1-1 Multi-Domain Networks

Components of Multi-Domain Networks

Let’s look at what is involved in building practical multi-domain networks.

These components are essential to building a solid foundation for multi-

domain networks and any networks out there.

Redundancy

Any network architect designing a network always needs to consider network

redundancy. Redundancy means if the primary path—whether it is a device,

link, or single component of a larger chassis-based system—for the network

fails, it should switch over to a secondary path without impacting user

experience. Every mission-critical computer network in the world is

redundant in some shape or form. Thousands of network outages occur

worldwide every day for various reasons, but when someone is browsing on

the Internet, the connection seems seamless. When someone mentions the

Internet being down, usually an application or a resource that the user is

accessing is down or unreachable. That situation is very localized. However,

in the grand scheme of things, the overall transport of the traffic, the

interconnections between service providers, is designed to be highly

redundant to avoid an impact to all users.

Redundancy comes in many forms, and all forms need to be thoroughly

thought out. The more components added to the redundancy of a network, the
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more expensive it will be. There is a balance between availability (how many

9s you want), criticality of that infrastructure, and the likelihood of failure of

that infrastructure. More 9s added to 99.9 percent will result in a reduction of

the network's downtime. However, it also will add to the capital and

operational expenses of the network, making it expensive. Table 1-1 shows

the expected downtime of the network in terms of availability.

Table 1-1 Availability Percentages Compared to Downtime in the Network

Table 1-1 clearly describes how adding additional 9s to increase the

redundancy and availability will reduce the impact on the network, but this

comes at a cost because the entire end-to-end infrastructure needs to be

highly redundant. Some systems might require an investment in this level of

redundancy as it pertains to their business function. But not all of them would

justify the expense. For example, Internet access for a large campus needs to

be highly redundant because there might be hundreds of employees working,

whereas if there is a small branch office of just five to ten people, having that

high level of Internet access might not be required. In the event of an outage,

the people in the small branch office might choose to work from home or a

nearby coffee shop. As a rule of thumb, if the site, the purpose of the
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network, or the number of users or applications it serves is critical, that

network would need the highest level of redundancy.

Now let’s look at the types of redundancies that are available to achieve as

many 9s as needed (see Figure 1-2).
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Figure 1-2 Types of Redundancies

Power

Power is crucial to any infrastructure involving electronics. In terms of

network design, power redundancy comes in two main types: two different

power feeds and backup power in the form of an uninterrupted power supply

(UPS). Most critical infrastructure usually has both for the highest

availability. As a best practice, it is always recommended to have dual power

supplies for all critical network components. Because without power, there is

no equipment function, the underlying problem with any power-outage

scenario is the device bootup time and the ability to resume any applications

running on that device. If a database server went offline due to power failure,

there is a high chance of the database being corrupted and causing further

complications.

Almost all of the gear—routers, switches, servers, storage—has redundant

power supplies in an environment like data centers. These power supplies are

connected to the power feeds from separate UPSs, and those UPSs get their

power from different power feeds from the building, which is usually also

routed via diverse areas of the building. The purpose of this is to ensure that

at no point, a single fault domain is created and if one of the feeds, paths, or

power supplies is down, an alternate source is there to take over the load and

provide continuous service to users and other applications.

Power redundancy also implies that redundant power supplies are installed on
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the equipment. A redundant power supply not only helps during a failure

scenario but also helps to share the load. Most modern pieces of equipment

have hot-swappable power supplies that can be replaced while the equipment

is running to reduce downtime further.

Device

Going one level up from power redundancy within a device, let’s now discuss

device-level redundancy. In this design, two devices function in the same

role, backing each other up in the event of a device or hardware equipment

failure. This redundancy is almost always deployed in critical environments

across the network, computing, and storage infrastructure. Network, compute,

and storage are mentioned separately here because they have their own

individual requirements.

In a network infrastructure, all devices are usually in pairs. There is a rare

chance that three or more devices are deployed to back up the same part of

the network. Because the goal of the network is to pass traffic from one end

to the other, having two devices is usually sufficient to provide backups of

each other. If part of the network has a very high bandwidth requirement,

high-performance routers or switches can be deployed to address that

bandwidth. Having two devices gives the most flexibility with the least

capital and operational expenditure. All modern routing protocols in use

today are equipped to detect the failure and converge the network within a

subsecond if needed.
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Purpose-built First Hop Redundancy Protocols (FHRPs) are configured

closer to the edge of the network to provide gateway redundancy for

endpoints. These protocols are Hot Standby Router Protocol (HSRP), Virtual

Router Redundancy Protocol (VRRP), or Gateway Load Balancing Protocol

(GLBP). Because endpoints can have only a single default gateway for a

network that they are connected to, having two devices for redundancy

creates a problem on which device should respond to Address Resolution

Protocol (ARP) requests from endpoints. Hence, these FHRPs use the

concept of a virtual gateway IP address to share between the two physical

devices. These traditional network protocols are typically configured at the

Layer 2 and Layer 3 boundary—such as distribution switches or collapsed

core switches. In some networks, they could also be configured on the

redundant WAN routers of a small site, where access layer switches are

directly connected to the routers. HSRP and GLBP are Cisco proprietary

protocols, whereas VRRP is an IETF standards-based protocol. Modern

solutions such as Cisco Software-Defined Access (SDA), Cisco Application

Centric Infrastructure (ACI), VXLAN, and Fabric Path use anycast gateways

to provide first hop redundancy. The concept of anycast gateways is that the

same gateway IP address is configured on all edge switches for a specific

VLAN, and an overlay fabric is used to route between different endpoints

across different switches using a Layer 3 underlay network. This

configuration eliminates the need for Spanning Tree Protocol (STP) and any

downsides that come with it. An added benefit of the fabric-based

architecture is that network convergence time is significantly reduced with
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the use of Layer 3 underlay routing protocols. For more details on the fabric-

based solutions, see Chapter 2, “SDA-Access and Campus Fabric,” Chapter

3, “SD-WAN and DMVPN,” and Chapter 4, “ACI and Data Center Fabric.”

By default, each network device has its own management plane, control

plane, and data plane. Having two devices side by side in a similar role can

provide high availability, but in some instances having separate devices

might not be ideal. These are situations in which Layer 2 and Layer 3

boundaries occur. In many cases, the FHRP protocols discussed earlier can

take care of routing, but to utilize the Multi-Chassis EtherChannel (MEC)

feature, combining two physically separate switches with separate

management, control, and data planes to act as a single logical switch is more

advantageous. In Catalyst switches, this feature is called a Virtual Switching

System (VSS) or StackWise Virtual Link (SVL). In Catalyst access layer

switches, there is also a feature called a switch stack; it essentially uses a

special stack cable in the back of the switch to connect them in a ring

topology and make a stack of up to eight individual switches into a single

logical switch. In Cisco Nexus switches, the concept called Virtual Port-

Channel (VPC) utilizes similar concepts of VSS and provides the MEC

capability. However, logically and physically, both switches are separate

from the management, control, and data plane. We discuss the benefits and

usage of MCE in the next section.

Chassis-based systems provide another set of hardware and device

redundancy, where a chassis has two supervisor engines and multiple line
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cards of various types of ports, density, and speed. This self-contained

redundant system, at a higher level, provides a device-level redundancy. This

device-level redundancy can be achieved by combining multiple chassis-

based systems with the protocols like VSS and SVL to provide ultimate

redundancy and resiliency. Service providers use their larger Carrier Routing

Systems (CRS) in a similar setup to serve a wide range of core and backbone

traffic and services.

Compute and storage infrastructure redundancy are a little different. Because

these devices—servers or storage arrays—are endpoints and serve multiple

clients, they are typically deployed in more than two sets. They can be

deployed in a physical form factor, virtually, or even in the cloud for more

elasticity. The quantity of computing and storage required is determined by

the number of applications being served, the number of transactions being

performed, or the size of data being handled.

Because servers serve many clients and to avoid overutilization of one single

server for a high number of requests, load balancers are used in front of the

compute environment to distribute application requests across multiple

servers. This is another critical aspect of redundancy. Load balancers monitor

the number of requests coming in for a destination server and try to load-

share traffic dynamically between multiple servers. By doing so, they also

protect against the scenario of physical device failure that can take down a

server. The load balancer automatically redirects traffic over to the other

servers that are available. This redirection is transparent to the end users and
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ensures a seamless application experience. Some of the advanced compute

platforms available today, such as Cisco Unified Compute System (UCS),

have redundancy built up to the blade or motherboard level.

Links

Without links, there is no network. We looked at how device redundancy in a

network can provide fault-tolerant infrastructure. It is implied that device

redundancy cannot be achieved without connecting devices via redundant

links. Locally within a single facility, most of the connections between

devices are back to back. These links can come in various media—copper

with RJ-45 on either end, fiber (single-mode or multi-mode), or TwinAX

with SFP (Small Form-factor Pluggable) on either end being the most

common ones.

Connecting devices with links is one part of the equation, but that does not

give the required redundancy. The goal of the highest availability is to

eliminate a single point of failure in the network. So, if each device is

connected with a single back-to-back link, there is a possible risk of a split-

brain scenario if that link itself fails. You can always add more links for

resiliency, but then it comes down to the cost of the infrastructure. Recall the

important question of availability and how many 9s we want to achieve.

Adding one fiber cable is easy because it does not cost that much. However,

it will consume the port on the router or a switch, which can be expensive.

Typically, routers have higher per-port costs than switches because they are
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built for performance and advanced routing capabilities. Hence, routers have

very few ports on them as compared to switches. Adding additional links to

connect two switches is more cost-effective than connecting two routers with

dual links. This is where architectural decisions come into play, keeping

capital expenditure (CapEx) and operational expenditure (OpEx) in mind.

Link redundancy on routers can be solved in other fashions as well, with the

most common method being allowing backup traffic to traverse other sets of

routers or switches until the primary link is restored. This way, cost and

availability are both balanced. In this setup, however, we need to consider

accurate capacity planning to not oversubscribe the link that can lead to more

congestion or failures in the network.

The second form of link redundancy is toward the WAN side of the network.

Because this design is crucial, it deserves a section of its own. Details on

transport types and WAN redundancy are covered later in the chapter.

Sites and Data Centers

Previously, we looked at the micro-level components of redundancy, so now

let’s look at macro-level components. To ensure uninterrupted business

productivity, enterprises need to think about the redundancy at a larger level

—such as redundant data centers and, in some cases, sites with critical

functions such as contact centers. Having a separate physical location with

duplicate workloads provides two significant advantages: one is to have a

backup plan if one of the locations is down due to an outage or unavailable
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during regular maintenance; second, in peak business workload times, both

data centers can work in an active/active state to load share resources.

Many organizations have their regional data centers or backup sites in

separate cities and, if possible, even in separate time zones to cater to a more

comprehensive range of users and their customers across various time zones.

In specific scenarios, organizations that do not have an extensive nationwide

footprint or are limited to a city or state might also opt in for a disaster

recovery (DR) site. These DR sites are not full-blown replicas of primary

data centers; they host critical business functions only in a limited capacity—

enough to keep the business going until the primary site is recovered and

restored. The advantage of this setup is a significant reduction in CapEx and

OpEx, and all significant attention to redundancy and resiliency is focused on

the primary site with the highest SLAs.

Geo-Redundancy

Geo-redundancy is the most extensive form of redundancy that could span

the nation and multiple countries or continents. Many global customers

typically have three major regions—Americas (AMER), Europe, Middle

East, and Africa (EMEA), and Asia Pacific, Japan, and China (APJC).

Because each country could have its own regulations regarding data sharing

and operations, there might be more subregions within these main

classifications. Having redundancy for applications for all enterprise users

and customers across the globe is critical. So, enterprises usually deploy
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multiple data centers—usually a pair of data centers in each region—and

connect them using some form of backbone links. This network design

typically follows a hierarchical structure where all local traffic within the

region prefers local data centers and is usually in a full mesh, and if the traffic

needs to flow from one region to another, it will traverse across the backbone

links. In this type of setup, Internet exit points exist locally as well as across

the regions.

WAN links are costly, so traffic engineering ensures all local traffic remains

local, and only the most critical and necessary traffic traverses the backbone

to other regions. Technologies such as Cisco SD-WAN are proving to be very

effective in designing these global networks. Details are discussed further in

Chapter 3.

As we move up layers of redundancy, it is imperative to understand how

single points of failure can be eliminated and to what extent organizations

would like to architect, design, and spend to avoid those single points of

failure.

Resiliency

There is a common misconception about redundancy and resiliency. In many

cases, these two terms are used interchangeably. However, they are both

different and have different purposes. Redundancy, which we discussed in

the earlier section, is having duplicate systems. It is a physical construct with

equipment that you can see. When it comes to resiliency, it is more of a
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logical construct. Resiliency focuses on the ability to adapt and recover when

the network is degraded, or in other words, when redundancy is unavailable

or broken. A resilient network is measured by how effective a business

continues to function during a network failure or degradation. Having all the

possible redundancy in the network is not great when critical business

applications do not function during an outage.

The resiliency of the network needs to be addressed at all levels and all parts

of the network. Network traffic engineering and application workload

balancing are critical components in a highly resilient network; users will not

experience any degradation of the service or application performance in the

event of an outage.

WAN Redundancy and Multi-Connectivity

Wide area network (WAN) redundancy is not so different from LAN

redundancy. It follows the same basic principles. However, the most

significant difference is the options available in terms of media, services, and

associated costs. Designing an optimal WAN is fundamental to the success of

a business. WAN design warrants a careful balance between redundancy,

transport types, media, SLAs from the service provider, and the type of traffic

being transported across the WAN to an intended destination.

Two devices across the sites could be connected via more than one medium

and multiple Layer 1 (physical) hops. Even though it might seem that two

devices are directly connected, once the traffic leaves the WAN link on the
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router, it might have multiple different means of transport and media types

along the service provider path to achieve connection to the remote site. The

most common Layer 3 transports in use today are Multi-Protocol Label

Switching (MPLS) or the Internet. It is highly advisable to use one link from

each of the WAN routers out to different providers for the highest resiliency.

Planning what services to use depends on the criticality of the site by

determining the impact to business and revenue if the site is completely

inaccessible. Just connecting two WAN circuits to two different routers does

not achieve desired redundancy. Remember, the goal is to remove any single

point of failure. In the real world, the following points are considered while

designing highly redundant WAN infrastructure.

• Each WAN transport should be connected to a different WAN router.

• Diverse paths should be considered for WAN circuits leaving the building

to prevent accidents, such as digging ground around the building.

• Different providers should be used for different WAN circuits in the event

that one provider has an outage; this way, traffic still traverses via the

redundant provider.

• A separate CWDM/DWDM should be used for each of the circuits to avoid

any passive or active equipment failure.

• Separate services should be used, such as MPLS on one and Internet on the

other. This design is most common in today’s networks with SD-WAN in
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play. This type of design achieves diversity in service, transport type, and

cost.

• Different media types—a combination of fiber, copper, cable, wireless,

LTE/5G, and so on—are especially good for providing redundancy at smaller

critical sites. High-capacity fiber is usually not needed or is too expensive to

be delivered to certain remote locations.

Figure 1-3 shows different WAN transports typically used in today’s

networks.

Technet24
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Figure 1-3 Different WAN Transport and Service Types

The rule of thumb is that the more critical the site, the more high-capacity

links with high service-level agreements (SLAs) will be deployed. This

configuration achieves predictability in the network during outage scenarios

and required throughput. You will see that most of the links to data centers or

Data Center Interconnects (DCIs) are dark fibers or more than 10G capacity

with very low Mean Time to Repair (MTTR).

Shared Services
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In the multi-domain world, shared services play an essential role within a

network infrastructure. As the name suggests, shared services are “shared”

across multiple domains, virtual functions, or networks. Service providers

have used this concept for years by providing their clients with shared

services such as the Internet and IP telephony. Using advanced routing

features and virtualization stacks, they can quickly spin up a new service

instance or provide access to required resources to their customers. In today’s

modern network, these shared services have trickled down into enterprise

networks as they have started to embrace their own virtualization stacks and

share physical infrastructure.

Some of the most common elements of shared services include Domain

Name Service (DNS), Dynamic Host Configuration Protocol (DHCP),

Internet access, cloud connectivity, Network Access Control (NAC) systems

such as Identity Services Engine (ISE), Security Stack, Voice and Telephony,

and Management or Out of Band (OOB) networks. Because these services

serve multiple large domains, they are built as highly redundant and resilient

systems. These services are usually located at data centers and colocation

facilities. Some of the application services, such as DNS and DHCP, can also

be located in the cloud.

Multiple Technologies

Multi-domain networks cannot be built without multiple technologies

involved. Domains could be physical or logical. Physical domains have clear
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boundaries regarding what areas they serve, and they usually have purpose-

built hardware. Some domains are more logical and span multiple domains or

are almost all virtual. During the 2000s, when multi-domain networks were

designed, they were created by using one or more technologies within that

domain. For example, Layer 2 and Layer 3 networks with STP and simple

OSPF routing dictated campus networks; MPLS or DMVPN was mainly used

for WAN; and simple firewalls represented security. Even data center

switching mainly used Catalyst 6500 series switches for most of the

connectivity. As the demands of each domain evolved, so did the

technologies supporting them. One of the biggest drivers was the

virtualization in the infrastructure. This change paved the way for more

solution-driven multi-domain networks. Today’s multi-domain networks are

composed of purpose-built hardware with multiple technologies working

together seamlessly. Most domains have both—traditional network design or

more software-driven controller-based design. These solutions leverage

virtualization capabilities heavily, and the purpose-built hardware supports

that domain's demands.

Multi-domain networks are formed by combining all the components

mentioned here. It is not just one piece of technology; it is a solution built of

multiple technologies, which is flexible and agile, addressing today’s

business demands.

Characteristics of Multi-Domain Networks
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Now that we understand what multi-domain networks comprise, let’s

examine some key characteristics they possess. All of the modern solution-

based multi-domain networks follow the same principles. Just the application

of their solution is different because they are more purpose-built. Most of

these networks have some form of fabric-based architecture. This architecture

is flexible and elastic, which is its major advantage. It takes care of two main

problems that any IT team faces: network uptime and on-demand addition of

services. Let’s discuss that in a little bit more detail.

Single-routing plane traditional networks are the least complex to build and

easiest to manage. These were the most common types of networks for many

decades. For example, service providers built ATM, cable, and broadband

networks; in many cases, most were isolated. As business demands increased,

organizations needed to become more flexible in adding services in a more

agile fashion, and these simple networks started becoming bottlenecks. The

most significant disadvantage of these networks was that a network-wide

change was needed when a new service needed to be deployed. This was

even more complicated if the service needed to be extended as Layer 2. The

network team had to meet their SLAs of 99.9 percent or more uptime for their

customers (internal or external). Therefore, any addition of new services as

part of the scheduled change window might only happen once a month to

maintain that uptime. This meant that new services provided could not be

agile and on demand.

This situation gave birth to overlay technologies. Using the power of
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virtualization, the network is split into underlay and overlay. This approach

does build a complex network design, but the benefits of this architecture

outweigh the complexity it provides. The underlay part of the network

consists of fast-converging routed infrastructure. All the nodes that are part of

the physical topology are connected with Layer 3 links and usually with

Bidirectional Forwarding Detection (BFD) configured on point-to-point

links. This configuration achieves the fastest convergence possible, and with

the use of Equal-Cost Multiple Paths (ECMP), traffic is load-shared as well.

This is where IT and network teams are happy because they can meet their

SLAs of 99.99 percent or higher and also have the flexibility of performing

network maintenance at more predictable intervals. The overlay is built on

top of the underlay. The overlay is a single virtual routing plane that can

extend to any part of the network as desired. Because this routing plane is

virtual, more than one can be deployed, giving that flexibility of on-demand

provisioning. This feature makes businesses happy because they can sell and

deploy these services or instances on the fly without worrying about the

underlying infrastructure.

Managing this complexity would definitely require additional operational

overhead because new ways of troubleshooting problems need to be derived.

To manage the underlay and overlay networks, controller-based architecture,

along with automation, plays a critical role in configuring, deploying, and

troubleshooting problems. Service providers were the first ones to take one of

the most commonly used overlay technologies used today to scale: MPLS.

With the underlay built of Provider (P) and Provider Edge (PE) routers,
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deploying customer VPNs with their own dedicated routing plane was much

simpler and, in today’s case, mostly automated. Some modern solutions to

use this underlay/overlay technology are Cisco SDA for Campus and LAN,

Cisco SD-WAN for WAN, and Cisco ACI or VXLAN-EVPN with NDFC for

data centers. All these solutions come with their own set of controllers—

Cisco Catalyst Center, Cisco Catalyst SD-WAN Manager, and Cisco APIC—

to take over the complexity of deploying these solutions; driving more

template and intent-based network deployment.

Next, let’s look at some of the common characteristics of multi-domain

networks. These characteristics apply to any underlay/overlay technology

architecture used by any business for any part of their network.

Entry and Exit Points

Fabric-based architecture provides a major advantage in the predictability of

the traffic flow. This is achieved by having very specific entry and exit points

in the fabric. This architecture allows us to steer traffic to specific egress

points per network policy, or even send all traffic out of the fabric to a

centralized security stack for inspection and firewalling. The possibilities are

immense. Each overlay technology or solution has its own way to handle

these entry-exit points so that the right type of traffic can be sent to the right

place with high efficiency. One of the most common mistakes architects

make while designing these underlay/overlay types of architecture is how

traffic flows through the network. Since all overlay traffic is encapsulated in
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some form, underlay does not care how it is routed because it looks at the

outermost IP header and forwards the packet. Poor design may result in

suboptimal routing with traffic tromboning the same set of physical devices

but with different overlay and underlay IP headers. The most common

misconception is made when the same set of underlay links are used for

primary as well as backup traffic, which creates an unwanted single point of

failure. Here, the overlay seems resilient until that underlay fails, and the

entire overlay fails.

Trust Boundaries

With defined entry and exit points, we can create a trust boundary. This

boundary is similar to land borders between countries, and only select places

allow traffic from one country to another through a checkpoint. These trust

boundaries in the network create a specific trust domain for the users,

endpoints, and applications residing in the network. In modern networks,

these trust boundaries are almost all virtual. These virtual boundaries allow

efficient use of the physical network architecture for various purposes

without the concern of traffic bleeding from one trust domain to another.

Solutions like Cisco SDA are truly intent-driven. You can use the same

physical architecture to host trusted corporate endpoints and users, Internet of

Things (IoT) devices such as badge readers and Building Management

Systems (BMS), and guest users whose endpoints are entirely untrusted.

Almost all of the virtual overlay technologies can be designed in a way that

can have purpose-built trust boundaries. And because they are all virtual, they
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can be deployed on demand and with almost no capital expense.

Different Areas

Taking the analogy from the previous section, dedicated entry-exit points and

boundaries create a country with a set of rules and policies governing people

residing in that country. Having defined entry and exit points and trust

boundaries essentially creates a network area with a specific policy for the

users, endpoints, and applications residing in that network area. In Cisco

SDA terms, this is known as a virtual network (VN); in SD-WAN and MPLS,

it is known as VPN; and in ACI, it is a tenant. They are all similar in logical

construct, but their application is different. The collection of these different

areas is essentially known as a domain. When all these domains come

together to build a unified network with various interconnections, we build an

actual multi-domain network.

Fault Domains

These highly redundant and resilient multi-domain networks are not exempt

from their fault domains. Newer solutions have a built-in fault containment

system that prevents a major network convergence in the event one of the

components in the solution fails. However, when designing integrated multi-

domain architecture, we must ensure all the precautions are in place to

contain faults to a specific domain and not spread throughout the network.

Later in the chapter, we discuss in detail how to integrate all these

technologies and explain some of the best practices that have been developed
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to prevent faults from traversing from one domain to another.

Why Do We Need Multi-Domain Networks?

Now we understand what multi-domain networks are and how they are built.

We also know the critical components of these networks. Now the big

question: Why do we need multi-domain networks? The answer is simple: In

today’s demanding environment, the network needs to be flexible and be

deployed on demand with high resiliency. These multi-domain networks are

the only ones that address today’s emerging network needs.

To be competitive, any organization needs an edge on its competition and

how they do business. The more user-friendly the experience is, the more

customers will come to them. Similarly, the networks also need to cater to an

organization’s workforce. They need to be transparent and highly secure

simultaneously to provide a seamless experience to their employees who

work hard and be productive. With the significant global events in the year

2020 onward, demand for networks and their use changed in an instant. All

the industry verticals and service providers were made to respond quickly to

address the sudden shift in network utilization. The businesses that had

already started their transformation ahead of time, forecasting the needs of an

emerging network and digitization, became successful overnight. This sudden

pivoting and changing the way businesses run overnight provided a true test

of these integrated multi-domain networks. One of the most prominent

successors was the adoption of cloud and cloud-based platforms and
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software. Businesses needed real-time telemetry and data on what was

happening within their network and how they were performing with the shift

in traffic patterns. Today’s software-driven networks provided an answer for

just that.

Now, companies have realized the benefits of the flexibility these networks

offer, and they will not hold back on how they can be deployed in their

organizations. Architects and engineers are asked to enhance their skill set to

design, deploy, and maintain these networks. This is where we, as authors,

can help and guide because we have been involved in deploying these

networks from day one since they were out.

Next, let’s look at some key uses of what made businesses change their mind

to adapt multi-domain networks.

Information Technology as a Business (ITaaB)

Historically, IT has always been seen as a cost center from a business

perspective. Before the digitization wave began in the 2010s, IT and

networking were simply a cost of running a business. Innovation and

automation in IT were not given that high importance, and with strict

budgets, most of the equipment deployed in IT was either coming to end of

life or at capacity. A significant revolution occurred when smartphones took

over in the first decade of the 21st century. These phones changed how we

use computers and the possibility of directly having email, web access, and

messaging services on smartphones. Businesses took advantage of this
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capability and could give their consumers relevant information in the palm of

their hands as fast as possible. In the back end, computer networks, from

providers to enterprises, needed to evolve to accommodate this additional

capacity and need for data with the highest level of security in mind. IT

organizations began to grow with complex networks, and the cost of doing

business also increased. Today, we can order food, groceries, services, and

information—everything by using a smartphone in our hand.

This is not to say that smartphones brought in the digitization and Internet

revolution we have today. They were one of the major contributors, and

many other little things comprised IoT devices and the fundamental

requirement of having information at hand as soon as possible. While the way

of life was increasing, so did the network behind the scenes.

Businesses also evolved their IT as a cost center model to IT as a Business

(ItaaB)—a way to utilize the network to pay for itself so that its upkeep,

upgrades, and evolution can be sustained. The ItaaB model is similar to the

service provider model. Just as service providers isolate their customer

networks and have specific SLAs and catalogs of services, ItaaB has its own

set of customers; in this case, they could be different business units,

departments, or even different affiliations. This model scales well with the

ability to grow horizontally or vertically. The goal of the ItaaB model is

simple: leverage today’s highly virtualized network and computing gear for

flexible services and earn revenue from it.
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Let’s look at some of the ways large enterprises use this model to provide

some context and how today’s multi-domain networks play a massive role in

this model.

Business Units

Business unit (BU) level segregation is a widely deployed network in the

ItaaB model. In this design, custom purpose-built networks are created for

different organizational BUs. The word business unit means different things

to different organizations. If the enterprise is a large conglomerate, its BUs

are different subsidiaries. For most organizations, their BUs are different

divisions of the company, such as engineering, marketing, sales, IT, or

physical security. Regardless of the interpretation, the primary objective of

building this type of network is to provide isolation of the network, custom

attributes, and security policies. With overlay networks in place, they can

also provide different handoff points, which can be flexible in directing

traffic to a specific part of the network. For example, if we create a dedicated

virtual network (VN) in SDA for physical security or Building Management

Systems (BMS), we can backhaul that entire VN into a border node in the

data center, where we can offload all that traffic to a dedicated tenant in ACI

where all physical security and BMS servers reside. This way, the traffic is

completely isolated from end to end and secure. Having network

segmentation via different BUs is also beneficial to employ a cross-charge

mechanism for the services they are using, which is the foundation of the

ITaaB model.
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Another use case that we have seen grow rapidly is by local counties and

cities. Counties, depending on their size, typically run their own fibers across

their area and also provide critical emergency services and school

infrastructure. With evolution of the ITaaB model, it has become more cost-

effective to provide segregated services to police, fire, ambulance, and school

services. They all can be in their own segmented network and use a common

high-speed backbone to communicate with each other. These departments

could also subscribe to common Internet transit for better efficiency and

centralized security.

The R&D department is another big contributor to network segmentation.

This division is typically the largest consumer of bandwidth and the latest

and greatest features. Giving R&D a separate overlay to connect within the

campus, across the campus, and to the cloud is most important. This is where

true multi-domain segmentation comes into play. The R&D department

predominantly consists of intellectual property, test applications and

equipment, third-party equipment to be onboarded, new solutions, and

testing. Test and development networks are also part of these environments.

Historically, these networks were physically separate from the production

environment and connected via a firewall. The main reason was to prevent

any security breaches in the production environment with test applications.

Because these networks are like giant labs, the last thing any organization

wants is to have any security holes or test malfunctions that can impact the

production environment and cause an outage. This separate physical network

saw a rise in CapEx and OpEx and was not efficient to maintain, especially
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when it was a non-revenue-generating lab network. With the adoption of the

cloud and multi-domain overlay technologies, organizations moved away

from using separate physical gear. They employed virtualization in the

network and computing to drive their R&D department. They can still be

virtually separate from production but maximize the utilization of their

physical hardware to accommodate their test environment. Most importantly,

with virtualization in place, now the test gear is not confined to a single place

but can be located anywhere in the campus, cloud, or even a remote home

office.

IT Boundary

The larger an organization gets, the more complex the network becomes;

multiple teams are needed to manage and operate that network. With global

enterprise organizations, multiple teams manage different parts of the

network, compute, and server infrastructure. Sometimes each business unit

has its own IT team to manage its infrastructure, and the BUs take services

from the corporate IT team to provide global connectivity. This is a classic

use case for multi-domain networks, with each business unit and IT team

having their domain to manage and own boundary to support. IT boundaries

are critical in these large networks because they transfer ownership of the

network devices, their support, and maintenance. This way, each IT team can

effectively serve their customers without encroaching on other’s networks.

Defining clear IT boundaries is also critical in the case of company mergers
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and acquisitions. Anytime a merger or acquisition is announced, the business

wants to start running as “one entity,” but this is much easier said than done.

A lot of planning is required during the merging of the networks. Some of the

biggest hurdles to overcome are addressing duplicate IPs, directing

ownership of the network infrastructure, ensuring both companies' employees

can work from either company’s facilities, and so on. During this phase, the

business wants immediate action and access to each other’s networks and a

plan to cut down duplicate IT costs. This is where virtualized multi-domain

networks and infrastructure come in handy to spin up vital services for

business continuity. This paves the foundation for not only business mergers

but also network mergers.

Multi-Tenancy

Having multi-domain networks implies that multi-tenancy is in place as well.

Isolating networks to serve their specific purpose is one of the most important

objectives of multi-domain networks. Multi-tenancy in this context not only

means isolating different business units but also isolating like traffic. This is

where intent-based networking (IBN) comes into play. Let’s look at different

aspects of multi-tenancy with an example.

Traffic Isolation

If we were to look at the typical hospital architecture, we would want to

isolate different device types into different routing planes or Virtual Routing

and Forwarding (VRF). This is known as macrosegmentation. We would
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separate local hospital staff such as doctors, nurses, and administrative staff

into one VRF; critical medical equipment into a second VRF; patients and

visiting doctors into a Guest VRF, and last but not least, all critical BMS and

physical security devices such as cameras, badge readers, and sensors into

their own VRF. This VRF-based isolation gives complete routing plane

isolation on the LAN side and also on the WAN and data center side. This

isolation of trusted and untrusted traffic is key to fault isolation and providing

exceptional network services to end users. Each VRF with its traffic can be

offloaded to different parts of the network. Here, corporate trusted traffic can

be offloaded directly into the global routing table, which can now reach

applications in the data center. Medical equipment traffic can be offloaded to

a firewall, which can restrict who can access those devices. Guest traffic can

be offloaded directly to the Internet firewall for Internet access because they

are not needed to access any corporate resources. Lastly, BMS and physical

security traffic can be offloaded to a site where centralized monitoring

servers, applications, and users are located. When it comes to networks like

this, sites typically have local Internet exit points so that they don’t have to

carry a large amount of guest Internet traffic over their WAN backbone to a

centralized location. This setup saves cost on expensive WAN circuits and

provides better user experience to their patients and guests.

For the WAN traffic, traffic isolation becomes crucial because we would not

want to route traffic suboptimally to an exit point. For WAN networks like

SD-WAN or DMVPN, where the WAN headends or hub routers are placed

becomes critical. Traffic routing through DMVPN networks is
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straightforward, but with any SD-WAN solution, the traffic policies can get

very complex. If not thought through properly, traffic can trombone and take

unexpected paths, especially in a failure scenario. For MPLS-VPN networks,

problems are not too different. MPLS networks are full mesh by default, like

SD-WAN or DMVPN, but without clever routing and traffic engineering,

they too can get complex.

Sometimes, complex designs are needed to solve a specific business

requirement. For example, if there is a centralized traffic scrubbing device

stack and the business requirement would be to have all traffic coming to the

data center or even between any sites go through that scrubbing facility

before being sent to its destination. These types of requirements are not

uncommon in large networks. Another scenario would be to have a network

that functions like a hub-and-spoke, and the WAN policies are developed to

mimic that design but run into issues with voice traffic. This situation

happens as voice traffic now hairpins through the hub even for site-to-site

communication, adding that extra bit of latency that might not be tolerated by

the application. So, that issue needs to be mitigated. When we looked into the

example of hospital networks, with different VRFs needing to be handed off

to different parts of the network, sometimes multiple overlays and complex

policies are required to achieve the objective of business requirements.

Hence, balance between network complexity and network manageability is

crucial.

Data center and cloud networks are subject to no different treatment than
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LAN or WAN. While LAN and WAN networks have their challenges, data

centers and public/private cloud face their own challenges when it comes to

multi-tenancy and ensuring that communication between different

applications within and across VRFs is maintained. These networks tend to

be high-speed low-latency type traffic, and to keep that, we need to account

for as few hops as possible with the desired intent in mind. Solving

connectivity of isolated multi-domain traffic is like a puzzle where we need

to ensure we do not try to fit a square peg into a round hole.

Network Segmentation

Once the traffic is isolated, proper segmentation is also needed. In the world

of SDA and ACI, traffic can be segmented by using Security Group Tags

(SGTs) or EndPoint Group (EPG) tags, respectively. In these mechanisms a

specific endpoint or a user device is tagged in the network, and

microsegmentation can be enabled to enforce communication between these

devices within the same VRF. The benefit of this approach is that the devices

are part of the same trust zone, but we still want to prevent unwanted

communication between them. Consider an example of BMS or physical

security VRF. Here, BMS devices, badge readers, or surveillance cameras

typically do not talk to each other. Still, they usually talk to a server within

the same VRF/VLAN or at a central location. So, there is no point in having a

wide open network where someone with malicious intent can access a device

and start snooping around, exploiting other devices. Having

microsegmentation in place helps prevent unwanted communication between
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these devices and enables communication only to the servers that they are

supposed to talk to. This concept is similar to private VLANs in traditional

networking, where we used to deploy isolated, community, or promiscuous

VLANs to segment traffic within the VLANs. Intent-based networking (IBN)

is the key driving factor behind this segmentation strategy, how a device is

onboarded into the network, and what it is authorized to access while it is on

the network.

Segmentation within the LAN can be easily defined and enforced. The more

significant challenge is end-to-end segmentation. We are talking about

carrying either SGTs or EPGs across the WAN. In an ideal world, every site

would be connected by dark fiber, and we can carry these tags across.

However, we are not in that ideal world. We are dealing with various

transport types and also what WAN technology is deployed across the WAN

—such as SD-WAN, DMVPN, or MPLS. Each of them has its pros and cons

to deal with.

At the time we were writing this book, SD-WAN had support for natively

carrying these tags. It requires integration with SDA, however. ACI is a bit

different, but it could work with some tweaks. In the real world, these tweaks

have more cons than pros. In later chapters, we discuss how to integrate SD-

WAN. For DMVPN, carrying tags across the tunnels is straightforward. It

supports inline tagging and can be enabled with a simple command. There is

no support for MPLS, so we have to develop creative solutions discussed in

later chapters. The biggest roadblock to end-to-end microsegmentation is

https://technet24.ir


Maximum Transmission Unit (MTU). The solutions discussed in later

chapters overcome those roadblocks and achieve desired goals.

Automation and Orchestration

Thus far, we have learned that multi-domain networks are large and complex.

They come with lots of moving parts, and with that, they are highly human-

error-prone. Hence, all newer emerging technologies are coming up with

automation and orchestration tools that can simplify the deployment. This

simplification can significantly reduce the time to market and adoption of

these solutions, bringing in faster returns on investment and getting that

competitive edge.

When we talk about automation, it is not only about configuring routers and

switches in the network, but to a much broader extent, we are talking about

building processes and simplifying day-0, day-1, and day-2 operations.

Automation is one piece of the puzzle, but with orchestration, we can create

workflows that can automate several tasks together in a specific order or

group. This is the place where we can gain that scale and accuracy in

deployment. Computer networks lag behind when it comes to automation.

We still use a command-line interface (CLI) to finish small, repeatable tasks.

We have a long way to go, and we will help you get there. We discuss

automation and orchestration in much more detail in Chapter 9,

“Automation.”

Summary
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In this chapter, we answered two big questions: What are the components of

multi-domain networks, and why do we need multi-domain networks in the

first place? With the multi-domain components, we looked at how

redundancy, resiliency, WAN transports, shared services, and multiple

technologies play an essential role in building a multi-domain network. We

also looked at the characteristics of multi-domain networks. We discussed

how entry and exit points, trust boundaries, different areas, and fault domains

could be used to build the most effective multi-domain networks. For the

second question, we looked at why enterprises today need these multi-domain

networks and how they can transform their technology and business model

into a more effective and competitive market. With an ITaaB strategy, they

can start building a network that can pay for itself and proliferate in today’s

world with the highest amount of flexibility. We also discussed the benefits

of multi-tenancy and how it can provide end-to-end segmentation, which is

becoming the new standard for today’s emerging networks. At a very high

level, we discussed how automation could help build these complex networks

quickly and accurately.
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Part 2 - Multi-Domain Design

Technet24

https://technet24.ir
https://technet24.ir


Chapter 2. SD-Access and Campus Fabric

In this chapter, you will learn the following:

 How SD-Access and Campus fabrics interconnect with other domains of

the network.

 Understanding minimum requirements to make these interconnections

work.

 Limitations of these integrations.

 Proven best practices that go a long way in establishing multi-domain

connectivity.

Overview

In this chapter, we are focusing on Campus Networks. These networks

essentially contain small offices, large multi-storey or multi-building

campuses, manufacturing facilities, etc. Basically, a site or a location where

endpoints or end-users are connected to the network. Humans need a place to

work, manufacture or sell products or services. These campuses are the

production houses where the majority, if not all, of the revenue is generated

for an organization. Campus networks are very complex in design as it

requires all the supporting equipment, technologies, and solutions to ensure

an organization’s workforce is highly productive and efficient. With the
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digitization of the network today and the advancement of the Internet of

Things (IoT), the campus networks have many connected devices other than

laptops, phones, and printers. IoT brings in smart buildings which have

hundreds of sensors to control lights, temperature, building access, and most

importantly, surveillance. All these IoT devices needs to be connected to the

network and communicate to some application that is located on a server

within the campus, data center or in a cloud. Ensuring and maintaining

correct segmentation in legacy network is challenging and in some cases,

ineffective as legacy networks do not provide the macro or micro-

segmentation needed to maintain required security. Suppose there happens to

be an attack in the legacy system which is not correctly segmented. In that

case, an attacker might get access to sensitive information or restricted

devices that could compromise the security or safety of the organization and

its users. This is why today’s campus networks are evolving into more fabric-

based architecture, as it provides more flexibility and all required security and

segmentation to function effectively.

In today’s campus networks, fabric-based architecture can be deployed by to

most prominent solutions —] Cisco’s Software Defined Access (SDA) which

leverages Cisco Catalyst Center as an automated orchestrator or manually

deployed Campus Fabric using various control-plane protocols. Both

architectures are very well supported and work following principles:

 Data Plane —] Utilize routed underlay and virtualized overlay technology

to segment traffic and increase the availability of the fabric. This data plane
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also ensures Virtual Routing and Forwarding (VRF) based traffic isolation

which ensures macro-segmentation in the network.

 Control Plane —] Have a centralized control-plane architecture to route

traffic between different destinations effectively.

 Policy Plane —] Utilize Network Access Control (NAC) for micro-

segmentation and secure onboarding of the devices.

 Management Plane —] ideally, have some form of automated management

plane ensuring management of devices and avoiding configuration drifts.

Let us now take a deep dive into how these two types of fabrics interconnect

with other domains.

Note:

Cisco SD-Access and Campus Fabric are vast solutions that

contain multiple technologies. Understanding all bits and

pieces of these solution are outside the scope of this book as it

mainly focuses on integration of these solutions. There are

several good Cisco Press publications on Cisco SD-Access

and Campus Fabric which can be leveraged for in-depth

knowledge and working of the solution itself. For rest of the

chapter, an assumption has been made that reader has some

basic understanding of these solutions.
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The functionality of Cisco SD-Access and Campus Fabric work is almost

identical. In subsequent sections, we will discuss all the integrations with a

primary focus on SD-Access and then variations needed for the campus

fabric to operate in a similar fashion.

Interaction with the Outside World

This section discusses how fabric-based campus networks interact with

external connections. When it comes to fabric-based networks for the campus

location, two main types exist —] controller-based Cisco’s SD-Access and

manual or automation driven BGP-EVPN based VXLAN Campus Fabric.

Cisco Software Defined Access (SDA)

Cisco SD-Access is a revolutionary fabric-based campus architecture. This

solution comprises of various technologies that collectively define how a

modern secure campus should look like. This entire architecture is deployed

using an orchestrater known as Cisco Catalyst Center. Since the detailed

inner working of this solution is outside the scope of this book, in this

chapter, we will focus on how this fabric connects with different domains.

We would focus on the SD-Access’s Border Node device and connectivity

options with the peer device.

Figure 2-1 shows SD-Access components at a high-level. The SD-Access

fabric site’s Border Nodes (BN) are the only gateways where traffic can enter
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or leave the outside world. All the endpoints and users are always connected

to Fabric Edge (FE) nodes, but to access all the required resources outside of

the fabric, the traffic has to pass through border nodes. Today, some features

allow layer-2 fabric, and in that case, there is an exemption of traffic not

passing through the border nodes; in that case, the fabric acts as a giant layer-

2 switch. With border nodes being the gateway, there has to be a peer device

(formerly known as Fusion Router) that can collect all traffic coming in from

various Virtual Networks (VN), apply any applicable security policies, and

then forward it out to upstream devices.
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Figure 2-1 SD-Access Components at a High Level

These peer devices can be of various platforms and functions. They can also

be one or more peer devices connected to border nodes for different traffic

routing policies. Remember, SD-Access fabric already has multiple virtual

networks that must be macro-segmented. If we merge all of that traffic

without any control, then there is no point in having that macro segmentation

in the first place. Hence, a peer device's role is critical in ensuring critical

connectivity to all virtual networks. Some of the most commonly deployed

peer devices consist of:

 A Catalyst 9K or Nexus 9K layer-3 switch with Virtual Routing and

Forwarding Lite (VRF-Lite), with route-leaking between VRFs to provide

inter-VN communication.

 An ASR 1000 or Catalyst 8000 series router which would keep macro-

segmented traffic in respective VRFs and send it towards WAN in another

form of encapsulation or back-to-back VRFs handoffs.

 Cisco SD-WAN router with dedicated service side Virtual Private

Networks (VPN) for each virtual network on the SD-Access side

 Cisco FTD or similar firewalls merge all virtual networks into one global

routing table. In this scenario, each terminated VRF is in its own security

zone and has access rules between different security zones (VRFs).
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Regardless of the connectivity, SD-Access border nodes will handoff each

virtual network individually, as shown in Figure 2-2. These virtual networks

can either be handed off on a single interface using dot1q trunk, or each

Virtual LAN (VLAN) can be handed off via a dedicated interface to different

devices (a combination of routers and/or firewalls). It is crucial to remember

that the packets coming out of the SD-Access fabric will be native IP and will

not have any Virtual Extensible LAN (VXLAN) tags by default. If micro-

segmentation needs to be preserved, additional commands must be added to

retain tags. This will be discussed in subsequent sections.
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Figure 2-2 Basics of VIRTUAL NETWORK handoff on SD-Access border

nodes

Campus Fabric

The Campus Fabric operates similarly to SD-Access, with the major
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difference being the absence of a controller and/or the routing protocols and

overlay technology being used to build the fabric. This has the same

components, such as the control plane, data plane, and policy plane; however,

without the orchestrator, the management plane is decentralized. There are

detailed Cisco Validated Design guides on how to build the campus fabric on

cisco.com, so we will focus on how these fabrics are integrated with other

domains and any variations from SD-Access fabric.

Interworking with SD-WAN

Cisco SD-Access and SD-WAN are one of the widely used fabric-based

integration today. With enterprises having multiple campuses and branches, it

would definitely require some form of WAN connectivity to establish

communication between those sites and the outside world. That’s where SD-

WAN comes into play. Cisco SD-WAN itself has the inbuilt capability of

building optimal network design with macro-segmentation (VRFs) in place.

These VRFs tie directly with SD-Access’s Virtual Networks on a one-to-one

basis and can route traffic effectively by default. This level of integration is

very straightforward and out of the box by default. The complexity comes

down with end-to-end micro-segmentation. This is where we have to design

the solution so it can carry Secure Group Tags (SGT) across from one SD-

Access fabric site to the other.

Enterprises have to keep a balance between the complexity of the network

from day-1 of the deployment and how their day-2 operations team is able to
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support this solution. Based on the field experience, this integration can be

deployed easily, however, we would categorize end-to-end segmentation as a

more advanced feature set with high training requirements with the day-2

operations team. Let us discuss how this can be done.

Default End-to-end Macro-segmentation

Default end-to-end macro-segmentation is achieved by configuring VRF-Lite

between the SD-Access border node and WAN Edge router. As shown in

Figure 2-3, Cisco Catalyst Center will configure virtual network handoffs in

an automated fashion. This orchestration process will configure Switched

Virtual Interfaces (SVI) handoff with point-to-point /30 IP addressing

towards WAN and enable these IP addresses to run Border Gateway Protocol

(BGP) towards SD-WAN WAN Edge. To ensure connectivity is established,

you must create an interface feature template on the WAN Edge with a

variable field that can match —] VN to VRF and configure BGP with

matching parameters. Once this template is pushed to WAN Edge with the

correct variables, BGP will be established, and the traffic will start flowing.

This is the simplest form of integration that achieves end-to-end macro-

segmentation without any SGT propagation. Most enterprises that we have

worked with have adopted this method as it achieves two main objectives for

them:

1. Get the network up and running for all virtual networks and establish

desired connectivity. This will ensure that business continuity is maintained.
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2. Observe the need for micro-segmentation and plan the second phase with

end-to-end micro-segmentation with SGT propagation and enforcement.

Figure 2-3 SD-Access and SD-WAN macro segmentation integration

The major advantage of employing this design is that an organization can

leverage key features of SD-WAN like App Aware Routing (AAR) directly

from day one of the deployment, as the packets coming from the SD-Access

fabric are native IP packets.

With Campus Fabric, the configuration and architecture for SD-WAN

integration do not change. Since the configuration of VRF-Lite and BGP are

technically outside of the fabric and native IP, the integration process is

identical. One of the most important points to be mindful of in campus fabric

is the absence of an orchestrator to configure these SVI handoffs from the

border node side. A custom home-grown tool or script can create these

handoffs facing SD-WAN WAN Edge.

Integrated and non-integrated SD-WAN Solutions
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Currently, two main supported interworking of SD-Access and SD-WAN are

integrated (one-box) and non-integrated (two-box) solutions. A key point to

be mindful of here is not to confuse the terminology —] integrated and non-

integrated with the actual integration of these two domains. Both are fully

supported integration methods that give one critical advantage than the

default end-to-end macro-segmentation. Both of these solutions provide end-

to-end micro-segmentation between SD-Access sites. For the rest of the

chapter, we will use one-box and two-box solution references for better

clarity.

One-box solution is deployed when you have an all-in-one role for a fabric-

enabled device. In this solution, the fabric-enabled device has a border,

control plane, and WAN edge role configured. Due to a single device having

multiple roles and, most importantly, a WAN edge role for SD-WAN, it is

implied that this device cannot be a Cisco Catalyst 9000 series switch. Also,

this device needs to have a supported SD-WAN image on which this

functionality is deployed. This solution is mainly designed for small to

medium branches with one or two WAN routers and a few access layer

switches supporting their users. This reduces the need for a dedicated border

and control plane node, reducing the hardware footprint at these sites and

increasing ROI. Understanding the hardware and software compatibility

matrix for this solution and testing your use cases before implementing it in

production is highly recommended. Based on our experience, this is not a

widely deployed solution out in the field for three reasons:
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 Many large organizations with multiple sites and branches usually have

dedicated WAN and LAN teams. Since this solution combines LAN and

WAN functions on a single device, who owns and maintains of the solution

becomes a big question for teams. Hence, they prefer not to have a single

device with multiple roles.

 With the introduction of the Fabric-in-a-Box (FiaB) feature in SD-Access,

having a Catalyst 9000 series switches at a site function as FiaB with any

WAN router becomes a desired choice.

 Not having a one-box solution gives an added advantage to the adoption of

SD-Access and SD-WAN solutions. An organization can adopt and deploy

both of these solutions at different paces. SD-WAN is usually faster to deploy

than SD-Access due to the limited number of devices, and start getting

benefits of the solution much earlier. SD-Access can come after and would

only require minor changes on the SD-WAN side to facilitate the integration.

As its name suggests, the two-box solution is deployed with a dedicated SD-

WAN router and a dedicated SD-Access border and control-plane nodes.

Here WAN Edge could be any supported router from the compatibility

matrix. Similarly, there is the freedom to choose border and control-plane

nodes on the SD-Access side. This is the most commonly deployed

integration method, as it addresses the limitations of the one-box solution.

Technical interworking is exactly the same when it comes to one-box and

two-box solutions. However, in a two-box solution, you have to add some
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additional commands on the SVIs of the border nodes to send the packets as

VXLAN tagged instead of native IP. This is key as the SD-WAN WAN Edge

router will look for those packets to send them end-to-end micro-segmented.

If packets received are native IP, it will use normal routing policies to route

packets out to the WAN.

We discussed how this integration works at a high level. Let us look at a

deeper level to see how it works internally. We are using a reference from

Cisco Live presentation. Figure 2-4 shows how a two-box solution works

under the hood. There are two levels of mappings —] one at the SD-Access

B/CP node and the second at the WAN Edge. On the SD-Access side, B/CP

nodes will ensure Virtual Network to VRF mapping is completed and packets

are sent through the trunk link to WAN Edge with VXLAN encapsulation

with the help of CMD header. On the WAN Edge side, this VRF to VPN

mapping ensures packet is decapsulated and then encapsulated in IPSEC

layer and sent across the WAN. Return packets is handled in reverse order

—] IPSEC layers are decapsulated and VPN to VRF mapping is built,

followed by sending packet over the dot1q trunk interface in VXLAN

encapsulation to SD-Access B/CP node. Once SD-Access B/CP node

receives the packet, it will forward it within the fabric based on adjacency

lookup and ensuring VRF is mapped to correct VIRTUAL NETWORK and

right SGT tags.
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Figure 2-4 Border node to WAN Edge Data Plane

Figure 2-5 shows how routing architecture works under the hood.
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Figure 2-5 SD-Access —] SD-WAN Routing Architecture and Peering

There are 4 quadrants in this setup. Top left quadrant handles all the Location

Identity Separation Protocol (LISP) routes from the SD-Access overlay

networks and then it redistributes them into per-VRF BGP VPNv4 address

family. All of the /32 prefixes which are learnt from SD-Access overlay are

aggregated by control plane and then advertised out to SD-WAN WAN Edge

via eBGP peering. Moving to the top right quadrant, the routes which were

received from the overlay are then injected into respective service VPNs on

SD-WAN side. These routes then are redistributed into Overlay Management
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Protocol (OMP) and sent to Catalyst SD-WAN Controller. Catalyst SD-

WAN Controller then forwards all these prefixes to all other WAN Edges in

the network to build SD-WAN fabric.

The lower quadrant is the underlay of SD-Access and SD-WAN. Bottom left

quadrant shows SD-Access underlay built using IS-IS routing protocol. As

per Figure 2-3, this underlay VN known as INFRA_VN, is then merged with

trusted service side VPN using simple IPv4 BGP address family. On the SD-

WAN side, bottom right quadrant shows VPN0 connectivity which is

essentially collection of all the transports where SD-WAN can build its WAN

tunnels from. These interface IP addresses known as Transport Locators

(TLOC) are being used by OMP to build optimal routing topology. Note:

underlay networks for SD-Access (INFRA_VN or Global Routing Table —]

GRT) and SD-WAN (VPN 0) are never merged together. They are

completely isolated and need to be isolated to function.

Regarding the Campus Fabric, the one-box solution is not supported as it

requires integration between Cisco Catalyst Center and Catalyst SD-WAN

Manager. Since Catalyst Center does not manage Campus Fabrics, this

solution will not work. Two-box solution, however, can be configured if

needed. This would require similar commands as in SD-Access to send

packets with VXLAN header instead of native IP. Figure 2-4 also answers

how Campus Fabric’s two-box solution would work underneath the hood.

Looking at the solutions, it is clearly understood that majority of

configuration is required on the SD-WAN side. Hence, the details on
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implementation, segmentation and best practices are covered in Chapter 3,

“SD-WAN and DMVPN.”

Cisco’s vision is to have a controller-based architecture for all fabric

domains. This gives an ease of management to operate and maintain an ever-

changing network landscape.

Learnings from SD-Access and SD-WAN Integration

We learned a lot from deploying these SD-Access and SD-WAN solutions

out in the field. Many limitations were hit and resolved by either working

with Cisco’s Engineering to develop new feature enhancements or by

deploying sustainable workarounds that are easy for an organization’s

operations to understand and maintain the network. Some highlights of our

learnings are as follows:

 The order in which these solutions are deployed is the key. Due to the

nature of underlay and overlay technologies, you would run into a catch-22

scenario where SD-WAN cannot build its service side VPNs as Catalyst

Center has not configured the fabric and SVI handoffs. Whereas Catalyst

Center cannot configure underlay/overlay until it has reachability to all of the

devices behind the SD-WAN. So a temporary SVI with static routes needs to

be configured in order for Catalyst Center to reach the fabric devices and

configure relevant SVIs with handoffs. Once handoffs are created, SD-WAN

template needs to be updated so it can match the parameters on the SD-

Access side and establish the connectivity. Once connectivity is established,
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those temporary SVIs and static routes can be removed.

 If your organization is using or plans on using SD-Access-Transit in

conjunction with these solutions, SD-Access site-to-site packets which are

VXLAN encapsulated between the border nodes of two sites, will NOT be

intercepted by SD-WAN routers. SD-WAN routers will only decapsulate

VXLAN packets which are destined to them and not the ones which are

transiting through them. This is a very important consideration to take into

account because transiting packet will still have that additional 50 bytes of

VXLAN overhead when going through IPSEC tunnel of SDWAN. So if the

WAN does not support more than 1500 bytes of standard MTU, it is highly

recommended to use the SD-Access feature to reduce TCP MSS on all fabric

SVIs. This will prevent packet to go over 1500 bytes and any additional

overhead across the path is accounted for.

 As shown in Figure 2-3, underlay and trusted VIRTUAL NETWORK of

SD-Access needs to be bridged to a single trusted service side VPN on SD-

WAN side. Although SD-Access-underlay can get its own dedicated VPN,

but that would result in overly complex SD-WAN design as majority of

shared services such as DNS, DHCP, and ISE all reside in trusted VPN.

 Start building data center or Carrier Neutral Facilities (CNF) headends first

so that all shared services are accessible for SD-Access fabric to function.

 If an organization has decided to go with SD-Access and SD-WAN
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solutions, it is highly recommended to start with SD-WAN at the sites first so

macro-segmentation is built, ready and tested for SD-Access to send its data.

 There are not enough words to emphasize how important solution testing is.

Ensuring your use cases are tested and validated before deploying the

solution in production will lead you to trouble-free success. These

technologies seem complicated initially, but if deployed with proper planning

and testing, they can catapult your organization ahead of the competition on

the digitization journey.

Interworking with ACI and Data Center Fabric

Cisco SD-Access and Campus Fabric data planes are identical to Application

Centric Infrastructure (ACI) and Data Center Fabric. Their control and

management planes, however, are entirely different. The overall objective is

simple —] attach macro and micro-segmentation metadata to the VXLAN

header and carry that information across the underlay to build a flexible

fabric. This brings a significant advantage when it comes to integrating these

two domains. Regardless of the fabric combination on the other side,

integration logic is the same. Even though configuration commands for SD-

Access and Campus Fabric are identical, the designs shown in this section are

not always scalable for the Campus Fabric deployment. Similarly, on the data

center side, ACI is the go-to solution for granular macro and micro-

segmentation-based architecture. Hence, data center fabrics do not solve all

the required scale and integration with other solutions like ISE. For the rest of
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this section, we will focus entirely on SD-Access and ACI integration as they

are a more scalable way to deploy fabric in respective campus and data center

domains.

At the time of writing this book, no fully automated integration is available to

configure SD-Access Border Nodes and ACI Border Leafs. Only some

organizations that have SD-Access and ACI are adopting integration. One of

the biggest holdbacks is the migration to the cloud. Organizations are

embracing cloud-based applications, which is driving many of their

applications to use zero trust.

SD-Access and ACI integration today is relatively straightforward. To ensure

end-to-end micro-segmentation is preserved across both fabrics, the

controller has no direct automation capability to configure any of the border

nodes or border leafs. All the configuration is manual between integration

points. This SD-Access and ACI integration is what known as “Phase 2”

integration. There are plans for more seamless “Phase 3” integration methods

in the road map; however, they are in their infancy and hence not

documented in this book.

Let us walk through Figure 2-6 and understand what is required in this

integration. One of the key components of the integration is Cisco Identity

Services Engine (ISE). Both the fabric controllers —] Catalyst Center and

Application Policy Infrastructure Controller (APIC) —] must be integrated

with ISE. This is essential as ISE acts as a mediator between the two
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controllers and shares information about Secure Group Tags (SGT) with each

other. This is what ensures end-to-end micro-segmentation data is preserved

between both fabrics. Both SD-Access and ACI use VXLAN-based

encapsulation in their data plane, and the 16-bit value of SGT in SD-Access

is used for End Point Groups (EPG) in ACI. With ISE sharing the same bit-

value information across both controllers, it essentially becomes an SGT-

EPG translation engine.

Planning and designing of SD-Access and ACI fabrics is very important.

Since the same SGT/EPG values are used on each side of the domain,

preventing overlap or wrong values should be cautioned. In ISE, there is an

option of propagating all the new SGTs created in the SD-Access

environment to ACI. This dramatically reduces the complexity of not having

the right information on the ACI side. Once the integration is established and

traffic is flowing, both sides will receive VXLAN-encapsulated traffic. As

mentioned earlier, since there is no direct communication between Catalyst

Center or APIC controllers, policy enforcement contracts need to be created

on each controller so that they can be pushed to all the nodes in the respective

fabric. For example, if User A is not allowed to Application A, a contract

must be created on the SD-Access side, which matches the SGT of user A

and the SGT of Application A to deny it. Similarly, on the ACI side, an

access contract must be created to match EPG of User A and Application A,

then deny it. This way, end-to-end micro-segmentation and enforcement can

be achieved.
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Figure 2-6 SD-Access and ACI Phase -2 integration

To tie all the integration pieces together, we need to understand where we

place the SD-Access border node and ACI border leaf node. Figure 2-7
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shows an architecture best suited for this integrated deployment. For clarity

of the drawing, only a single-homed design is shown. If the data center is

located in the same campus where SD-Access fabric is deployed, then they

can be directly connected via back-to-back links. Here, the SD-Access border

node is placed in the data center and treated as its own site in the site

hierarchy. Leveraging SDA-Transit, all fabric-site-to-fabric-site

communication occurs with VXLAN headers. The SD-Access border node at

the data center will then establish a BGP-EVPN connection to ACI’s border

leaf and start exchanging all the data with the same preserved VXLAN

headers. With the BGP-EVPN address family, all the macro and micro-

segmentation information is preserved and honored on the other side of the

fabric. The last piece of this deployment is to leverage Cisco Meta Data

(CMD) between SD-Access border nodes and ACI border leafs so that the

VXLAN tag is honored and transported across the link.
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Figure 2-7 SD-Access and ACI integrated design

To summarize, for exchanging all SGT and EPG information, ISE is needed.

The control planes of both fabrics are different, however, their data planes are

identical. BGP-EVPN is needed to establish routing adjacency between the

SD-Access border node and ACI border leaf. And at last, for enforcement of

policies on both fabrics, access contracts need to be created in Catalyst

Center and ACI, which are then deployed in respective fabrics.

Interworking with MPLS

Over the past decade, large enterprises have moved towards enabling Multi-

Protocol Label Switching (MPLS) in their core. This was the first stage of

using overlay technologies in the network's Core to carry macro segmentation

across their network without using any controllers or software-driven

architecture. We have used many overlay technologies to connect the sites,

such as Dynamic Multi-point VPN (DMVPN), MPLS from the Service

Providers, and point-to-point IPSEC tunnels. But once the traffic reached the

core of the network or campus, there was no easy way to maintain that

macro-segmentation within the core and send that traffic to either a data

center, cloud, or any large offices. As leased circuits became more cost-

effective, large enterprises started to use them to connect large and medium

sites and sometimes critical sites to run their own Enterprise MPLS.

Enterprise MPLS solved the immediate problem of site connectivity by
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preserving macro segmentation. MPLS is a proven and decades-old trusted

and tested technology that was predominantly used by Service Providers

(SP). Service providers use MPLS to maintain clear network segmentation

between their customers. With the use of the technology, they also injected

specialized services such as Voice over IP (VoIP) or Internet access. With

this level of flexibility provided by MPLS; and improvement in the code of

the enterprise switches and routers, MPLS was enabled on enterprise

networks. While service providers segmented their customers; in Enterprise,

their customers are different Business Units (BU) or the type of traffic such

as production, development, guest, or IoT. Possibilities were endless.

Deploying Enterprise MPLS is straightforward, but it comes with an

operational overhead whenever a new VPN needs to be provisioned across

the network. This configuration is done manually by default due to a lack of a

controller. However, many organizations have homegrown scripts and tools

which automate such deployments at the operational level. Today, many

controllers are available, such as Multi-Services Orchestrator (MSO) or Cisco

Network Services Orchestrator (NSO), to automate such deployments and

operations.

With MPLS supporting only macro-segmentation, we will have default

integration with SD-Access and Campus Fabric using back-to-back VRFs or

VRF-Lite. Figure 2-8 shows how this integration will look like. For macro-

segmentation, all virtual networks from SD-Access will be mapped on a one-

to-one basis with VPNs from the MPLS side. Once Cisco Catalyst Center
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configures SVI handoffs on the border nodes, information related to VLAN,

interface, and BGP Autonomous System Number (ASN) can be captured

from the Catalyst Center UI shown in Figure 2-9. This information allows

relevant interfaces and BGP to be configured on the MPLS VPN side to

establish connectivity.

Figure 2-8 SD-Access and Campus Fabric integration with MPLS
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Figure 2-9 Cisco Catalyst Center screen showing critical information

required to configure MPLS parameters

One important point to be mindful of is to bridge both SD-Access and

Campus Fabric’s underlay network with the trusted general-purpose

corporate VRF on the MPLS side. This is required to ensure all shared

services like DNS, DHCP, ISE, and Catalyst Center are easily accessible via

corporate WAN as they are needed for the SD-Access and Campus Fabrics

operations and management. This is the widely used method in the field
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today. Another option is if the organization needs to keep the underlay

network separate from the corporate network, they can configure a dedicated

VPN on the MPLS side to connect to this network by using inter-VRF route-

leaking. This design allows desired shared services routes to be injected into

dedicated underlay VPN. This way, all required connectivity is maintained

without the need to merge any networks for better security. One downside of

this is operational overhead, as route injection needs to be planned out

properly so there is no single point of failure that may make fabric

inaccessible during an outage.

We now understand that MPLS networks cannot carry SGT tags natively

across the network for end-to-end micro-segmentation. Cisco SD-WAN is the

only solution that can carry these tags natively; however, many organizations

might not have adopted that solution. As an alternative, Cisco SD-Access has

a WAN transit option known as SDA-Transit. In this design, dedicated

Transit Control Plane routers are strategically placed in the network. These

transit control plane routers provide destination reachability information to all

the border nodes of all SD-Access sites. With this information, each border

node at each of the sites can directly send VXLAN-tagged packets containing

VIRTUAL NETWORK and SGT information to remote SD-Access site and

preserve end-to-end micro-segmentation. This is revolutionary as this feature

of SD-Access would work over any WAN transport as long as there is

underlay connectivity between the two border nodes. This feature, by default,

provides all inter-SDA-site connectivity for sites that are managed by a single

Catalyst Center cluster. The enhancements available today allow the same
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transit control plane routers to be used cross-Catalyst Center-cluster,

providing additional flexibility to send micro-segmentation end-to-end

globally. Figure 2-10 describes the higher level working of transit control

planes and end-to-end macro and micro segmentation.

Figure 2-10 High-level working of SDA-Transit

Today, we can use SDA-Transit over MPLS with certain considerations.

Figure 2-11 describes working of the SDA-Transit over MPLS. With border

nodes building direct VXLAN tunnels with another border node at a remote

site, this operation occurs before even the traffic reaches the MPLS router.

This implies that an additional overhead of 50 bytes will be added to all the
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packets traversing through the MPLS network. For this design to work, the

MPLS network needs to accommodate additional 50 bytes end-to-end with

this overhead, as fragmented VXLAN-tagged packets will break the traffic

flow. If additional 50 bytes of overhead cannot be accommodated in the

MPLS network, an SD-Access feature can lower the TCP MSS value to 1250

bytes of all SVIs within the fabric. This will ensure any additional overhead

passes through the network end-to-end without fragmentation. TCP MSS

adjustment can take care of all TCP traffic. When it comes to UDP traffic,

95% of the traffic out there does not exceed 500 bytes. There may be certain

applications which could use send full 1500 bytes of UDP data. In that

scenario, that UDP stream will not work. If your organization decides to use

this TCP MSS adjustment feature, it is highly recommended to conduct

application assessments to ensure traffic flows are not disrupted.
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Figure 2-11 SDA Transit over MPLS

Interworking with CNF

Campus and branch networks are usually stubs in nature. Today’s modern

networks for campuses and branches employ a hub-and-spoke model where

data centers and Carrier Neutral Facilities (CNF) are usually hubs, and

remote sites are spokes. This type of design has the major advantage of

backhauling traffic to a centralized location, as the majority of today’s

applications are cloud-based and require more north-south communication.

There is some east-west traffic between the sites, however, not to the extent

where we would need dedicated east-west designs. With solutions like SD-
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WAN in place, this north-south and east-west communication can be easily

achieved on a granular level.

CNFs are becoming an essential component of today’s network for large

enterprises. With a minimal hardware footprint, an organization can have

high-capacity, cost-effective circuits delivered to them, connecting almost

any providers out there. With more organizations moving toward the cloud,

this design is an easy sell to centralize and aggregate all traffic for better

serviceability. The details of how CNFs function is covered in Chapter 6,

“Carrier Neutral Facilities (CNF).” This chapter will focus on how campuses

are integrated with CNF.

With the stub nature of campuses and remote locations, there is usually no

direct link to CNF unless a large campus has a data center that requires direct

point-to-point connectivity. There is always some WAN in the middle of

connecting campuses and branches. We already discussed how SD-Access

and Campus Fabric integrate with WAN solutions. What if customers want a

little more flexibility in expanding that macro and micro-segmentation out in

CNF? This is where leveraging some of the latest features of SD-Access

would come in place. With Campus Fabrics, deploying such a design is

overly complex and not sustainable when it comes to management and

operations. Hence for the scope of this section, we will not discuss how

Campus Fabric will integrate with CNFs and focus on how software-driven

SDA solves this problem.
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End-to-end Segmentation Using SDA-Transit

End-to-end macro segmentation is possible at CNFs by utilizing overlay

WAN technologies like SD-WAN, MPLS, or DMVPN. Carrying SGT tags

and micro-segmentation was much more difficult. One of the SD-Access’s

features, known as SDA-Transit, solves this issue. Figure 2-7 shows how

SDA-Transit works at a high level. By building multiple VXLAN tunnels and

stitching them together, we can essentially carry SGT tags across any WAN

transport and have end-to-end micro-segmentation. To make this work, we

need to have Border and control plane nodes at the CNFs, and those devices

need to be its own site within the SD-Access site hierarchy. This allows

traffic coming out from a remote SD-Access side, leveraging SDA-Transit

and sending all CNF-bound traffic to border nodes in CNF using VXLAN

tunneling. Figure 2-12 shows how the packet flow works with this design.
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Figure 2-12 Packet flow using SDA-Transit and border nodes in CNF

With this architecture in place, you can bring any Virtual Network to the

CNF using SDA-Transit and then hand it off to the respective device for

further connectivity. Some of the use cases of this design are as follows:

 Guest traffic from all the sites can be backhauled to CNF so they can access

centralized internet.

 Different Business Units need to prefer different CNFs for cloud or Internet

connectivity. Those specific VNs can be configured on selective CNFs to

backhaul traffic from all corporate sites.

 Building Management Systems (BMS) need to pin to a specific CNF for

monitoring and management.

 Physical and building security might have a specific CNF where they

backhaul all of their surveillance and security traffic for management and

operations.

 Organizations might have a full security stack deployed at CNF for

untrusted endpoints. Here, they centrally inspect all traffic from such

endpoints and then allow them back into the trusted corporate network.

 VIRTUAL NETWORK handoffs from CNF border nodes can be offloaded

to a firewall like Cisco FirePower series which can understand SGTs and
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enforce traffic using Secure Group Access Control Lists (SGACL). The

SGACL list on this firewall is pushed from FirePower Management Console

(FMC), which is integrated with Cisco Identity Services Engine (ISE) using

PxGrid.

Observing these use cases, it is evident that this solution can become much

more flexible when CNFs are deployed. The ability to hand-pick a specific

Virtual Network to offload it to another site is a prime example of why SD-

Access is a flexible and scalable solution. CNF is the core component of the

network, and usually, all critical domains and backbones are connected to

CNF. Any downtime is usually not accepted in this environment. Another

significant benefit of this on-demand provisioning is that it allows for adding,

removing, or changing an individual VIRTUAL NETWORK without the risk

of impacting traffic on other VNs. From the change control and governance

perspective, having such flexibility and control significantly reduces the risk

in daily operations and maintenance of the network.

Multisite Remote Border (MSRB)

Multisite Remote Border (MSRB) was a massive enhancement for SD-

Access. For the longest time, we lacked the capability to anchor one or more

VNs out of the local site to a particular data center or a CNF. This limitation

became a significant obstacle to specific networks that required stretched

subnets across multiple sites to be treated as one giant VIRTUAL

NETWORK across the fabric.
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In Multi-Site Remote Border’s architecture, a virtual network such as Guest

can be configured by stretching on all the sites. This is possible by having a

single IP address pool across multiple fabric sites. This IP address pool,

which is configured at all the fabric sites, can be anchored to a specific border

and control plane node. Preserving the subnet across multiple sites provides a

scalable strategy for conserving address space. Multisite remote border

dictates that a specific site or a location can be the ingress and egress point

for all traffic despite the virtual network spanning across many sites. This has

the added benefit of backhauling a specific type of traffic, such as a Guest, to

a centralized facility for either inspection, data access, or internet access.

Figure 2-13 shows how multisite remote border design operates. In the figure

you can see that VN1 and VN2 are spanned across all sites with local site

border and control planes as their exit point out of the fabric. VN3 needs to

be stretched and it is spanned across all the sites using one giant IP subnet

and its exit point out of the fabric is the multisite remote border located in

CNF. This scenario simulates a typical guest network that needs a centralized

internet exit point. VN4 is only needed at certain sites, hence it is only

configured at site A, however, its exit point is still the multisite remote border

located in CNF. This simulates an example of a development network which

needs direct access to cloud and nothing else. In this drawing, one key point

to notice is that Site A and Site B border nodes will not have any VN3 and

VN4 configuration at all. The edge nodes will establish direct VXLAN tunnel

to the multisite remote border. Hence, it is crucial that your WAN supports

that additional 50 byte of VXLAN overhead.
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Figure 2-13 Multisite Remote Border operation in the CNF environment

Interworking with Security Stack

Computer networks have evolved at a drastic pace since the beginning of the

year 2020. The need to shift your organization’s operations strategy and

accommodating workforce from all across the world really drove to many

innovations. With all the innovations in remote and hybrid work strategies,

the most crucial distinction was how security would play a role in the future.

Securing your external perimeter of the network is crucial, but securing

internal network and who is allowed to access this network as a trusted user
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or an endpoint is also equally essential.

With SD-Access and Campus Fabric, security needs to be addressed in two

major components:

 Network Access Control (NAC) —] which user and endpoint is allowed to

onboard and access corporate resources.

 Perimeter Access —] securing internet, partner or any external connectivity

to untrusted domains.

Network Access Control (NAC)

Network access control is a fundamental first line of security to determine

who is allowed to connect to the corporate network and access resources.

Historically, network access control was not a major concern for most

organizations. As technologies evolved and security attacks increased,

regulatory compliances were made to specific industries so that some of the

country's critical infrastructure was not exposed to such attacks. Industries

like manufacturing, financials, healthcare, and the public sector have to

adhere to some of the strictest guidelines when it comes to security. With the

overall objective of zero trust, all devices connecting to the network are not

trusted by default and should go through profiling and posturing before they

are allowed network access.

For network access control to be enabled successfully, we would need NAC-
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capable switches and NAC appliances such as ISE. All current supported

Cisco switches support NAC and can communicate with ISE to authenticate

the user and endpoint to allow network access. Figure 2-14 describes a

typical authentication message exchanges for onboarding a user and an

endpoint.

Figure 2-14 Typical dot1x (RADIUS) message exchange
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Usually, not all devices support dot1x authentication. For them, MAC

Authentication Bypass (MAB) is usually the fallback method. Figure 2-15

shows MAB message flows. With MAB, depending on the device profile or

allowed list configured in ISE, once the MAC address of the endpoint being

authenticated is received, ISE allows them similar access to the user to access

the network. With dot1x authentication, the methods of authentication could

be different. Some standard methods are —] username and password, device

or user certificate. These parameters, along with other meta-data, is sent to

the authentication server, which checks its data or any external integrations

such as Microsoft Active Directory for the access level. Once verified, this

information is sent to the switch, which would configure the correct

parameters to allow that endpoint in the right VLAN and with the right level

of access.
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Figure 2-15 Typical MAC Authentication Bypass message exchange

With SD-Access, all of the configuration related to dot1x on the switch is

configured automatically by Catalyst Center. With Catalyst Center being the

orchestrator of the fabric network, its integration with ISE allows for

automatically onboarding the switches. Catalyst Center also allows a user

interface to configure SGACLs, closed, low-impact, or open authentication

by default, or even new SGTs. Configuring the number of switches in the

network with these authentication policies could become very difficult.

Hence, a controller like Catalyst Center becomes very essential in deploying

such configurations at scale. Regarding Campus Fabric, the lack of a

controller has this deployment challenge. However, simple python scripts and
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API calls can configure the same configuration and settings. The switch port

configuration is identical regardless of the fabric type.

Perimeter Access

With network access control taking care of the onboarding of users and

endpoints, perimeter access will act as a shield for any outside connectivity.

SD-Access is typically not exposed to the outside world directly as it is at a

site level, and there is usually a WAN connectivity to a centralized internet

egress point or a CNF. With SD-Access and SD-WAN in place, there are

some use cases where SD-WAN can provide Direct Internet Access (DIA)

from a local site if they have internet-based transport. In most cases, internet

access from the site is backhauled to the CNF or a centralized Internet facility

due to more advanced security stack to inspect internet bound traffic. Overall,

when it comes to perimeter security, the fundamental rule is to prevent

unauthorized access from outside of the network and prevent malwares to

open secure connection from inside of the network to outside.

Networks or domains typically connected to the perimeter are —] internet,

partner, development, cloud, and remote-access VPNs. There are dedicated

perimeter firewalls where these networks or connections terminate to. This

gives layer-3 IP firewalling capability and also Intrusion Prevention System

(IPS) functionality to inspect all the packets coming and going through these

firewalls. These firewalls and circuits are usually located in data centers or

CNFs, which provide centralized points of access. Recalling what we have
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learned in this chapter thus far, with the technologies like SDA-Transit or

Multisite Remote Border, it is easy to backhaul traffic for networks like

Guest for internet, partner, or development to such central facilities and have

a direct handoff from the border to these perimeter firewalls. This provides a

clear separation of traffic at a macro and micro level by maintaining security.

Figure 2-12 is such example of backhauling traffic to CNF so that it can be

inspected by perimeter firewalls and forwarded across.

Summary

In this chapter, we discussed how SD-Access interacts with other domains

and the types of benefits it provides. We looked at the most common

integration method used today with SD-WAN. We discussed how Cisco ACI

integrates today with SD-Access and. Enterprise MPLS is an ever-growing

deployment today and, with its macro-segmentation capabilities, easily fits

with SD-Access and Campus Fabric. With more organizations adopting the

route of CNFs, some of the latest features of SDA-Access, like SDA-Transit

and Multisite Remote Border, provide the additional flexibility needed to

connect branches to data and external connectivity hubs. At last, we looked at

how security is critical to the campus domain to ensure the right users are

able to connect to the network and also prevent unauthorized network access

from the outside. Overall, SD-Access and Campus Fabrics are addressing

today’s need for macro and micro-segmentation for organizations around the

globe. With multi-connectivity options, they can be easily integrated with

other domains of the network.
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Chapter 3. SDWAN and DMVPN

This chapter will discuss the following topics:

 Common design strategies in SDWAN and DMVPN deployments.

 Designing and deploying SDWAN to integrate with other IBN domains.

 Designing and deploying DMVPN to integrate with other IBN domains.

SDWAN and DMVPN Overview

Both Cisco SDWAN and DMVPN provide the ability to abstract the WAN

service provider transports from the enterprise routing environment.

Additionally, both provide a means to create and extend macro and micro

segmentation, including support for Cisco TrustSec. This support allows

either architecture to be utilized as part of an end-to-end security policy.

Cisco SDWAN has many advantages as an architecture over DMVPN, such

as, application aware routing and built-in automation and provisioning;

however, DMVPN does have its use cases. Both of these technologies

fundamentally provide an efficient way of routing between the sites by

providing direct site-to-site communication without the need for going

through centralized hub or a data center.

SDWAN

Cisco SDWAN as a technology has been discussed in various other Cisco
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Press texts in detail. The sections in this chapter assume that the reader is

familiar with Cisco SDWAN. The following sections will discuss designing

and integrating Cisco SDWAN with the various other domains as part of a

single multidomain strategy.

SDWAN and SDA

Cisco's Software Defined Access, or SDA, allows the enterprise to introduce

macro and microsegmentation with automation and assurance at the local

campus environment. Hosts may be dynamically or statically classified into

virtual networks (macrosegmentation) and security groups

(microsegmentation). When discussing SDA, it is important to remember that

the control plane is based on LISP while the data plane uses VXLAN.

In a multi-site SDA deployment without integration into other domains, the

architect must plan for policy enforcement and ensuring that the virtual

network identifier, VNID, and security group tag, SGT, information is

correctly propagated across either an IP transit environment or via SDA

Transit. SDWAN allows the enterprise to extend the macro and

microsegmentation end-to-end in a fully integrated fashion. This allows the

SGT information to be propagated across the network without additional

resource utilization of reclassification as the data re-enters the SDA

environment at the remote location. Even if the remote site has not been

migrated to SDA, SDWAN may be utilized to provide Cisco TrustSec policy

enforcement at the remote site without the originating site being aware of the
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destination SGTs.

Cisco product engineering has supported two methods for integrating SDA

and SDWAN, the one box and the two box solutions. One of the most

essential points to remember is that support for inline tagging for SDWAN is

only supported on routers based on Cisco platforms such as ISR 4000 series,

ASR 1000 series, and Catalyst 8000 series. Viptela based routing platforms,

such as the vEdge 100, vEdge 1000, are NOT supported for inline tagging.

One Box SDA and SDWAN

One box SDA and SDWAN is also known as the Integrated Solution. In this

scenario, the SD-WAN Edge router serves as an SDA Control Plane and

Border Node as well. In order for this to occur, the Cisco DNA Center must

be integrated with the vManage via API integration. The SD-WAN Edge will

be a part of the vManage inventory and be provisioned as a normal SDWAN

WAN device. When the SDA fabric is created, the Cisco DNA Center will

update the vManage via the API integration to reprovision the SD-WAN

Edge with the appropriate SDA configuration. Figure 3-1 shows how a

packet changes at it traverses the one box solution across SDWAN from one

SDA site to another. Notice that the VNID and SGT information is

propagated across the network with the data packet itself.

Technet24

https://technet24.ir
https://technet24.ir


Figure 3-1 SDWAN-SDA One Box Topology

There are distinct pros and cons to the one box approach that must be

considered as part of the enterprise overall design. As will be discussed with

the two box approach, the one box approach removes support for modularity.

This is important to consider as most enterprises are divided into multiple

organizational units even when considering who manages which part of the

network. For instance, there may be one group that manages the WAN while

another manages the LAN campus. The one box approach will make it

difficult for the two groups to manage their respective environments.

From a design consideration, it should be noted that the one box solution
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requires a router to perform the border node and control plane functionality in

the SDA campus. With physical redundancy included, there are now two

routers performing those roles. While this works well for the control plane

since the routers have greater routing capabilities, in the data plane, the

routers could inadvertently become the logical core of the local area network.

In larger locations there may be additional functional blocks that will exist

outside of the SDA domain. For instance, where Nexus switches performing

a local services aggregation block, the use of an additional pair of switches

performing the internal border node functionality at the intended core will

better facilitate the required high speed switching without the traffic

traversing the edge routers. Figure 3-2 illustrates how the connectivity

between the additional non-SDA fabric at the local site could connect directly

to the core of the network while still utilizing the one box solution. Notice

that core now performs SDA Border Node functionality. SDA VXLAN

traffic that is egressing the location will still utilize the SD-WAN Edges

while traffic to these additional services will utilize the core Border Nodes as

their VXLAN termination point.
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Figure 3-2 One Box Topology with Additional Service Domains

vManage and Catalyst Center Integration

Integrating Catalyst SD-WAN Manager and Catalyst Center is fairly

straightforward. From the Cisco Catalyst Center System Settings, navigate to

the External Services page and select Catalyst SD-WAN Manager.

Depending on the version of Catalyst Center, this will navigate to a new page

or open a pop-out, allowing the user to enter the Catalyst SD-WAN Manager

and SDWAN overlay information shown in Figure 3-3.

The Catalyst Center will use the configured user credentials for its API calls

to Catalyst SD-WAN Manager. Therefore, it is recommended that a service
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account for the integration is created within the enterprise identity store that

can be used for auditing purposes. As noted in Figure 3-3, if the Catalyst SD-

WAN Manager is authenticated via a root certificate authority, then the

Catalyst Center must have a certificate installed through the Certificates

page from the same trust chain.
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Figure 3-3 Catalyst SD-WAN Manager and Catalyst Center Integration

Process

Two Box SDA and SDWAN

In the two box SDA-SDWAN scenario, also known as the non-integrated
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solution, both architectures are kept separate providing for a modular

networking approach. The SD-WAN Edge devices each have a physical link

to the SDA Border Nodes that is a dot1Q trunk. On the SD-WAN Edge side

of the link, the subinterface is associated with a specific service VPN. On the

Border Node side of the link, the SVI provisioned from Catalyst Center is

associated with the corresponding SDA Virtual Network. In this manner, the

VLAN becomes the mapping between the SDA Virtual Network and the

SDWAN service VPN. By enabling Cisco TrustSec, CTS, inline tagging on

both sides of the interface, the SGT value may be propagated, as well,

maintaining both the macro and micro segmentation of the environment.

From a design perspective, the two box scenario allows for both a modular

design and phased rollouts at the expense of potentially more hardware to

install and manage. Figure 3-4 demonstrates how a data packet traverses the

two box solution while maintaining the VNID and the SGT information with

the packet itself.
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Figure 3-4 SDWAN-SDA Two Box Topology

SDA and SDWAN Segmentation

In SDA, the VNID is a 24 bit value used to identify which virtual network a

packet traversing the underlay is associated with. When a new virtual

network is created in the Catalyst Center UI, Catalyst Center creates a new

VNID for it that is constant across all locations. Whenever that virtual

network is provisioned at an SDA site, Catalyst Center uses the VNID as the

LISP instance id which is mapped to the VRF on the switch with the correct
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virtual network name. The VNID is carried across the underlay as part of the

VXLAN header. Additionally, the VXLAN header carries the SGT value.

The SGT is a 16 bit value that indicates to which security group does the

source of the packet belong.

For data egressing the SDA environment, it is forwarded as a VXLAN packet

to the correct border node. Once the packet arrives at the border node, it is

decapsulated and forwarded based on the VRF instance associated with the

VNID. If the destination security group is known by the border node, it will

enforce applicable policy. This is not always the case since it would depend

on the configuration of the border node.

With SDWAN, the service VPN ID is inside the IPsec header prior to

forwarding on the transport layer. Additionally, the CMD header commonly

associated with layer 2 frames has been added to the IPsec header on an

SDWAN packet to allow the SGT information to be propagated as well.

This leaves connecting the SDA environment and the SDWAN environment

together as the last piece of the discussion. Whether utilizing the one box or

two box solutions, there must be a consistent mapping between the two

architectures. In the one box solution, this is done via Cisco Catalyst Center.

After the Catalyst SD-WAN Manager to Catalyst Center integration has been

performed as described previously, the individual SDA virtual networks are

mapped to specific SDWAN service VPNs in the Catalyst Center UI. When a

SD-WAN Edge is provisioned at an SDA location, the mapping of Service
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VPN to VNID configured in the Catalyst Center is used. The SDWAN

Service VPN is used as the name of the VRF on the SD-WAN Edge for all of

the SDA and SDWAN appropriate configurations. Once the integration is

complete, Figure 3-5 shows the Catalyst Center page utilized to tie the

SDWAN Service VPN to the SDA Virtual Network.

Figure 3-5 One Box VNID to Service VPN Mapping

In the two box solution, the mapping between VNID and service VPN is

achieved through the use of the VLAN carrying the traffic between the two

devices. It is critical to standardize the VLAN mapping across the

environment. This facilitates easier operation and troubleshooting of a

multisite environment when operations engineers know that a specific VLAN

is used to connect SD-WAN Edge to BorderNode in the SDA Corporate VN
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and SDWAN service VPN 500 at all locations. The VLAN mapping ensures

the macrosegmentation is maintained; however, support for the

microsegmentation propagation must be intentionally added. This is achieved

by configuring inline tagging on both sides of the link allowing the SGT

information to be propagated via the CMD header in the frame. Care should

be taken to ensure that the device SGT is trusted on both sides, as well. In

Example 3-1, the inline tagging is configured on both the physical interface,

as well as the subinterface carrying the traffic. The SGT with ID number 2 is

the All Cisco TrustSec Devices SGT.

Example 3-1 Inline Tagging Configuration

! LAN Interfaces
interface GigabitEthernet0/0/0
 cts manual
 policy static sgt 2 trusted
!
interface GigabitEthernet0/0/0.100
 cts manual
 policy static sgt 2 trusted
!

SDA and SDWAN Best Practices
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As is seen throughout this text, standardization across the environment is

critical. When creating any standardized mapping, ensure that future proofing

is considered. Is there a potential for additional network devices for

horizontal scaling at the location? Will there be additional

macrosegmentation added to the environment that may need to be

considered?

The SDA INFRA_VN, or SDA underlay, should be contiguous with a service

VPN in SDWAN. The SDA underlay may be mapped to a unique SDWAN

service VPN or utilize one used by the general corporate VPN. The former

allows the underlay management to be reachable from the local environment

without traffic leaving the site while the latter maintains the

macrosegmentation requiring that traffic to egress the site possibly fusing the

two routing domains together at a centralized firewall environment.

When building out the SDA and SDWAN multidomain environment, it is

recommended to build the centralized data center environment first; the

services and SD-WAN Edge headend devices. At the remote sites, building

and validating the SDWAN environment first facilitates a smoother transition

to deploying SDA.

When enabling Cisco TrustSec at a site, care should be taken to ensure one

device does not become inaccessible. In a location where physical

redundancy exists, the engineer should ensure that the SDA devices are

accessible across both pathways prior to enabling CTS. Additionally, it is
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important to remember that CTS must be enabled on the physical and

subinterfaces on the link.

In the event that it is a small site with minimal hardware and connectivity.

For instance, a single SD-WAN Edge cabled to a single Fabric in a Box

switch, redundant pathways may not exist. In this instance, it is

recommended to have the CTS configuration as a simple text file on the flash

of the switch. The file may be copied into the running configuration on the

switch. At this point, the reachability to the switch will be lost; however, all

of the configuration in the text file will be applied. The SDWAN device may

then be reprovisioned to include the CTS, restoring the connectivity.

SDWAN and ACI

Cisco's Application Centric Infrastructure, or ACI, allows the enterprise to

introduce macro and microsegmentation with automation and assurance

within the data center. ACI uses a structured hierarchy including tenants,

contexts and endpoint groups to create macrosegmentation and

microsegmentation. The endpoint group, or EPG, is similar to the SGT in the

SDA and SDWAN environments. It allows for policy enforcement based on

logical group membership.

By deploying SDWAN and ACI, the individual macrosegmentation that is

created within the DC ACI environment is extended to the remote site

location. For instance, the enterprise may be providing managed services to
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their end customers, internal or external, and want to ensure segmentation

from the DC to the site. Having an SDWAN service VPN for each ACI

tenant will maintain that segmentation. While the current APIC and Catalyst

SD-WAN Manager allow for integration via REST APIs, that integration

only supports dynamic application aware routing policy signaling from ACI

to SDWAN. Therefore, all of the routing interconnectivity must be performed

individually in both environments. For this reason, standardization again

becomes important.

Imagine an enterprise environment without SDWAN nor ACI consisting of

two data centers and multiple remote locations. This enterprise currently has

all of its clients in the single global routing table without any segmentation.

Now, they would like to migrate to full segmentation with both ACI and

SDWAN deployed. It will take some time to build the ACI environment and

migrate the relevant services into each tenant. It will also take time to migrate

each of the individual sites to SDWAN. How is this performed without

issues?

First, one must consider all of the possible traffic patterns. There is traffic

from the non-migrated data center environment to the non-migrated remote

locations through the service provider environment using the current CE

equipment. This traffic will exist throughout all the migrations until both the

SDWAN and the ACI migrations are fully completed though the amount of

traffic will decrease with each migration window. As the migrations proceed,

there will be traffic from the ACI environment through the SDWAN
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environment to the remote locations. At first, this traffic will not exist at all

and will increase as migrations occur. There will also be traffic between the

non-migrated data center environment and the new SDWAN remote

locations, as well as non-migrated remote sites with the newly migrated ACI

environment. Additionally, traffic will exist between migrated and non-

migrated sites, and existing datacenter with the ACI environment.

All of these traffic patterns will exist in some amount from the beginning of

the project until the end. Therefore, from a routing and switching perspective,

there are four domains — the SDWAN environment, the ACI environment,

the existing datacenter and the existing WAN environment. It is

recommended to create an additional routing and switching layer within the

datacenter that performs aggregation and routing between the domains.

Notice in Figure 3-6 a new Aggregation Layer has been inserted between the

legacy WAN environment, the new SDWAN devices, the legacy datacenter

services infrastructure and the new ACI environment. This new layer will

allow the routing to drive traffic to the correct blocks based on where the

destination location — whether already migrated to the new environment or

not.

Technet24

https://technet24.ir
https://technet24.ir


https://technet24.ir


Figure 3-6 SDWAN-ACI Topology

When designing and implementing the environment, the use of standardized

VLANs will facilitate an easier migration per client. After creating an

aggregation layer within the datacenter to facilitate interactions between the

environments, the SDWAN headend devices may be stood up appropriately.

Once this has happened, the ACI and SDWAN environments are migrated at

their own individual rates. This allows the WAN team to focus on just the

remote location migrations while the datacenter team is able to focus on

client services.

Consider the migration of Client A. At first, the services for the client exist in

the existing datacenter environment, and the remote locations that service this

client are all using the global routing table with the service provider. Once

these items are in place: the aggregation layer and the SDWAN headends, the

migration of the client is transparent to the client with the exception of the

required routing updates during maintenance windows. Perhaps the ACI

environment is not built out while the SDWAN environment is ready for

production. The service VPN for this client is provisioned on the headends,

for example, VPN 1201. As part of the provisioning, BGP peering between

the headends and the aggregation layer on VLAN 1201 is created.

Provisioning the new service VPN in the headends will have no effect on the

traffic flows since there will be no routing advertisements at this point

coming from the headends. Whenever a remote location is moved to VPN

1201, the headends will begin to advertise via BGP the remote site while the
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service provider will lose the routing advertisement from the remote location.

This is the case with Client A.

At any specific remote location, there may be a different collection of service

VPNs, that is, clients, from other locations. Since it is conceivable that the

headend environment may not be provisioned for all clients or the desire

exists to move to SDWAN quickly, one may want to create a single service

VPN that may be used similar to the existing function of the global routing

table. That is, migration to SDWAN is performed but segmentation is not

fully introduced. Perhaps the local network has not been configured for

segmentation via VRF lite or some other manner, this common service VPN

allows for the entire site to move to SDWAN while not affecting the local

environment. Once the local network is ready to migrate Client A to its own

segmented environment, the Client A service VPN is provisioned on the SD-

WAN Edges at the site, with the ensuing routing updates, the Client A traffic

for this remote site now uses the SDWAN environment and is advertised

from the headends to the datacenter aggregation layer to all other

environments.

This architectural design also works for the migration of services for Client

A. Once the ACI environment is ready for production, all of the logical ACI

components are added into the ACI environment to support Client A. The

required services for Client A are moved into the ACI environment, and the

ACI L3Outs, or Border Leafs, advertise the services to the datacenter

aggregation layer.
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Therefore, while ACI and SDWAN are integrated together, the migration of

the services for a particular tenant in ACI and the migration of the tenant's

remote locations in SDWAN may proceed at their own individual pace. The

aggregation layer handles the routing between the various environments. As

shown in Figure 3-7, the aggregation layer allows a remote site that has been

migrated to SDWAN already to interact with a remote site that has not. This

is because the SDWAN headends are advertising to the Aggregation Layer

the SDWAN remote site prefixes to the legacy WAN environment, and vice

versa. With an L3 MPLS offering from the service provider, it is conceivable

that these sites were able to send traffic directly to each other across the

service provider. However, since the SDWAN traffic is encrypted while the

legacy traffic across the service provider is not, during this hybrid state of

migrated and non-migrated sites, the headends and the aggregation layer must

be utilized to interconnect the domains.
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Figure 3-7 SDWAN-ACI Traffic Flows during Migration

https://technet24.ir


Catalyst SD-WAN Manager and APIC Integration

Integration of the SDWAN Catalyst SD-WAN Manager with the ACI APIC

is performed on the APIC itself. A static user on the Catalyst SD-WAN

Manager is required for the APIC to communicate with the Catalyst SD-

WAN Manager. For security, auditing, and best practice purposes, it is

recommended to use a service account for the integration, as well as

authentication via an external identity store. Doing so will facilitate proper

user auditing, as well as the ability to manage the account via the appropriate

operations processes.

Example 3-2 illustrates the configuration process required to integrate the

APIC and the Catalyst SD-WAN Manager together.

Example 3-2 Catalyst SD-WAN Manager and APIC Integration Process

apic1#conf t
apic1(config)#integrations-group MyExtDevGroupClassic
apic1(config-integrations-group)#integrations-mgr External_Device
Cisco/vManage
apic1(config-integrations-mgr)#device-address 172.31.209.198
apic1(config-integrations-mgr)#user admin
Password:
Reype password:
apic1(config-integrations-mgr)#
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ACI and SDWAN Segmentation

While ACI and SDWAN both support the concepts of macro and micro

segmentation, microsegmentation propagation does not occur without

additional configuration. Also, the macrosegmentation propagation must be

handled in a systematic manner.

For macrosegmentation propagation, this is where the ACI Tenant to VLAN

to Service VPN mapping is important. The VLAN used to interconnect the

ACI L3Out, or Border Leaf, to the SD-WAN Edge is crucial to maintain the

macrosegmentation.

Microsegmentation propagation of the ACI EPG to SDWAN SGT values is

more difficult and limited. The APIC must be integrated with ISE using

pxGrid in the same manner as used for the ACI-SDA integration. This will

allow ACI to advertise or receive EPGs to and from ISE; however, as with

the ACI-SDA integration, this is limited to a single context. For the SDWAN

side, the headend SD-WAN Edges may use SXP with ISE in any of the

service VPNs. The SGT information will be propagated along the data path

of SDWAN to the remote SD-WAN Edge where policy enforcement or

further propagation may occur.

ACI and SDWAN Best Practices
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For ACI and SDWAN integration together, the two most important aspects

are standardization of the handoff between them and the support for migrated

and non-migrated traffic flows. For the former, it is recommended to use a

planned VLAN to Service VPN numbering. This prevents confusion later

when some clients have migrated to ACI while others have not, or when

some sites or clients have been migrated to SDWAN while others have not.

For the latter, the use of the aggregation layer with BGP allows for the

enterprise to connect the legacy and new environments together while using

BGP to affect policy routing, if necessary.

SDWAN with MPLS

As SDWAN is designed to utilize multiple independent transports from

various service providers, integrating SDWAN with an MPLS deployment is

rather straightforward. There are numerous reasons why the enterprise may

want an SDWAN deployment while still utilizing an L2VPN or L3VPN

MPLS deployment.

The first scenario is quite obvious: migration from MPLS to SDWAN. In this

scenario, the enterprise already maintains a WAN topology facilitated by

their MPLS provider and plan to move to SDWAN, perhaps to take

advantage of less expensive broadband circuits. However, there are other

scenarios where both the MPLS environment and the SDWAN environment

will coexist by design. For instance, the interconnection between datacenters

may be through an L2VPN offering that should be maintained even after the
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remaining WAN has migrated or deployed SDWAN.

In most scenarios, the primary concern for design and implementation will be

on proper route filtering. Depending on the routing protocols utilized within

the environment, it is possible to inadvertently cause a routing loop through

redistribution, as well as create suboptimal routing. For this reason, it is

recommended that all best practices around route redistribution are strictly

followed, including marking all prefixes that are redistributed from one

protocol to another. This may be via OSPF and OMP tags, BGP

communities, etc.

SDWAN has various built-in mechanisms to prevent route looping. For

instance, when the OMP overlay AS has been configured, this ASN is added

to the BGP as-path attribute when the SD-WAN Edge advertised the prefix

into BGP. Additionally, when the SD-WAN Edge advertises an OMP prefix

into OSPF, the down bit is set. The SD-WAN Edge works in a similar

fashion to an MPLS PE node. However, without proper care, the mechanism

used by SDWAN to prevent route looping could be bypassed.

SDWAN and the Cloud

Over the past several years, enterprises have started to move heavily into the

cloud. This is even true with many of the largest enterprises that had been

traditionally cloud adverse. The strong push to a hybrid work environment, as

well as the availability of integrating with SASE, Secure Access Service
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Edge, architectures, has helped facilitate the migration to the cloud.

Additionally, SDWAN itself not only participates in SASE, but also offers

various solutions via Cloud onRamp to assist in deploying into the cloud.

Cisco's SDWAN offers three virtual platforms for extending the SDWAN

environment into the cloud, the CSR1000V, the vEdge-cloud and the Catalyst

8000v. The first two platforms in the list are approaching the end of life, so

the virtual platform of choice moving forward should be the Catalyst 8000v.

Both AWS and Azure offer the Cat8kv with multiple compute options in

various zones and regions. As with any cloud virtual deployment, the

compute requirements should be carefully considered based on throughput

requirements, as well as overall cost. For instance, there are scenarios where

doubling the compute for a virtual SD-WAN Edge in AWS doubles the cost

of the VM; however, the throughput of the SD-WAN Edge itself is not

doubled. In this scenario, it is more cost effective to double the number of

virtual SD-WAN Edges deployed in AWS. This not only doubles the cost and

the compute resources, but also the total amount of throughput in the virtual

environment. Therefore, horizontal scaling in the cloud is not just a useful

practice for applications, but for the virtual network functions, as well.

Discussing the cloud deployment is not dissimilar from any other network

deployment. Does the environment constitute a greenfield deployment or

brownfield? In SDWAN, that question is even more important than usual

because the current Catalyst SD-WAN Manager versions only support

greenfield integration for certain Cloud onRamp features. Therefore, if, for
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instance, the deployment already has VPCs in AWS that the enterprise wants

to deploy SDWAN virtual routers into, the Catalyst SD-WAN Manager

Cloud onRamp workflows will not work in that scenario. However, whether

it is brownfield or greenfield, the overall design will be the same with the

differences coming from how the virtual routers are deployed and

maintained.

Either way, the virtual cloud SD-WAN Edge is configured from Catalyst SD-

WAN Manager via templates just like any other SDWAN router. The cloud

environment itself may be considered to be another site in the SDWAN

environment. As with all routers, there is a finite number of tunnels and

throughput the virtual router may support, so the control policy should be

defined to ensure those thresholds are not exceeded.

SIG

One of the fundamental pieces of SASE is SIG, or Secure Internet Gateway.

As applications have moved to the cloud, such as, Microsoft Office 365, the

traditional paradigm of internet direct from the datacenter or centralized

location has created bottlenecks in the network throughput since the internet

circuits in the centralized location was not deployed for all of the application

traffic. As such, enterprises look to offload the internet application traffic at

the remote site. However, this opens new concerns from a security

perspective especially since the datacenter environment is normally built with

security inspection and defense in depth in mind.

https://technet24.ir


How then does one secure the remote site internet edge, ensure that

application traffic is inspected without additional hardware? The first part of

the answer is SIG. With SIG, the SD-WAN Edge will use API calls to the

cloud service, commonly Cisco Umbrella or other third-party vendor

solutions. The API calls so the cloud service is used by the SD-WAN Edge to

create a direct point to point encrypted tunnel to the service provider. With

the addition of a SIG service route to steer internet destined traffic or specific

traffic applications across the SIG tunnel, the remote site application traffic

specified by the policy is sent encrypted to the provider. Depending upon

policy and service offering, the provider then performs the required

inspection on the application traffic. The provider also NATs the application

traffic so that return traffic for the application is returned to the cloud prior to

sending to the remote site over the encrypted tunnel.

As with almost all technologies in networking, SIG supports redundancy.

One may configure active/standby tunnel pairs where one tunnel terminates

in one zone or region, and the other tunnel in the pair terminates in another

zone or region of the provider. Also, the SDWAN solution probes across the

tunnel to monitor state, so the application traffic may be steered through the

datacenter in the event that the SIG pathway(s) is/are not viable. Up to four

active/standby tunnel pairs may be configured on a single SD-WAN Edge in

order to achieve maximum throughput performance for the SIG tunnels as a

single tunnel throughput is capped based on the software version.

In the Figure 3-8, traffic destined to the enterprise uses the SDWAN fabric
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across the various service providers following the various SDWAN policies;

however, traffic that is destined for the internet follows the encrypted SIG

tunnel to the SIG service provider.

Figure 3-8 SDWAN SIG Traffic

Cloud onRamp
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The Cisco SDWAN solution offers several enhancements as part of the Cloud

onRamp features that facilitate SDWAN cloud connectivity. Cloud onRamp

for SaaS allows the SDWAN solution to integrate and properly steer

application traffic for select applications that are cloud hosted, e.g., Office

365, Dropbox, and others. With CoR SaaS, the solution probes the pathway

through the DIA circuit from the site, as well as the pathway through the

datacenter via the normal SDWAN tunnels. Based on the probe performance

and configured policy, the SaaS application traffic is steered appropriately

between the options. Cloud onRamp for IaaS handles the provisioning of

virtual SD-WAN Edge devices within the cloud provider, AWS or Azure. As

part of the provisioning of the environment, the appropriate VPCs or VNets

are configured based on the workflow. Additionally, SDCI, or Software

Defined Cloud Interconnect, which evolved from the Cloud onRamp for

Multicloud workflow, allows for the creation of middle mile topologies. In

these workflows, the SD-WAN Edges at remote sites create SDWAN tunnels

to one of the two supported providers, Equinix or Megaport. The provider

then provides SDWAN tunnels direct to the cloud provider over the

provider's infrastructure, reducing the requirement on internet traversal. All

of these Cloud onRamp options may be used separately or together. This is

illustrated in Figure 3-9.
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Figure 3-9 SDWAN Cloud onRamp for SaaS

In the previous figure, user application traffic destined for one of the SaaS

providers uses the direct internet access at the SDWAN site directly. All

other traffic follows the SDWAN fabric pathways. Configuring CoR SaaS

within Catalyst SD-WAN Manager is fairly straightforward. From the

Administration Settings page within Catalyst SD-WAN Manager, enable
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the Cloud onRamp for SaaS. Additionally, Cloud Services and Catalyst SD-

WAN Analytics must be enabled from the same page. This will require a One

Time Password and Cloud Gateway URL to be entered that are provided at

the time of system setup. Once the feature is enabled, use the Cloud onRamp

for SaaS configuration pages to view and manage how the SaaS applications

should be monitored. Additionally, the support for SaaS can be

systematically deployed across the environment on a per-site basis as

required.

Setting up Cloud onRamp for IaaS or Cloud onRamp for Multicloud requires

associating the cloud service provider account. As of the 20.9 Catalyst SD-

WAN Manager UI, the CoR IaaS functionality is moved into the Cloud

onRamp Multicloud page. Since these are enterprise accounts, it is again

recommended to follow best practices and security operations requirements

around creating a service account for this part. Once the appropriate account

has been configured within Catalyst SD-WAN Manager using the Associate

Cloud Account workflow, the UI allows the user to associate and tag the

VPCs that will then be used within the Intent Management. The Intent

Management piece is where the branch to cloud connectivity is defined

within the workflow.

The same workflows allow the user to create the middle mile connectivity

through either Megaport or Equinix via the Software Defined Cloud

Interconnect controls. Just as following the workflows allow cloud SD-WAN

Edges to be provisioned in AWS or Azure, these workflows allow the circuits
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between middle mile locations to be allocated as required. Figure 3-10 shows

the various cloud and on-premise environments that may be interconnected

via the Software Defined Cloud Interconnect.
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Figure 3-10 SDWAN Software Defined Cloud Interconnect

As shown in the previous figure, with the SDCI working in the middle of the

architecture, SDWAN is capable of creating dynamic tunnels between sites

and the nearest colo facilities. The facilities themselves then provide direct

peering to application providers, direct connection to other cloud services, or

global connectivity to other regions and colo facilities.

DMVPN

DMVPN, or Dynamic Multipoint Virtual Private Network, is an older

tunneling technology for WAN utilization that allows for simplified

configuration of a hub and spoke topology while offering support for

dynamic spoke-to-spoke tunnels. The technology also includes support for

IPsec encryption across the tunnels allowing for secure communications

between all of the enterprise locations.

Similar to SDWAN, DMVPN is capable of carrying the SGT information

across the encrypted tunnel architecture. While there are numerous

advantages and benefits when using SDWAN as compared to DMVPN,

numerous DMVPN deployments exist in production today.

The details of how DMVPN itself works has been discussed in various Cisco

Press texts. For questions on configuring DMVPN, please review those

works.
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DMVPN and SDA

One of the more common DMVPN multidomain strategies is the integration

with SDA. In this scenario, the enterprise has multiple locations that each is

an SDA fabric site that are interconnected via DMVPN. There are several

approaches that may be taken here depending upon the enterprise's end goals.

Therefore, a clear understanding of the extent of macrosegmentation in the

DMVPN environment is important for the design. For instance, the goal may

be to extend macro and micro segmentation throughout the DMVPN

environment extending into the hub locations. Additionally, what is the

design for any guest network or other SDA virtual network that is using VN

anchoring? Are there locations where the local DMVPN router should behave

as a fusion device between two or more SDA virtual networks?

For each SDA virtual network that requires segmentation across the DMVPN

topology, a unique DMVPN tunnel in that VRF must be configured. While

existing DMVPN deployments may have already used the global routing

table for the DMVPN tunnel source, it is recommended to use an isolated

front door VRF, or fVRF, for the tunnel source with the service provider.

This provides isolation in the routing table information between the global or

corporate routing information that traverses the tunnels and the tunnel source

information with the service providers. This also inherently prevents any

tunnel recursion issues that must be considered when the tunnel source and

the overlay are in the same routing instance. When adding SDA

macrosegmentation integration with the DMVPN environment, this will
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further reduce the overall complexity by having a single VRF used as the

fVRF for all of the tunnels across all VRFs.

Note that the various DMVPN tunnels at the spoke sites may not be required

at all locations. The tunnel requirement would be based upon what SDA

virtual networks are configured at a specific location. In Figure 3-11, the red

virtual network is extended from one SDA location to one remote location

while the blue virtual network exists at both SDA locations and the other

remote location. The extension of the SDA virtual network with the DMVPN

tunnel topology depends on the placement of the virtual networks, as well as

the individual enterprise requirements. From the DMVPN topology to the

SDA Border Node is a dot1Q trunk mapping VLANs to SDA Virtual

Networks. As mentioned in other places throughout this book, using a

standardized VLAN mapping will facilitate smoother and simpler operations

in production.

Technet24

https://technet24.ir
https://technet24.ir


Figure 3-11 DMVPN-SDA Topology

Once a DMVPN tunnel has been configured for the respective SDA virtual

network, adding SGT inline tagging to the tunnel and the interface between

the SDA BN and the DMVPN router will allow for microsegmentation
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propagation.

Example 3-3 illustrates the use of the front door VRF configuration to isolate

the transport while the tunnel interface itself is in the Corporate VRF with the

SGT value propagated. This example configuration would be for the headend

while the remote site would have the relevant NHRP configuration changes.

Example 3-3 DMVPN-SDA Configuration

! Per-VN Tunnel Interface
interface Tunnel0
 vrf forwarding Corporate
 ip address 10.0.0.1 255.255.255.0
 tunnel vrf Underlay
 no ip redirects
 ip mtu 1400
 ip nhrp authentication test
 ip nhrp map multicast dynamic
 ip nhrp network-id 100000
 ip nhrp shortcut
 ip nhrp redirect
 ip tcp adjust-mss 1360
 tunnel source GigabitEthernet0/0/0
 tunnel mode gre multipoint

Technet24

https://technet24.ir
https://technet24.ir


 tunnel key 100000
 tunnel protection ipsec profile profile-dmvpn shared
 cts manual
 propagate sgt
!

DMVPN and SDA Policy Enforcement

As mentioned previously, the design requires an understanding of how

DMVPN will be utilized to maintain the macro and micro segmentation. As a

part of that, the question of policy enforcement should be considered within

the DMVPN environment. Will the DMVPN environment simply propagate

the segmentation information, will only the headends enforce policy for

traffic egressing to the hub locations, or will all DMVPN devices be

responsible for policy enforcement?

Based on the answer to this question, policy enforcement may be required to

be configured on a specific DMVPN device. For instance, if DMVPN is only

providing enforcement at the headend locations, then only the hubs will

require specific enforcement configuration while the spokes will only need

the propagation pieces. This is most likely the most common scenario, as

traffic passing between SDA locations will have policy enforcement at the

fabric egress point, such as, the SDA fabric edge node. There will be

migration scenarios where DMVPN is connecting SDA fabric sites with non-
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SDA sites, including the hub locations.

SDA and DMVPN Best Practices

For migrations to SDA with DMVPN, it would be expected that the DMVPN

topology for a single network already exists in the enterprise, and the remote

locations are transitioning to SDA. For this scenario, it is recommended to

standup the additional tunnel(s) in DMVPN at the hub and required spoke

sites first. Routing and connectivity should be validated first prior to the SDA

conversion. Here, standardizing tunnel numbers with SDA virtual networks is

a good practice to facilitate easier management, operations and

troubleshooting.

Additionally, utilize the existing DMVPN tunnel for the SDA underlay

topology. This will ensure that during migration when devices are being

configured in SDA there will always be connectivity from the SDA underlay

management interface with the Catalyst Center in the event there are routing

or connectivity issues in the newly deployed DMVPN tunnels. The overlay

traffic will move into the new tunnel topology leaving just the SDA underlay

traffic in the original tunnel system.

DMVPN and ACI

DMVPN with ACI is similar to SDWAN with ACI with the exception that

there is no integration of the APIC with another controller. Just as with the

SDWAN-ACI integration, it is normally expected that the
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macrosegmentation will be maintained between DMVPN and ACI while the

microsegmentation propagation may not be a requirement. However, just as

with the former, microsegmentation propagation may be configured, but

again, with the limitation that the EPG mapping is limited to a single ACI

context.

As seen in the DMVPN-SDA discussion, multiple DMVPN tunnels will be

required on each DMVPN speaker with one tunnel per VRF required for

macrosegmentation. It is recommended to use a front door VRF, or fVRF, for

the tunnel source to reduce the complexity associated with ensuring tunnel

route recursion does not occur.

Additionally, as discussed in the SDWAN and ACI section earlier, the use of

an aggregation layer between the ACI, DMVPN and legacy environments

will facilitate smoother migrations to either ACI, multi-tenant DMVPN or

both.

ACI and DMVPN Segmentation

It is possible with DMVPN to extend both the macrosegmentation and the

microsegmentation created in ACI across the WAN topology; however, both

are more complicated to configure and manage via the CLI as compared to

the Cisco SDWAN solution.

For macrosegmentation, the DMVPN environment may be made VRF aware

by creating multiple DMVPN tunnels on each router for each required VRF.
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For each tunnel system, a unique NHRP ID and tunnel key should be utilized

to ensure the various tunnels remain isolated. The use of CLI templates will

greatly reduce the management overhead.

Extending microsegmentation from the ACI environment to the DMVPN

environment is much more complicated and requires more manual

configuration. In the chapter discussing SDA, the SDA integration with ACI

was shown using ISE pxGrid. Via ISE, the ACI EPG information is

translated to the Cisco TrustSec SGT information. Using SDA, the Cisco

DNA Center facilitates the management of the ISE deployment. With

DMVPN, the Cisco TrustSec SGTs would have to be manually administered

on ISE and connected to the appropriate ACI EPGs. Additionally, all of the

Cisco TrustSec configuration must be manually configured. This would

include adding SGT propagation on the DMVPN tunnels themselves, as

shown previously, and including SXP peerings to the ISE for each VRF

managed.

ACI and DMVPN Best Practices

Standardize the DMVPN tunnel numbering for each ACI context with the

VLAN used to interconnect the two at the hub locations. If an ACI tenant

does not need to be extended to a specific remote site, do not configure that

tenant's tunnel at that site. This will limit the number of IPsec SAs required

on each router, as well as the number of NHRP registrations.

If macrosegmentation is to be extended to the remote locations, then the
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macrosegmentation is inherently maintained via the various VRF tunnels.

Microsegmentation propagation must be configured if desired using inline

tagging on the tunnel configuration. In order for the remote endpoints in

DMVPN to support Cisco TrustSec, then they will need to support SXP

communication with ISE. The scaling of the latter should be carefully

considered since one pair of ISE nodes only supports 200 SXP peerings

which are counted as per VRF per device. Therefore, 20 devices with 10

VRFs each can reach the maximum limitation easily. ISE can scale to support

800 total SXP peerings with eight ISE nodes; however, a better scaling

mechanism would be to utilize an SXP reflector — a dedicated router capable

of handling higher quantity of SXP peerings. As shown in the Figure 3-12,

the user creates an IP to SGT mapping on the ISE Policy Administration

Node (PAN). This could have also been created dynamically by ISE. The IP-

SGT mapping is forwarded to the policy node with the SXP support enabled.

The SXP Policy Service Node (PSN) will forward the update to the

configured peer SXP Reflectors. The SXP Reflector could be an

ASR1002HX or a Catalyst 8500 to facilitate the scaling. On the SXP

Reflector side, the SXP peerings are per-VRF; therefore, the SXP reflector

only updates the DMVPN remote endpoints that have the specific VRF.

Updates are not sent to other locations. By using the SXP Reflector system,

the load is reduced on the ISE environment while increasing the scale

limitations. This does increase the count of devices to manage; however,

these additional routers may be considered as server functionality similar to

BGP route reflectors since they do not need to participate in the data path.
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Figure 3-12 SXP Reflector

Summary

Both Cisco SDWAN and DMVPN solutions integrate well with the other

domains allowing the enterprise to extend the business intent and

segmentation across the WAN environment between domains. While both
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solutions provide macrosegmentation via VRFs and microsegmentation by

propagating the SGT value from one side of the WAN to the other, the

management and configuration of the segmentation is quite different. For

SDWAN, the Catalyst SD-WAN Manager facilitates management of the SD-

WAN Edge routers while DMVPN requires manual configuration or use of

another automation tool to manage the configurations. Additionally, DMVPN

requires a unique tunnel system for each macrosegmented VRF while the

SDWAN solution uses a single tunnel system with the ability to create logical

topologies per VRF. In both solutions, having a single standard, such as

VLAN to VRF mapping, used at all of the remote locations improves

management and operational efficiencies.
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Chapter 4. Application Centric Infrastructure
(ACI) — Integration and Multi-Domain
Capabilities

In this chapter, you will learn the following:

 Cisco ACI overview — ACI Fabric overview, policy model and forwarding

within ACI fabric.

 Cisco ACI Multi-Domain Integration Use-Cases and implementation

details

 ACI and SDA Pairwise Integration

 ACI and SD-WAN Pairwise Integration

 ACI and MPLS/SR-MPLS Pairwise Integration

 Hybrid Cloud ACI Integration

 General Practices, guidelines, and limitations around ACI integration with

multi-domain networks.

Cisco ACI Overview

Cisco ACI is a solution that utilizes a software-defined networking (SDN)

fabric to cater specifically to datacenters and cloud provider environments. It
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offers a comprehensive solution for network virtualization at both Layer-2

and Layer-3 levels, making it suitable for organizations seeking a scalable,

agile and multi-tenant network. Before we delve into the technical details of

ACI, let's first establish a clear understanding of what an SDN network

entails.

Originally defined by the Open Networking Foundation, SDN is a solution

that separates the control plane and data plane, allowing direct programming

of the control plane. In a typical SDN setup, there is a central control point

known as the controller, which handles network management and control

plane functions. This controller can be programmed through a graphical user

interface (GUI) or a northbound interface using REST APIs (commonly

referred to as northbound APIs). To communicate with the network devices,

these controllers utilize southbound interfaces (APIs) based on protocols such

as OpenFlow, RESTCONF, or OpFlex.

The level and nature of control carried out by an SDN controller can vary.

Generally, SDN controllers employ two approaches to interact with

networking devices: imperative control (see Figure 4-1) and declarative

control (see Figure 4-2). In the imperative approach, controllers handle all

control-plane functions and explicitly instruct networking devices on how to

handle network traffic. This is achieved by sending instructions to program

the forwarding tables of networking devices. OpenFlow utilizes the

imperative approach. On the other hand, the declarative approach does not

completely remove intelligence from the network devices. ACI utilizes a
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declarative approach, where configuration policies are sent from the ACI

controllers (known as APIC) to the networking devices (such as Leafs and

Top Of Rack (ToR) switches). The responsibility of implementing the

policies and setting up the fabric control and forwarding lies with the

networking devices.

Figure 4-1 SDN Approach — Imperative Control
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Figure 4-2 SDN Approach — Declarative Control

In today's highly competitive business landscape, the success of any

organization hinges on the effectiveness of its applications. It is crucial for

businesses to swiftly deploy and manage new applications within their

networks, while also staying agile in response to the evolving needs of their

users and customers. However, there has traditionally been a disconnection

between infrastructure and applications, resulting in significant delays

between application arrival and user availability. This delay primarily stems

from the time-consuming process of provisioning infrastructure resources,

such as network, compute, and storage, which can take days or even weeks.

Additionally, modern applications are increasingly deployed as
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microservices, leading to significant east-west traffic between compute nodes

hosting these microservices. The dynamic nature of microservices, which are

spun up and dismantled within and across domains, necessitates a network

capable of supporting compute mobility. Moreover, this network should

enable consistent enforcement of security policies within and across domains,

while also accommodating compute mobility.

In traditional networks, provisioning infrastructure for applications has

always been a manual process involving multiple touchpoints on various

infrastructure devices. This method is not only time-consuming and repetitive

but also prone to human errors. Moreover, the agile network demands of

modern applications, which require support for compute mobility within and

across domains, necessitate intricate infrastructure designs and additional

network protocol overhead. The increasing need to simplify network

operations while expediting the deployment of modern applications is the

primary driving force behind the inception of SDN networks in datacenters.

The reimagination of datacenter infrastructure led to the development of ACI,

a software-defined networking (SDN) solution designed specifically for the

needs of modern applications in datacenters. As a result, the core principles

of ACI (Application Centric Infrastructure) were constructed based on cloud-

native concepts to effectively support application architecture.

ACI operates on a policy model that separates the network design from the

physical infrastructure. Its primary focus is on addressing the requirements of
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applications in terms of networking, security, and services. This approach

enables application needs to be expressed as policies, thereby decoupling the

network configuration from the underlying infrastructure. In ACI, every

aspect of the network configuration is defined by policies that specify the

desired behavior of the network to effectively support a particular

application.

For example, in contrast to traditional network practices that involve

designing intricate details of routing and bridging using VLAN/VXLAN,

VRFs, Layer 2 and Layer 3 protocols, route leak, and route handoff, ACI

takes a different approach. In an ACI architecture, an application architect

can simply define the application intent using an application profile and

create endpoint groups for each component (web, backend, and database).

Additionally, security policies, known as contracts, can be defined to govern

communication between these groups.

Rather than dealing with the complexities of configuring specific network

constructs like VLANs, VRFs, VNIs, IP subnets, and IP ACLs, the ACI

controller takes charge. It consumes the defined intent and distributes it to the

network devices. These devices then map the intent to the appropriate

traditional constructs, effectively abstracting the complexity from the

architect responsible for defining the policies.

At its core, an ACI domain is constructed using Cisco Nexus switches

arranged in a CLOS fabric (see Figure 4-3), specifically a spine-leaf
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architecture. This architecture is designed to efficiently support the east-west

traffic demands of applications, as discussed earlier. In this setup, the source

and destination switches for endpoints involved in east-west traffic are

always two hops away from each other.

Figure 4-3 ACI Overview
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Additionally, the ACI controller, known as the Application Policy

Infrastructure Controller (APIC), plays a crucial role in the domain. It

provides centralized management and handles configuration plane functions

for the set of leafs and spines that fall under the control of the APIC domain.

Key Components

Now that I have provided you an overview of SDN and ACI, lets dwell into

some of key components that constitute the ACI architecture.

OpFlex Control Protocol

ACI employs a southbound protocol called OpFlex to facilitate

communication between the APIC and the Nexus Switches within the ACI

fabric. OpFlex operates using a declarative control approach, as discussed

earlier when comparing imperative and declarative control.

In an imperative control system, the controller explicitly instructs the

switches on how they should be configured, providing them with precise

instructions and configurations to handle network traffic. However, with the

declarative control approach used by OpFlex (see Figure 4-4), the APIC

controller asks the Nexus switches to achieve a desired state without

specifying exactly how to do so. Instead, the controllers communicate generic

policies and intent to the Nexus switches, relying on the switches' intelligence

to interpret and translate the intent and policies into locally-significant

protocols and configurations to reach the desired state. The controller does
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not have knowledge of the specific steps taken by each device to achieve the

desired state; its role is primarily to ensure proper distribution of policies

without being in the forwarding path.

Figure 4-4 ACI— Declarative Control Approach

Referring back to our previous example of a three-tier application, once the

ACI administrator configures the APIC controllers with endpoint groups for
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each tier of the application and defines the policies that allow communication

between these tiers, the controller will render these policies on the Nexus

switches. The Nexus switches, in turn, will translate the policies into locally

significant VLANs, VRFs, and stateless access-control lists. This translation

process enables the switches to effectively implement the intent defined by

the policies set by the ACI administrator.

In summary, imperative control emphasizes the specific steps and

instructions on "how" to configure networking devices, while declarative

control centers around defining the desired outcomes or "what" should be

achieved.

In essence, OpFlex operates as a policy-driven system designed to efficiently

manage a vast array of networking devices. It achieves this by abstracting

policies and relying on intelligent networking devices to interpret and

implement them. This reliance on devices to understand and act upon the

defined policies exemplifies the declarative approach of OpFlex.

The fundamental components of an OpFlex system consist of (see Figure 4-

5):

 Policy Database

 Endpoint Database (Mapping Database)

 Observer
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 Policy Elements

Figure 4-5 ACI — OpFlex Logical Model

The policy database serves as a centralized repository that contains all policy

definitions established by an APIC administrator. These policies are stored in

a structured manner known as the Management Information Tree (MIT),
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which will be discussed further in the “ACI Policy Model” section.

The endpoint database, also referred to as the mapping database, is another

centralized database hosted on designated networking devices called Spine

switches. It stores crucial information about endpoint identity and location.

Endpoint identity includes details such as the IP and MAC addresses

associated with endpoints connected to the leaf switches, while location

denotes the unique identifier of the leaf switches that are linked to these

endpoints via front panel ports.

The observer element plays the role of monitoring the state and performance

data of each managed device within the fabric.

The policy elements, on the other hand, are the leaf switches responsible for

enforcing policies. These policy elements remain synchronized with the

policy database on the APIC and are automatically notified when any

changes occur within the policy model. It's important to note that only the

relevant managed objects for a specific policy element (leaf switch) are kept

in sync, resulting in only a subset of the MIT being stored on the leaf switch

itself. On the leaf switch, logical policies for locally managed objects are

transformed into a concrete model that can be executed in hardware by the

local NXOS software. This approach is also known as the model-driven

framework.

ACI Physical Design
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For many years, datacenters have used a three-tier architecture design

consisting of the core, distribution, and access nodes. This design had some

inherent limitations, outlined in the “Spine and Leaf Fabric Design”

subsection, particularly in addressing the needs of modern-day applications

and the very requirements of these modern-day applications have paved the

way to reconsider the three-tier design and has resulted in the inception of a

leaf-spine design.

The section provides an overview of the leaf-spine design for an ACI fabric

and discusses the benefits of transitioning to leaf-spine fabric-based

infrastructure for modern-day datacenters.

Application Policy Infrastructure Controller

In an ACI fabric, the APIC (Application Policy Infrastructure Controller) is

deployed as a clustered controller. For a production deployment, a minimum

of three nodes is required for the APIC cluster. Within this cluster, the policy

database is distributed, and each managed object in the database is divided

into atomic units known as shards. These shards are replicated and distributed

among the three nodes in the cluster, with one designated as the master for a

particular shard, while the other nodes serve as slaves.

When a change is made to a policy for a managed object, a minimum quorum

of two shards must be present to execute the change. Only the master node

has the authority to write the change to the shard and distribute it to the slave

nodes, provided that a quorum exists. In the event that the master node (APIC
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controller) becomes unavailable, another node in the cluster will assume the

role of the master function. As long as there are two shards available to reach

a quorum, write actions or policy changes will be permitted.

Spines and Leaf Fabric Design

The ACI infrastructure's spine and leaf fabric design is influenced by the clos

network, named after Charles Clos. In this spine-leaf fabric design:

 Endpoints, which can be bare-metal servers, hypervisor-based computes, or

networking devices like firewalls or load balancers, connect to the front panel

ports of the leaf switch.

 Each leaf switch is connected to every spine switch, with the majority of

deployments having two spine switches.

 Leaf switches are not interconnected, and similarly, the spine switches are

not interconnected either.

There are two primary traffic patterns in a data center: east-west and north-

south traffic flows. North-south traffic flows involve ingress and egress of

traffic from the data center, while east-west traffic flows refer to lateral flows

between endpoints within the fabric.

East-west traffic flows have become dominant in data centers due to the rise

of microservices-based applications. Unlike monolithic applications that rely

on single systems, microservices-based applications are built on distributed
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multi-system capabilities. Each component within these distributed multi-

system applications functions as an independent service. As a result, a single

query to an application built on a microservices architecture often requires

multiple services to communicate with each other, generating a significant

amount of east-west traffic flows as these services may reside on different

endpoints within the fabric. Monolithic applications, on the other hand,

typically exhibit north-south traffic patterns.

Other factors contributing to the increase in east-west requirements within

data centers include distributed applications requiring replication (e.g.,

Hadoop), distributed compute (e.g., Docker and containers), and east-west

VM migration for applications deployed on hypervisor platforms.

Unlike traditional three-tier architectures, a spine-leaf fabric reduces the

number of hops required for east-west traffic flows. At any given time, an

east-west traffic flow in a spine-leaf fabric will transit through a maximum of

three hops: the source leaf, the spine, and the destination leaf. This is possible

because each leaf is connected to a spine, resulting in a full mesh topology.

Consequently, the number of hops and latency for east-west traffic flows in a

spine-leaf fabric are predictable, unlike in a three-tier architecture where an

east-west traffic flow could potentially transit through only a distribution

node or both the distribution and core nodes, depending on the location of the

endpoints. This indeterministic traffic pattern in a three-tier architecture can

impact latency and time-sensitive applications.
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Additionally, the spine-leaf architecture enables horizontal scaling and

incremental expansion. It allows for the fabric to be expanded horizontally to

accommodate increased scale by adding new leaf switches and connecting

them to the existing spines in the fabric. Alternatively, additional links can be

added from the existing leaf switches to the spines, providing

oversubscription on the spines to support bandwidth-intensive traffic flows

and applications. Importantly, these expansion and modification processes

can be carried out without impacting live production traffic.

Nexus Dashboard Orchestrator

In certain deployments, it is necessary to have separate ACI fabrics with

independent APIC clusters to meet specific requirements related to fault

isolation, availability, and change management. In such multi-site

deployments with active-active requirements, it becomes crucial to support

Layer 3 and Layer 2 extension between the sites, which in turn, entails

extending control plane exchange (MP-BGP Ethernet VPN) between the

sites, implementing a common overlay (VXLAN for end-to-end

encapsulation), and ensuring end-to-end security policy definition and

enforcement.

The ACI Nexus Dashboard Orchestrator (NDO), previously known as Multi-

Site Orchestrator (MSO), serves as the conduit for extending network and

identity information across multiple fabrics or ACI sites through a unified

management interface (see Figure 4-6). ACI NDO facilitates namespace
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normalization between the different sites. Each site utilizes a local

namespace, where a local pool of identifiers (IDs) is used to identify VRFs

and Endpoint Groups (EPGs) within that specific site. However, when there

is a need to extend network and identity semantics across multiple sites,

namespace normalization becomes necessary. The role of ACI NDO is to

instruct the local APICs at each site to program translation tables on their

spines, allowing for ID translation to enable inter-site policies and inter-site

communication. In summary, ACI NDO provides a single touchpoint or

"manager of managers" to configure and interconnect separate ACI sites,

including Cloud ACI sites that are managed by their respective controllers

(APIC cluster, Cloud APIC (Cloud Network Controller) instances in public

cloud).
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Figure 4-6 ACI — NDO + Multi-Site Architecture

ACI Policy Model

The ACI fabric consists of both physical and logical components, such as

physical switches and logical configurations like tenants, bridge-domains,

endpoint groups, and contracts. These components are managed by policies

and stored in the Management Information Tree (MIT) within the policy

database on the APICs.

Each physical and logical component is identified as a managed object (MO)

within the MIT and is organized in an object-oriented data structure in the

policy database. Each MO is assigned a distinguished name (DN) and
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contains properties that describe its relationship to other objects in the

hierarchy, including parent-child relationships (1:1 or 1:N mapping), object

attributes, and the relative and absolute path of the object within the

hierarchy. For example, all policies configured under the tenant object, such

as VRFs, bridge-domains, and endpoint groups, will be direct or indirect

children of the parent tenant object. Similarly, all objects defined for access

policies, such as VLAN encapsulation for front-panel ports and interface

types (access-ports, port-channels), will be direct or indirect children of the

infra tenant object.

Tenant Policies

Tenants serve as logical containers where application requirements are

defined, including application profiles, application endpoint groups, and

contracts. Figure 4-7 illustrates the hierarchy of the tenant object and its

relationships with other objects in the hierarchy. Direct lines represent direct

parent-child relationships (1:1 or 1:N), while dotted lines indicate indirect

relationships (1:1 or 1:N) between objects in the hierarchy.
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Figure 4-7 ACI Tenant Managed Object Hierarchy

From a policy perspective, a tenant acts as a logical isolated unit that can

represent different sub-organizations or business units within an organization,

or different lifecycles associated with applications within an organization

(e.g., production, development, user-acceptance testing). However, there is

also an option to relax the logical isolation by defining a common tenant,
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where managed objects and policies are not isolated and can be shared with

other tenants in the policy database.

Layer 3 network segmentation within tenants is facilitated by Virtual Routing

Forwarding (VRF) managed objects. With VRFs, multiple logical routing

units can coexist within a network device, allowing for the existence of

several Layer-3 (L3) services, even with duplicate IP address spaces.

Communication between VRFs can occur through a Layer-3 fusion device

external to the fabric or through route leaking within the fabric. Each VRF is

assigned a VXLAN Virtual Network Identifier (VNID), which will be

covered further in the routing and forwarding sub-section.

An application profile serves as a logical container to group endpoint groups

for an application. For our previous example on a three-tier application, each

tier of the application can correspond to a group of endpoints grouped

together in an endpoint group within an application profile, i.e., an individual

endpoint group for each web, backend and database endpoints placed

together in one application profile representing the three-tier application.

An endpoint group (EPG) is a logical grouping of endpoints that share similar

functions and have similar security and network policy requirements.

Endpoints, such as VMs, containers, or bare-metal servers, can be grouped

into EPGs based on factors like their layer-2 encapsulation, IP and MAC

addresses, or any other unique identifier learned by ACI through federation

with other Virtual Domain Managers.
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In ACI, bridge-domains (BDs) define the boundary for layer-2 broadcasts.

While VRFs establish a unique address space, each bridge-domain defines

the unique subnet space within the VRF. When a subnet is associated with a

bridge-domain, a pervasive/anycast gateway is created on all leaf switches

hosting the endpoints associated with the bridge-domain. The endpoint IP and

MAC addresses associated with the pervasive gateway are the same on all

leaves, facilitating endpoint mobility without requiring the endpoints to re-

ARP for their gateway address. Upon creating each bridge-domain, a unique

VXLAN VNID and a unique multicast group are assigned to support

broadcast, unknown unicast, and multicast traffic within the bridge-domain.

EPGs are linked to a single bridge-domain (BD) and are used to define

security zones within the BD. EPGs establish both forwarding and security

segmentation within the BD. The direct relationship between an EPG and a

BD restricts associating an EPG with more than one BD. Cisco has

introduced the concept of Endpoint Security Groups (ESGs) in recent ACI

software releases to address this limitation. ESGs enable grouping of

endpoints from different EPGs under different BDs into a single endpoint

security group, but further details on this enhancement are beyond the scope

of this book.

EPGs can also be utilized to reference endpoints and prefixes for endpoints

external to the fabric by employing "External EPGs". These External EPGs

are associated with the Layer-3 Out (L3Out) construct, which consists of

external routing configuration policies governing forwarding and security
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segmentation for traffic flows external to the fabric. More information on this

will be covered in the "ACI and SDA Pairwise Integration" section.

ACI follows a white-list model, meaning that any inter-EPG communication

between two EPGs is not allowed unless there is an explicit contract (policy)

in place. This contract defines the ports and protocols permitted for

communication between the two EPGs. Within the EPG <> Contract

relationship, an EPG can function as either a consumer or a provider of a

contract. When an EPG provides a contract, other EPGs can initiate

communication with it based on the rules defined in the contract, including

specific ports and protocols. Likewise, when an EPG consumes a contract,

the endpoints within that EPG are allowed to communicate with endpoints in

the EPG that provides the contract, following the rules outlined in the

contract.

Access Policies

Access policies in ACI determine how endpoints, such as VMs, containers,

and bare-metal servers, are connected to the ACI fabric. These policies need

to be defined before tenant policies can be established. Figure 4-8 illustrates

the hierarchy of the access policies in ACI.
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Figure 4-8 ACI Access Policy Objects

All Endpoint Groups (EPGs) within an ACI fabric are associated with a

domain. A domain specifies the VLAN Pools that can be linked to an EPG.

VLANs in ACI are used to identify the mapping between endpoints and

EPGs when traffic is received on the front panel ports. When traffic arrives

on a front panel port, it can be either untagged or tagged. In the case of

tagged traffic, if there are multiple encapsulations associated with a trunk

port, the encapsulation is used to determine the specific EPG to which the

endpoint belongs. In situations where ACI controller integration with virtual

machine managers (VMMs) like vCenter or OpenShift is not available or
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other means of endpoint-to-EPG mapping identification are not present, the

VLAN encapsulation on the front panel port helps identify the associated

EPG. Organizations often designate specific VLAN groups for different

purposes, such as shared services (e.g., DNS, NTP, AD services) or for

distinguishing between production and development workloads. The

combination of VLAN pools and domains in ACI allows for the desired level

of segmentation, controlling which endpoints can use certain VLANs and

which VLANs can be associated with specific EPGs.

Attachable Access Entity Profiles (AEPs) are another logical construct that

govern the association of VLAN pools with leaf switch interfaces, rather than

with EPGs. AEPs define the binding of VLAN pools from a domain to leaf

switch interfaces. This provides an additional level of enforcement, ensuring

that only specific leaf interfaces or switches designated for specific endpoints

and EPGs can be associated if the AEP allows the relationship between the

switch interface and domain.

ACI utilizes several logical constructs to define and apply Link Layer

Policies to front panel ports (switch interfaces). Individual link layer policies,

such as LLDP, CDP, Link Speed, and Link Aggregation Type, are defined

using "interface policies". These interface policies are then grouped together

using an "interface policy group", allowing for the collective application of

these policies to interfaces.

Another construct, known as an "interface profile", is a collection of
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"interface selectors". An interface selector specifies one or multiple

interfaces, such as ethernet 1/1 or ethernet 1/1-10, and references an interface

policy group to be associated with the selected interface(s).

Similarly, there are “switch profiles” and “switch selectors”, which are

additional logical constructs used to uniquely identify a leaf switch in the

fabric. The access policy configurations are applied to the interfaces of the

leaf switches when an “interface profile” is associated with the corresponding

“switch profile”.

Layer 4-7 Services

In ACI, Layer 4-7 (L4-7) services refer to the integration of service

appliances such as firewalls and load balancers into the ACI network. These

appliances are utilized to enforce L4-7 policies and perform load balancing

functions for services hosted on the ACI fabric.

The L4-7 appliances, which can be physical or virtual network functions, are

connected to the front panel ports on the leaf switches. ACI provides various

policy objects, such as service graphs and Layer-3 Outs, to facilitate the

integration of these appliances. These policy objects enable routing of traffic

to the service appliances either by using routes in the VRF routing table or

through Policy-Based Routing (PBR) to redirect traffic.

Service graphs consist of function nodes that reference the L4-7 device, as

well as terminal nodes (provider and consumer EPGs). By using service
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graphs, it is possible to chain multiple L4-7 functions together in a single

policy. For example, all external traffic received on the ACI fabric can be

filtered and inspected through an L4-7 firewall and then subjected to load

balancing using a load balancer.

While routing traffic to an L4-7 appliance can be achieved through routing

tables, PBR provides an alternative method of routing traffic using policies.

With PBR, specific traffic, destined for an Endpoint Group (EPG), can be

redirected to an interface on the L4-7 device, initiating the chain of function

nodes before reaching the EPG.

Routing and Forwarding in ACI Fabric

Routing and Forwarding semantics within an ACI Fabric are covered in this

section.

VXLAN Overlay

Traditional networks have relied on VLANs (dot1q) to achieve segmentation

in multi-tenant networks. The VLAN ID field in the ethernet header is limited

to 12 bits, allowing for a maximum of 4096 network segments. While this

may seem like a substantial number, it falls short of the segmentation

requirements for modern enterprises and service providers who may need to

support hundreds of users or customers. Additionally, VLANs require the use

of protocols like Spanning-Tree Protocol (STP) to establish a loop-free

topology for each network segment or group of segments. However, STP has
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a known vulnerability where a failure in one part of the network can bring

down the entire datacenter or campus network, more so, STP also results in

the shutdown or blocking of half of the network bandwidth to maintain a loop

free topology. To address these limitations, Equal Cost Multi-Path (ECMP)

networks and Virtual Extensible LAN (VXLAN) were introduced.

VXLAN is a tunneling protocol and overlay scheme that enables the

extension of a Layer 2 network over a Layer 3 underlay network. Each

VXLAN segment is identified by a 24-bit VXLAN Network Identifier (VNI),

which allows for over 16 million segments compared to the 4096 segments

supported by VLAN IDs.

In ACI, the functioning of VXLAN is straightforward. As traffic enters the

ACI fabric, it is encapsulated in VXLAN (using a UDP datagram and MAC-

IN-UDP encapsulation) on the source leaf switch. The encapsulated traffic is

then forwarded across the fabric through the spines, and upon reaching the

destination leaf switch, it is de-encapsulated, policies are applied, and if the

policies permit communication for the traffic flow, the traffic exits the fabric.

The leaf switches and certain spine switches responsible for encapsulation

and de-encapsulation are referred to as VXLAN Tunnel Endpoints (VTEPs).

Please refer to Figure 4-9. The outer IP header's source IP address is the

address of the source leaf switch, also known as the source VTEP. On the

other hand, the destination IP address of the outer IP header is the address of

the destination leaf switch, known as the destination VTEP. If the destination
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endpoint's IP/MAC address is unknown, the destination IP address of the

outer IP header will be the Anycast VTEP address on the spine switches. It's

important to note that the spine switches host the endpoint database for all

endpoints connected to the ACI fabric. In cases where the source switch is

unaware of the destination endpoint's location, it will forward the traffic to

the spines for destination lookup. This process is commonly referred to as

Spine-Proxy.

Figure 4-9 also includes the VNI field. The VNI is populated either with the

VRF VNI or the BD VNI, depending on whether the traffic is being routed or

bridged. If the traffic received on the source leaf switch has a destination

MAC address that matches the pervasive gateway (GW) configured for the

subnet associated with the bridge domain (BD), it indicates that the traffic

needs to be routed. In this case, the VNI used will be the L3 VNI associated

with the Virtual Routing and Forwarding (VRF) instance. On the other hand,

if the destination MAC address does not match the pervasive gateway MAC,

it implies that the traffic needs to be bridged. In such cases, the VNI used will

be the L2 VNI associated with the bridge domain (BD) that is associated with

the Endpoint Group (EPG) on which the source traffic was received.
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Figure 4-9 ACI — iVXLAN Encapsulation

The ACI VXLAN deployment, also known as intelligent VXLAN

(iVXLAN), utilizes the reserved field in the VXLAN header to carry the

identifier for the source Endpoint Group (EPG). This identifier is used on the

destination VXLAN Tunnel Endpoint (VTEP) to perform the lookup for

security policies. Security policies, which are configured through contracts,

are enforced on the destination VTEP. Similar to traditional Access Control
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Lists (ACLs), contract policies are programmed in hardware using a source

and destination identifier. In traditional ACLs, we use source IP and

destination IP addresses to identify the source and destination endpoints.

However, with contracts in ACI, we use the Source EPG identifier and

destination EPG identifier to identify all the source and destination endpoints

belonging to those respective groups.

Endpoint Learning and Council of Oracles Protocol (COOP)

In ACI, each leaf switch maintains a forwarding table that includes entries for

both local and remote learned endpoints, referred to as the Endpoint Table, as

well as entries for local and remote IP prefixes, known as the Longest Prefix

Match (LPM) Table (see Figure 4-10).
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Figure 4-10 ACI — EndPoint Learning

For Layer 3 traffic, when a leaf switch receives a packet, it first looks up the

Endpoint Table for the destination IP (/32). If a matching /32 entry is found,

it forwards the traffic accordingly. However, if no /32 entry is found, the leaf

switch then looks up the LPM Table for non-/32 IP route information to

determine the appropriate forwarding path.
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For Layer 2 traffic, the leaf switch performs a lookup in the Endpoint Table

using the destination MAC address. If the MAC address is known, the traffic

is forwarded accordingly. In cases where the destination MAC address is not

known, the leaf switch either floods the traffic within the local Bridge

Domain (BD) associated with the Endpoint Group (EPG) for the endpoint or

forwards it to one of the spine switches for further processing.

When a leaf switch receives a packet with a specific source MAC address

(MAC A) on a front panel port, it learns and registers MAC A as a local

learned endpoint entry in the Endpoint Table. Similarly, when a packet with a

specific source IP address (IP A) or an ARP request with a sender IP A is

received on a front panel port, the leaf switch learns and registers IP A (/32)

as a local learned endpoint entry in the Endpoint Table. Additionally, the leaf

switch learns MAC A as a remote entry in the Endpoint Table when it

receives Layer 2 traffic with MAC A as the source from the spine switches.

Similarly, IP A is learned as a remote entry when Layer 3 traffic with IP A as

the source is received from the spines.

The Longest Prefix Match (LPM) table in ACI primarily contains entries for

pervasive subnet routes (non-/32s) for local Bridge Domain (BD) subnets on

the switch. Additionally, if there is a contract relationship between the source

leaf switch and the destination leaf switch, the LPM table will also include

pervasive BD subnet routes for remote BD subnets. The LPM routes for

remote BD subnets are programmed with the next-hop set as the anycast

VXLAN Tunnel Endpoint (VTEP) address on the spine switches to facilitate
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Spine-Proxy.

The LPM table also incorporates external routes obtained from sources

outside the ACI fabric. These routes are learned on a specific set of leaf

switches known as "border leafs" and are then redistributed into the Multi-

Protocol BGP (MP-BGP) route table on the fabric, on a per-VRF basis. The

other leaf switches in the fabric download these external routes, using MP-

BGP, into their local routing tables based on the locally configured Virtual

Routing and Forwarding (VRF) instances. By programming pervasive routes

in the LPM table, the fabric can identify the local subnet routes. If there are

no matching pervasive routes (non-/32 routes) and a default route is learned

from an external routing source, the leaf switch will forward the traffic to the

border leafs for external routing. On the other hand, if there is a matching

pervasive route, the traffic will be encapsulated in VXLAN and sent to the

anycast address on the spines.

Endpoint learning in ACI is based on the concept of Endpoint Identity and

Endpoint Location. Endpoint Identity refers to the IP address (/32) and MAC

address associated with the endpoints, while Endpoint Location refers to the

VTEP associated with the leaf switch where the endpoint is learned.

When a local endpoint is learned by a leaf switch, it adds the identity of the

endpoint (IP address with a /32 subnet and MAC address) to its local

endpoint table. Subsequently, the leaf switch reports this information, along

with the location of the endpoint (the local switch's VXLAN Tunnel Endpoint
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or VTEP), to one of the spine switches using the Council of Oracles Protocol

(COOP). The spine switch maintains an endpoint database that includes

entries learned through COOP from all leaf switches. It ensures that this

database is synchronized with other spine switches in the fabric using the

same COOP protocol. As a result, each spine switch possesses a

comprehensive record of every endpoint in the system, often referred to as

the "mapping database" or "endpoint database."

Since this database is accessible to every leaf switch, a leaf switch does not

need to broadcast traffic for unknown Layer 3 destinations. If a leaf switch

does not have information about a specific remote endpoint (with a /32

subnet) in its local endpoint table, it can look up the Longest Prefix Match

(LPM) table for the pervasive subnet route associated with the remote

endpoint. Based on the results of the lookup, the leaf switch forwards the

packet either to the spine switches (for fabric subnets) or to the border leaf

switches (for external subnets). If the traffic is directed to the spines for a

fabric subnet, the spine switch will examine the endpoint database for the

endpoint's IP address (/32) and send the traffic directly to the destination leaf

switch (commonly known as Spine Proxy) (see Figure 4-11). However, if the

spine switch is not aware of the remote endpoint's IP address (/32), assuming

it might be a silent host, the spine switch will perform an ARP glean to

request the address (if ARP flooding is enabled for the Bridge Domain

subnet) or simply drop the traffic (if ARP flooding is not enabled).
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Figure 4-11 ACI — Spine Proxy

In the ACI fabric, any Layer 2 broadcast traffic, including multi-destination

traffic, Layer 3 unknown multicast traffic, within a Bridge Domain (BD), is

flooded throughout the fabric within the corresponding BD. This flooding is

achieved by utilizing a designated multicast group specifically assigned to

that BD. When the BD is initially created, these multicast groups are

automatically assigned, and all participating leaf switches in the BD join the

multicast tree associated with that group. Forwarding Tags (FTAGs) are used
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to load-balance multi-destination traffic as it traverses the multicast tree. This

FTAG is embedded in the packet's destination multicast address. Spine

switches and intermediate leaf switches then forward the multi-destination

traffic based on the FTAG IDs. At any given time, only one link forwards

traffic per FTAG between any two nodes in the fabric. Each spine switch has

the potential to act as the root for one of the FTAG trees. The ACI fabric can

support a maximum of 12 FTAGs. If a leaf switch has a direct connection to

a spine switch designated as a FTAG root, it will use the direct path to

connect to the FTAG tree. If there is no direct link, the leaf switch will utilize

one of the transit nodes that are connected to the FTAG tree. Having a larger

number of FTAG trees improves load balancing within the fabric.

Figure 4-12 illustrates the forwarding for multi-destination traffic

broadcast/multicast traffic using FTAG tree.
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Figure 4-12 ACI — Flood with FTAG tree

When a leaf switch receives traffic for unknown Layer 2 destinations or ARP

requests and does not have a local or remote entry for the destination MAC

address, it has two options. Firstly, it can flood the traffic within the local

Bridge Domain (BD) associated with the source Endpoint Group (EPG),

causing it to be flooded to all leaf switches participating in the BD.

Alternatively, it can proxy the traffic to the spine switches for endpoint

database lookup. The decision to flood or proxy the traffic to the spines for

https://technet24.ir


unknown Layer 2 destinations and ARP is a configurable setting within the

BD configuration.

ACI and SDA Pairwise Integration

Cisco Software Defined Access (SDA) represents a modernization of

traditional enterprise networking architecture by leveraging a software-

defined networking (SDN) approach for campus/branch networking. SDA

offers automated configuration and deployment of enterprise networks

through policy-based management. It enables seamless mobility for wired

and wireless endpoints and, importantly, facilitates network and identity-

based segmentation.

Similar to ACI, SDA adopts a two-tiered segmentation approach. Firstly,

Virtual Networks (VNs) are employed to logically divide the physical

network into distinct segments, akin to Virtual Routing and Forwarding

(VRF) instances in ACI. This macro-segmentation allows for complete

routing isolation between traffic and devices in one VN compared to another.

Secondly, within each VN, finer control is achieved through the use of

Scalable Groups (SGs), equivalent to Endpoint Groups (EPGs) in ACI. These

SGs facilitate micro-segmentation by segmenting all endpoints on the campus

fabric into security groups.

Figure 4-13 illustrates the similarities between ACI and SDA constructs and

Figure 4-14 illustrates the similarities around VXLAN encapsulation for both
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ACI and SDA.

Figure 4-13 ACI <> SDA Constructs
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Figure 4-14 ACI <> SDA VXLAN Encapsulation

The integration between ACI and SDA offers several benefits. One

significant advantage is the ability to define and federate cross-domain

network and security policies across both domains. This is accomplished by

exchanging information between the controllers, including Scalable Group

Tags (SGTs) and Virtual Networks in SDA, and Endpoint Groups (EPGs)

and VRFs in ACI. This integration allows for seamless policy enforcement

and consistency between the two domains.

SDA-ACI: Group/Identity Automated Mapping Federation (Micro-
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Segmentation Use-Case)

This integration of SDA and ACI allows for the seamless sharing and

coordination of identity information between the two systems. Both ACI and

SDA utilize similar principles for implementing micro-segmentation, such as

security policies (contracts in ACI and SGACLs in SDA) and endpoint

groups (EPGs in ACI and SGTs in SDA). This exchange of identity

information empowers administrators to enforce consistent policies within

the ACI system by utilizing group information from SDA. Similarly, it

enables policy enforcement within the SDA system by utilizing group

information from ACI. As a result, end-to-end segmentation is possible,

allowing a specific group of users in the campus network to access only a

designated set of application workloads in the datacenter.

To enable this integration, Cisco Identity Service Engine (ISE) serves as the

policy element that facilitates the federation and normalization of group and

group-membership (group-to-IP mappings) between the two domains. To

establish the integration, the following requirements must be met:

 The SDA Controller (Catalyst Center) needs to subscribe as a client to

obtain SGTs from ISE through their PxGrid (Public Exchange Grid)

client/server relationship.

 SSL communication is required to support REST APIs between the ACI

Controller (APIC) and ISE. ISE acts as an API initiator and registers for ACI

attach/detach events (IP/EPG bindings) for internal ACI endpoints. Similarly,
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ISE also initiates APIs to notify APIC of new IP/SGT bindings for endpoints

sourced from SDA.

 SXP (Scalable Group Exchange Protocol) should be enabled on ISE to

learn and share IP to group mappings to and from ISE. While the

communication between ISE and APIC is handled by REST APIs rather than

SXP, ISE's SXP feature must be enabled and configured for ISE to register IP

to EPG mappings learned from APIC.

Figure 4-15 illustrates the federation between ACI and SDA controllers to

automate sharing of identity and group mapping information using ISE.
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Figure 4-15 ACI <> SDA Group/Identity Automated Mapping

In the initial phase of integration, the exchange of group and group-to-IP

information is limited to a single ACI Tenant (single VRF) within the ACI

fabric. The APIC can only send endpoint group (EPG) and EPG-to-IP

mappings for a single VRF/Tenant to SDA. Similarly, ISE can send scalable

group tag (SGT) and SGT-to-IP mappings to the APIC to only one L3Out on

a single VRF/Tenant. However, ongoing development in Cisco’s cross-

domain integration aims to enhance ISE to APIC group/identity mapping to

support multi-fabric and multi-tenancy capabilities. This will enable the

exchange of group and IP mappings for multiple VRFs and tenants within the

same or across multiple ACI fabrics.

Once communication is established between the two domains and the

exchange of group (SGTs/EPGs) and group-to-IP information occurs,

administrators can leverage the IP/Group binding information to enforce

policies. These policies can be enforced on the ACI Border Leafs, SDA

Border/Fusion Nodes, or even on a transit Firewall (FW) located between the

two domains.

When it comes to policy enforcement on the ACI side, the propagated SGTs

from ISE are translated into external EPGs (see Figure 4-16). After

completing the exchange of group and group-to-IP information, the ACI

administrator can enforce policies using contracts. These contracts include

the necessary port-protocol information to enable communication between
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the external EPGs associated with SDA endpoints and the internal EPGs for

endpoints within the ACI fabric in the datacenter.

Figure 4-16 Policy Applied on ACI Border

Due to the involvement of normal IP routing and forwarding between the

domains, ACI needs to classify traffic from SDA into the correct external

EPG. This explains why IP addresses are sent along with the group

information. The same process is applicable to SDA as well.
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Similarly, on ISE, the propagated EPGs are transformed into SGTs (see

Figure 4-17). The ISE administrator can create SGACLs to enforce policies

for the propagated EPGs and their corresponding SGTs obtained from ACI.

To implement and program these SGACL policies, protocols like

SXP/PxGrid can be utilized on a transit firewall or an SDA border node.

Figure 4-17 Policy Applied on Fusion Router/Firewall

Let's explore how the control plane interworking of this integration operates
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in a practical scenario. In most enterprise setups, multiple Virtual Networks

(VNs) are configured in SDA to achieve segmentation for user access.

Similarly, in the datacenter, workloads are distributed across multiple Virtual

Routing and Forwarding (VRF) instances to ensure logical separation and

segmentation of application workloads However, when it comes to

exchanging Group and Group membership information between the two

domains, enterprises must work around the constraint of a single VRF. To

overcome this limitation, many organizations deploy a fusion router/firewall.

This fusion device consolidates the VN networks learned from SDA into a

single VRF and utilizes that single VRF to exchange all SDA-learned routes

with ACI, and vice versa.

On the ACI side, there are two approaches that can be followed. The first

approach involves adhering to the limitations of a single L3Out, single VRF,

and a single tenant for all application workloads (see Figure 4-18).

Alternatively, a shared L3Out and shared VRF (within a common tenant OR

a user-defined shared tenant) can be used to learn the group and group

membership information through ISE (see Figure 4-19). Subsequently, inter-

VRF contracts can be utilized to enable route-leaking and policy enforcement

between the shared VRF and multiple internal datacenter VRFs that host the

application workloads.
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Figure 4-18 Single L3Out, Single VRF and Single Tenant on ACI
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Figure 4-19 Shared L3Out, Shared VRF and Shared Tenant on ACI

Each SGT on the SDA domain can map to an external EPG on the shared

L3Out. The administrator can define finer granular policies to allow for

communication between the external EPGs and the internal EPGs belonging

to the internal application VRFs.

SDA-ACI: VN to VRF Automated Mapping Federation (Macro
Segmentation Use-Case)

The Cisco Nexus Dashboard Orchestrator offers a feature called Automated

VN to VRF mapping for SDA ACI integration. This functionality enables the

automatic linking of campus Virtual Networks (VNs) to single or multi-

datacenter VRFs using IP handoff. This integration allows for macro-

segmentation across campus and data center domains, and also provides

cross-domain visibility for extended networks. It allows you to validate cross-

domain peering status and verify the reachability of campus networks from

the data center.

To facilitate this automated VN to VRF exchange, REST communication is

required between the Cisco Catalyst Center controller for the SDA domain in

need of extension, and the Nexus Dashboard Orchestrator (NDO) (see Figure

4-20). The integration involves several steps:

1. Onboarding Cisco Catalyst Center to NDO by providing the Catalyst

Center device IP and a user account with read-only privileges. NDO will then
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use REST APIs to retrieve the configuration of Virtual Networks (VNs) and

Border Node (BN) devices within the SDA domain controlled by Catalyst

Center.

2. Selecting Border Leafs (BLs) and their corresponding interfaces for

connectivity to the campus. Configuring IP pools and VLANs will allow for

automatic configuration of these interfaces. The connectivity between ACI

Border Leafs and SDA Border Nodes can be back-to-back or through an IP

network (IPN). In the case of back-to-back connectivity, NDO utilizes the IP

pools and VLANs reserved by the Catalyst Center for the IP handoff, and the

BGP remote ASN on the ACI BLs will match that of the SDA Border Leafs.

If the connectivity is through an IPN, NDO uses local IP pools and VLANs

for IP handoff to the IPN, and the BGP remote ASN on the ACI BLs must

match that of the IPN.

3. Selecting the VNs that need to be extended to the data center. NDO will

create a shadow VRF and shadow L3Out (with an external EPG) in ACI's

Common Tenant for each VN that needs extension. The NDO will then push

this configuration to the APIC (Application Policy Infrastructure Controller).

4. Defining network policies to control inter-VRF connectivity by mapping

the data center VRFs to the shadow VRFs created in the previous step. This

mapping establishes a consumer-provider relationship between the external

EPG associated with the shadow VRF/L3Out and the internal data center

VRFs, enabling communication for the extended VNs (see Figure 4-21 and
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Figure 4-22).

Figure 4-20 ACI <> SDA VN to VRF Automated Mapping Workflow
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Figure 4-21 Policy: VN to DC Internal VRF (M:N mapping)
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Figure 4-22 Policy: VN to DC Internal VRF (Granular Policies)

Note that if the ACI and SDA sites are directly connected, the connectivity

between the two domains, including the control plane and data plane, is

automatically configured. However, if the sites are connected using an IPN;
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NDO and Catalyst Center do not provision the IPN devices. Instead, NDO

can provide configurations that can be applied to the IPN nodes connected to

the ACI BLs and SDA BNs. It is also important to ensure that the IPN

devices support VRF-Lite for IPN connected sites.

SDA-ACI: VN to VRF Manual Mapping (Macro-Segmentation Use-
Case)

In this section, we will discuss various integration designs for manual VN to

VRF mapping to achieve end-to-end segmentation between the campus and

data center domains. There are three options to consider when extending

campus segments to the data center and vice versa:

1. Option one (see Figure 4-23) involves extending each Virtual Network

(VN) as an individual Virtual Routing and Forwarding (VRF) in the common

tenant on ACI. Network policies are then configured to enable route-leaking

and inter-VRF connectivity between the VRFs in the common tenant and the

data center VRFs. This option is similar to the automated VN to VRF

mapping provided by NDO. Whether there is direct connectivity between

ACI Border Leafs (BLs) and SDA Border Nodes (BNs), or connectivity is

established through an IP Network (IPN), multiple sub-interfaces are required

for each extended VN to stitch the VN to the VRF. This option is suitable

when campus VN routes need to be leaked across one or more data center

VRFs (M:N mapping) and the administrator wants to control route-leaking

and inter-VRF connectivity on ACI.
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Figure 4-23 ACI <> SDA VN to VRF Manual Mapping (Option1)

2. Option two (see Figure 4-24) involves extending each VN and connecting

it directly to the data center VRF. Similar to option one, multiple sub-

interfaces are required for VN to VRF stitching. This option provides a one-

to-one mapping of VN to VRFs and eliminates the need for route-leak and

Technet24

https://technet24.ir
https://technet24.ir


inter-VRF connectivity on ACI.

Figure 4-24 ACI <> SDA VN to VRF Manual Mapping (Option2)

3. Option three (see Figure 4-25) utilizes a fusion route/firewall to
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consolidate the VN networks learned from SDA into one VRF. IP handoff

between the VRF on the fusion router and the VRF on ACI requires a

dedicated sub-interface or physical interface. On the ACI side, you can either

use a single L3Out, single VRF, and a single tenant for all application

workloads, OR use a shared L3Out and shared VRF within the common

tenant or a user-defined shared tenant. In the latter case, inter-VRF contracts

are used to enable route-leaking and policy enforcement between the shared-

VRF and multiple internal data center VRFs hosting the application

workloads. This option aligns with the IP handoff design discussed for the

automated Group/Identity federation use-case, which involves micro-

segmentation.
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Figure 4-25 ACI <> SDA VN to VRF Manual Mapping (Option3.1)

Please note that on the ACI side, an alternative approach is to have the VRF

from the fusion router directly connect or peer with the internal data center

VRFs individually (see Figure 4-26). In this case, multiple sub-interfaces will

be necessary to establish the connection between the fusion VRF and each

internal VRF. This option is applicable when there is a requirement to

exchange all campus routes from all VNs with all or specific internal ACI
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VRFs, without utilizing route-leaking on the ACI platform.

Figure 4-26 ACI <> SDA VN to VRF Manual Mapping (Option3.2)

These integration designs provide flexibility in achieving end-to-end

segmentation between the campus and data center domains, allowing you to

choose the most suitable option based on your specific requirements.

Guidelines and Limitations around ACI SDA Integration
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While Cisco provides detailed documentation on guidelines and limitations

for ACI SDA integration, it is important to be aware of common

consideration and common pitfalls that may arise during implementation.

 It is important to note that using a shared VRF and shared L3Out for VN to

VRF mapping has multicast limitations. Layer 3 multicast routing is not

supported through a shared L3Out. Therefore, if there is a need for Layer 3

multicast routing for data center VRFs, associating them with the shared

L3Out will not work for multicast traffic.

 Inter-VRF route-leaking in the case of shared L3Outs requires the

following configuration:

 The BD subnet scope for the internal VRFs (VRFs hosting the application

workloads) should be set with “Shared between VRFs”

 The shared L3Out EPG subnet scope must be set with “Shared Route

Control Subnet” and “Shared Security Import Subnet”

 The contract scope for inter-VRF contract between the shared L3Out EPG

and the internal VRFs/EPGs should be set to a global scope.

 When implementing automated federation for identity/group, it is crucial to

refer to the ACI scalability guide to ensure that the number of external EPGs

(translated SGTs) supported per L3Out, and the number of /32 host mappings

supported per translated SGT are within the validated limits.
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 Similarly, for automated federation of VN to VRF, it is important to consult

the ACI scalability guide to verify the maximum number of Catalyst Center

devices/clusters that can be onboarded onto NDO, the number of VNs that

can be extended to the data center, and the maximum number of VRFs each

extended VN can be mapped to.

 In enterprise deployments, it is common to position the fusion

router/firewall in the data center near the ACI Border Leafs (BLs). This

approach allows for maintaining VN segmentation across WAN networks

and other branch/campus networks. The fusion router/firewall can then

collapse the segments in the data center using explicit policies to enforce

North-South policy enforcement for all campus to data center traffic and vice

versa.

ACI and SD-WAN Pairwise Integration

Cisco Software Defined WAN (SD-WAN) represents an evolution of

traditional intelligent WAN architecture by utilizing a software-defined

networking (SDN) approach for WAN overlay networking. This approach

involves decoupling control plane elements from data plane forwarding,

enabling centralized intelligence, network overlay automation, simplified

operations, and centralized provisioning, management, and troubleshooting.

Cisco SD-WAN's automated overlay is transport-independent, allowing for

the utilization of various transports in an active-active fashion to extend

WAN connectivity to data centers, branches, and the cloud. Throughout this
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extension, it maintains application awareness, enforces strict service-level

agreements (SLAs), ensures end-to-end network segmentation, and encrypts

enterprise transport data with strong security measures.

The integration of ACI and SD-WAN involves an API-driven federation

between the ACI controllers and SD-WAN controllers. This integration

enables the sharing of contextual data to identify application traffic and

endpoints within the data center. By utilizing these identifiers, application-

aware policies with stringent SLAs can be implemented in the WAN

environment.

Figure 4-27 illustrates the policy exchange between ACI controller (APIC)

and SD-WAN controller (Catalyst SD-WAN Manager), first the APIC makes

several API calls to Catalyst SD-WAN Manager to get VPN and SLA classes

from the WAN, and subsequently, the APIC will push DSCP to SLA

mapping and endpoint IP addresses for endpoints within the ACI fabric to

Catalyst SD-WAN Manager.
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Figure 4-27 APIC <> Catalyst SD-WAN Manager Policy Exchange

Currently, there are two types of ACI SD-WAN integration available (see

Figure 4-28). The first type involves connecting the data center (ACI) to the

branch using SD-WAN, and vice versa. This integration allows for seamless

communication and policy enforcement between the data center and branch

locations. The second type of integration is multi-site connectivity between

data centers (ACI to ACI) using SD-WAN. This type of integration facilitates

the establishment of secure and efficient communication between multiple

data center locations that are utilizing ACI.

By leveraging the integration between ACI and SD-WAN, organizations can

achieve enhanced application visibility, dynamic policy enforcement, and

optimized performance across their WAN infrastructure.
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Figure 4-28 SD-WAN Integration Options — Branch and Multi-Site

DC and Branch using SD-WAN

The integration referred to as "DC and Branch using SD-WAN" involves the

utilization of application-aware policies and application identifiers to

influence path selection within the SD-WAN network. This integration

impacts the routing of traffic between endpoints located in the data center and

the branch network.

There are two scenarios within this integration. In the first scenario, known as

"DC to Branch" (see Figure 4-29), predefined SLA policies and VPNs

configured in the SD-WAN controller (specificallyCatalyst SD-WAN
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Manager) are accessed by the APIC. The ACI administrator can then

associate ACI EPGs\Contracts with the SD-WAN SLA policy. Traffic

originating from the data center has its DSCP marking adjusted on the ACI

Border Leafs (BLs) based on the WAN SLA policy associated with the

source EPG. This path selection enforcement based on SLA policies is

applied to the SD-WAN Edge routers connected to the data center.

Throughout this chapter we use the term SD-WAN Edge routers to denote

any SD-WAN Edge router in general without differentiating between

Viptela-OS/IOS-XE routers.

Figure 4-29 SD-WAN Integration — DC to Branch

Similarly, in the second scenario, called "Branch to DC" (see Figure 4-30),
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the APIC sends application IP addresses representing application endpoints in

the data center toCatalyst SD-WAN Manager. These IP addresses are used by

Catalyst SD-WAN Manager to populate application-aware SLA policies.

These policies are then enforced on the SD-WAN Edge routers connected to

the branch networks. Traffic originating from the branch and destined for the

data center undergoes DSCP remarking on the branch SD-WAN Edge

routers, aligning with the WAN SLA policy associated with the application

IP addresses. The selection of paths based on SLA policies is imposed on the

SD-WAN Edge routers linked to the branch network.

Figure 4-30 SD-WAN Integration — Branch to DC

Figure 4-31 illustrates the configuration touchpoints on both APIC and

https://technet24.ir


Catalyst SD-WAN Manager to facilitate the integration.

Figure 4-31 SD-WAN Integration — DC and Branch — Configuration
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The configuration tasks (See Figure 4-32) for both scenarios are as follows:

1. Integrate Catalyst SD-WAN Manager as a partner integration within APIC

to enable the exchange of policy-plane information via API between APIC

and Catalyst SD-WAN Manager. APIC retrieves SLAs and VPNs from

Catalyst SD-WAN Manager.

2. Associate the WAN SD-WAN Edge with the partner integration,

specifically the DC Edge and Branch Edge, in Catalyst SD-WAN Manager.

3. Configure the ACI tenant to use the WAN SLA policy. This involves

associating the tenant VRF with the WAN VPN and assigning the WAN SLA

to a contract used by the WAN external EPG.

4. On the Catalyst SD-WAN Manager side, import SLA <> DSCP mapping

and SLA <> EPG IP prefix mapping for application workloads hosted on the

ACI fabric. Incorporate these into the Application Aware Policy and allocate

VPNs and SLAs to the branch and DC sites.

5. Activate the policy in Catalyst SD-WAN Manager, which is then pushed to

both Catalyst SD-WAN Controller and SD-WAN Edge routers in the

network to finalize the process.
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Figure 4-32 SD-WAN Integration — DC and Branch — Workflow

By following these configuration steps, organizations can effectively

implement the "DC and Branch using SD-WAN" integration; enabling

application-aware path selection and SLA enforcement between the data

center and branch networks.

Figure 4-33 illustrates the use of IP prefixes (/32) received from ACI to

match SD-WAN policies on the branch SD-WAN Edge routers.
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Figure 4-33 SD-WAN Integration — DC and Branch — Destination Prefix

Match

Multi-Site DC (ACI to ACI Intersite) connectivity using SD-WAN

The integration referred to as "multi-site DC (ACI to ACI) connectivity using

SD-WAN" is similar to the "DC and Branch using SD-WAN" integration.

Both integrations involve utilizing Catalyst SD-WAN Manager as a

partnering tool to gather VPN and SLA information and implementing DSCP
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to SLA mappings. However, the primary difference lies in the approach taken

for multi-site DC to DC traffic, where the integration with Catalyst SD-WAN

Manager is established through NDO (Nexus Dashboard Orchestrator)

instead of APIC (see Figure 4-34).

Figure 4-34 NDO <> Catalyst SD-WAN Manager Policy Exchange

NDO offers a centralized method to manage multi-site networks and is

essential for any integration that impacts path selection for ACI endpoints’

site-to-site connectivity in an ACI multi-site network.

Before discussing the specifics of integrating NDO with Catalyst SD-WAN

Manager, it is important to understand the inter-site QoS dynamics within an

ACI multi-site network. In a traditional ACI site, QoS levels for user and

control-plane traffic are configured on the APIC controller. However, when

expanding the data plane and policy plane to additional ACI sites, it becomes

necessary to have uniform per-hop QoS marking and queuing behavior across
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all sites. This consistency extends to the inter-site network responsible for

transit connectivity, enabling east-west traffic flow between sites.

To achieve this consistency, NDO provides administrators with the ability to

set up DSCP-to-COS mappings on the spines connected to the Inter-Site

Network (ISN) (see Figure 4-35). This ensures that cross-site traffic receives

treatment similar to internal site traffic. The spines can be configured to

adjust the outer DSCP field based on the internal VXLAN COS field when

traffic exits the site/fabric. Similarly, the VXLAN COS field can be set on the

spines based on the external DSCP received as traffic enters the site/fabric.

Figure 4-35 ACI Multi-Site — InterSite QOS Behavior

The configuration tasks for this integration are as follows (see Figure 4-36):

1. Integrate Catalyst SD-WAN Manager as a partner within NDO to enable

the exchange of policy-plane information via API between NDO and Catalyst
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SD-WAN Manager. NDO retrieves SLAs and VPNs from Catalyst SD-WAN

Manager.

2. Configure NDO with comprehensive Global DSCP to COS policies, here

the NDO administrator will configure and map individual DSCP values to the

QoS levels for the Global DSCP to COS policies.

3. On the NDO, you will also assign the QoS levels defined in the previous

step to the inter-site EPG traffic. QoS levels can be chosen from a contract or

at the EPG level, covering all inter-site traffic related to that specific EPG.

The prioritization sequence for QoS Level selection is as follows: contract

QoS level takes precedence over source EPG QoS level, which takes

precedence over default QoS level.

4. On the Catalyst SD-WAN Manager side, import the SLA <> DSCP

mapping provided by NDO and integrate them into the Application Aware

Policy. Assign the appropriate VPNs and SLAs to the respective DC sites.

5. Activate the policy in Catalyst SD-WAN Manager, which will be

propagated to both Catalyst SD-WAN Controller and SD-WAN Edge routers

within the network to finalize the process.
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Figure 4-36 SD-WAN Integration — Multi-Site — Configuration

By following these configuration steps, organizations can effectively

implement the "multi-site DC (ACI to ACI) connectivity using SD-WAN"

integration, ensuring consistent QoS policies and SLA enforcement across an

ACI multi-site network.

Guidelines and Limitations around ACI SD-WAN Integration
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While Cisco offers comprehensive documentation with guidelines and

limitations for ACI SD-WAN integration, it is important to be aware of

common consideration and common pitfalls that may arise during

implementation.

 In the DC and Branch use-case, for DC to WAN traffic, SLA matching is

based solely on DSCP values. For Branch to WAN traffic, SLA matching is

done using destination IP prefixes.

 When associating the WAN SLA policy to the EPG <> L3Out contract on

APIC in the DC and Branch use-case, ensure that the QOS priority for the

contract is set to a value other than Unspecified. The WAN SLA policies will

not function correctly if the QOS Priority is set to Unspecified.

 In the DC to DC (inter-site using ISN) use-case, SLA matching is only

performed based on DSCP values.

 SLA class names are predefined and cannot be modified.

 DSCP to SLA mappings are automatically configured and cannot be

modified.

 Jitter, Delay, and Loss values can be adjusted through Catalyst SD-WAN

Manager. However, when accessed via APIC or NDO, these values are read-

only.
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 Currently, the ACI <> SD-WAN integration supports a maximum of four

SLA classes.

 Each SD-WAN Edge routers can only be linked to a single partner

integration.

 Policy implementation always occurs from the service VPN to the WAN

direction.

ACI and MPLS/SR-MPLS Pairwise Integration

Unlike other ACI integrations mentioned in the book, the MPLS/SR-MPLS

(Segment Routing — MPLS) pairwise integration with ACI offers the ability

to use the same transport for all L3Outs as the MPLS-based WAN network.

This integration extends the transport to ACI, providing several advantages:

1. It allows an enterprise or service provider to extend label distribution from

the MPLS Core to the ACI Border Leafs (BLs) using a single control and

data plane session, instead of separate sessions per VRF. This unified

MPLS/SR-MPLS transport from ACI to the SP Core addresses scalability

challenges typically associated with VRF-Lite solutions.

2. It enables traffic engineering capabilities to steer traffic to and from ACI

based on parameters such as color, latency, link congestion, IGP metric, etc.,

using features like Segment Routing Traffic Engineering (SR-TE) in the SP

Core.
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Figure 4-37 illustrates connectivity using VRF-Lite handoff between ACI BL

and DC-PE. In this case, per-VRF interfaces and routing protocol sessions are

established between the BLs and DC-PE. Automation and scalability of VRF-

Lite are the main challenges in this setup.

Figure 4-37 ACI to DC-PE Handoff using VRF-Lite

However, Figure 4-38 demonstrates the same connectivity using SR-MPLS

handoff and unified MPLS/SR transport between the BLs and DC-PE. In this

scenario, BGP Label Unicast (BGP-LU) is used for underlay label (transport-
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label) exchange between the two domains, along with BGP EVPN peering to

carry prefixes per VRF, MPLS labels per VRF, and color community. With a

single control plane and data plane session instead of per-VRF sessions,

automation and scalability challenges faced in the VRF-Lite solution are

eliminated.

Figure 4-38 ACI to DC-PE Handoff using MPLS/SR-MPLS

By leveraging the MPLS/SR-MPLS pairwise integration with ACI,

organizations can benefit from a unified transport approach and utilize traffic
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engineering capabilities for efficient and scalable connectivity between ACI

and the MPLS-based WAN network.

Traditional MPLS networks group packets with similar characteristics using

Forward Equivalence Class (FEC), forwarding them with MPLS labels and

the Label Distribution Protocol (LDP). In contrast, MPLS-SR simplifies

MPLS by allowing the source to choose a path through source-based routing.

Segment identifiers (SIDs) from a centralized Path Computation Element

(PCE) are added to the packet header as an ordered list of segments, guiding

the path to the destination. Each node in the path follows the encoded

instructions in the header.

With MPLS-SR, each node is assigned a Node Segment ID (SID) from the

global SR Global Block (SRGB). The IGP (OSPF/ISIS) or BGP signals the

assigned SIDs within the SR domain, enabling each node to have a shortest

path to every other node in its MPLS table. The PCE computes the shortest

path for the destination prefix and translates it into a list of segments (SIDs)

added to the ingress packet. As the packet traverses the network, each node

pops the resulting label from the stack until it reaches the destination.

MPLS-SR can be enhanced further with the Flexible Algorithm (Flex Algo),

which allows the inclusion of additional segments with different properties,

such as low latency or dual-plane, in the end-to-end path computation. Each

router maintains additional properties like latency for its links and floods this

information into the IGP. A new SID tied to the latency TE property is
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configured on each router. These properties enable the provisioning of

dynamic constrained paths considering link latency or application constraints,

offering flexibility to automatically steer application traffic based on

operator-defined logic.

When integrating ACI with MPLS/MPLS-SR, two options are available. The

first option (see Figure 4-39) is to use BGP color communities to advertise

ACI fabric prefixes and define SR-TE/Flex Algo paths in the transport

network based on these color communities. The second option (see Figure 4-

40) is to use prefixes advertised from the ACI fabric on the DC-PE to define

SR paths in the transport. It is generally recommended to utilize color

communities where supported to simplify configuration by reducing the need

to match prefixes on the DC-PEs.
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Figure 4-39 SR-TE in transport using color communities
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Figure 4-40 SR-TE in transport using destination prefixes

In addition to color communities and destination prefixes, packets sourced

from the ACI fabric can be marked with DSCP values using EPG, contract,

and L3Out QoS policies (see Figure 4-41 and Figure 4-42). These DSCP

values can be remarked on the egress, specifically the ACI Border Leafs

(BLs), with EXP values based on the original DSCP markings in the packet

header. The transport network can perform QoS based on the DSCP/EXP

markings from the data center (DC), or the DC-PE can use the DSCP/EXP

markings from the DC to define SR-TE/Flex Algo paths in the transport.
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Figure 4-41 DC and Transport QOS using MPLS/SR-MPLS
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Figure 4-42 SR-TE in transport using QOS

Here is a list of important considerations for the control plane integration

between ACI Border Leafs (BLs) and MPLS/SR-MPLS DC-PEs:

1. The MPLS/SR-MPLS handoff is achieved using BGP Label Unicast

(BGP-LU) sessions between the front panel port of ACI BLs and the first-hop

router. These sessions enable the exchange of transport loopback prefixes and

the corresponding transport labels. No additional IGP configuration is

required for transport label exchange when using BGP-LU.

2. Alongside BGP-LU sessions, a BGP EVPN session is established between
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the loopback addresses of ACI BLs and DC-PE routers. These EVPN

sessions facilitate the exchange of VPN prefixes, labels, and BGP

communities.

3. Both BGP-LU and EVPN sessions must be configured as external BGP

(eBGP) sessions. Internal BGP (iBGP) is not supported in the current ACI

software releases. If sessions need to be established between peers with the

same AS number, the BGPs “allowas-in” and “as-override” features can be

utilized.

4. The shared underlay MPLS/SR-MPLS L3Out is created in the Infra Tenant

for both BGP-LU and EVPN sessions. Additionally, tenant-specific

MPLS/SR-MPLS L3Outs are created within their respective tenants that

require the L3Out functionality. The shared Infra L3Out should be associated

with the Tenant L3Outs.

5. MPLS/SR-MPLS handoff requires three distinct loopback addresses:

a. Router ID: This is automatically assigned and corresponds to the RID in

the overlay-1 VRF. Changing this RID can cause route flapping or outages.

b. BGP EVPN Loopback: Used for establishing the eBGP single-hop/multi-

hop session with the DC-PE router.

c. MPLS transport Loopback: Serves as the next hop for the Bridge Domain

(BD) prefixes when advertised to the DC-PE router.
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Note:

It is recommended to use the same loopbacks for both BGP

EVPN and MPLS transport whenever possible.

6. Due to the reliance on BGP, minimizing convergence time during link

failures is crucial. Therefore, it is highly recommended to use Bidirectional

Forwarding Detection (BFD) for both BGP-LU and BGP-EVPN sessions.

7. Each VRF within a tenant that needs to be advertised to the MPLS/SR-

MPLS transport requires its respective VRF L3Out to be associated with the

Infra L3Out. Import and Export route-maps can be configured on the VRF

L3Out to apply route-policies based on prefixes and/or BGP communities,

advertise prefixes into the MPLS/SR-MPLS network, and filter prefixes from

the MPLS/SR-MPLS network. For prefixes learned from the MPLS/SR-

MPLS transport, External EPGs with configured subnets should be created

under the VRF L3Out. The External EPG can then be associated with Internal

EPGs using contracts to enable communication with endpoints within the

ACI fabric and, in some cases, allow the leakage of externally learned

subnets between ACI VRFs (see Figure 4-43 and Figure 4-44).
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Figure 4-43 Control Plane for MPLS/SR-MPLS
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Figure 4-44 Inbound and Outbound Route-Map for User L3Out

At the time of writing this book, there are three different methods available to

connect ACI MPLS/SR-MPLS based L3Outs to the MPLS/SR-MPLS

domain:

1. Directly connected ACI-BL and DC-PE

Figure 4-45 illustrates the connectivity between ACI-BL and DC-PE for

MPLS/SR-MPLS handoff. In terms of the control plane, both the ACI-BLs

and the DC-PEs advertise an aggregate label for the VRF using the BGP-

EVPN address family. Additionally, both the ACI-BLs and the DC-PEs use
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BGP-LU to advertise an implicit-null label for the transport loopbacks since

they are directly connected.

Figure 4-45 Directly Connected ACI-BL and DC-PE

Figures 4-46 and 4-47 illustrate the data-plane communication between ACI-

BL and DC-PE for MPLS/SR-MPLS handoff.
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Figure 4-46 Packet walk for data-plane connectivity from BL to PE
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Figure 4-47 Packet walk for data-plane connectivity from PE to BL

In the data-plane, the process is as follows:

1. The source leaf encapsulates the packet from the source ACI endpoint into

a VXLAN header and forwards it to the ACI BLs.

2. The ACI-BLs de-encapsulate the VXLAN header and encapsulate the

packet towards MPLS/SR-MPLS with the inner (aggregate) VRF label (BGP

EVPN label). The outer label is not used due to the implicit null label

exchange between the directly connected ACI BLs and DC-PEs.

3. The DC-PEs de-encapsulate the packets coming from the ACI-BLs and

further encapsulate them with a VPNv4 inner label and MPLS transport outer
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label based on prefix/color for the destination.

In the reverse direction:

1. The DC-PEs receive MPLS/SR-MPLS packets with the MPLS transport

label (outer label) and a VPNv4 (inner label) from the SP core network.

2. The DC-PEs send the SR-MPLS packet to the ACI-BLs with the inner

aggregate VRF label (BGP EVPN label). Once again, no outer label is used

as the DC-PEs and ACI-BLs are directly connected and utilize the implicit

null label.

3. The ACI-BLs de-encapsulate the MPLS/SR-MPLS packet and encapsulate

it into the VXLAN header within the ACI fabric.

2. MPLS LDP network between ACI-BL and DC-PE

Figure 4-48 illustrates the connectivity between ACI-BLs and DC-PEs for

MPLS/SR-MPLS handoff when the two domains are interconnected through

a transit MPLS LDP network. From a control-plane perspective, both the

ACI-BLs and DC-PEs advertise an aggregate label for the VRF prefix using

the BGP-EVPN address-family. For the transport label, BGP-LU advertises

an implicit-null label for the transport loopbacks of the ACI-BLs towards the

first-hop DC-P routers. The DC-P routers are configured to use LDP for label

exchange with the DC-PEs. Consequently, the DC-P routers generate an LDP

label for the ACI transport loopbacks and exchange it with the DC-PEs. To
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facilitate label exchange for ACI transport loopbacks, the next-hop DC-P

redistributes the ACI transport loopback prefixes (/32s) from BGP-LU to the

IGP protocol running towards the DC-PE.

Figure 4-48 Label exchange using MPLS-LDP as transit (BL to PE)

In the reverse direction, the same principles apply (see Figure 4-49). The DC-

PEs advertise a transport label for the transport loopback to their next-hop

routers (DC-Ps) using LDP. The DC-Ps, in turn, use BGP-LU to generate a

BGP-LU label and advertise the DC-PEs' transport label further down to the

ACI-BLs. The DC-Ps also redistribute the DC-PE transport loopback prefixes
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(/32s) from IGP to BGP-LU.

Figure 4-49 Label exchange using MPLS-LDP as transit (PE to BL)

Figures 4-50 and 4-51 illustrate the data-plane communication between ACI-

BLs and DC-PEs through a transit MPLS LDP network.
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Figure 4-50 Packet walk for data-plane connectivity from BL to PE
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Figure 4-51 Packet walk for data-plane connectivity from PE to BL

In the data-plane, the process is as follows:

1. The source leaf encapsulates the packet from the source ACI endpoint into

a VXLAN header and forwards it to the ACI-BLs.

2. The ACI-BLs de-encapsulate the VXLAN header and encapsulate the

packet towards MPLS/SR-MPLS with the inner (aggregate) VRF label

(EVPN label). The outer label used will be the transport label learned for the

DC-PEs, which is obtained from the DC-P routers using BGP-LU.
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3. The DC-Ps look up the outer label and swap it with the LDP-learned label

for the DC-PE (the outer LDP label can be an implicit null if the DC-PE is

directly attached to the DC-P).

4. The DC-PEs de-encapsulate the packets coming from the DC-Ps and

further encapsulate them with a VPNv4 inner label and MPLS transport outer

label based on prefix/color for the destination.

In the reverse direction:

1. The DC-PEs receive the MPLS/SR-MPLS packets with the MPLS

transport label (outer label) and a VPNv4 (inner label) from the SP core

network.

2. The DC-PEs send the SR-MPLS packet to the DC-Ps with the inner

aggregate VRF label (EVPN label). The outer label used will be the transport

label for the ACI-BLs, learned from the DC-Ps router using LDP.

3. The DC-Ps look up the outer label and swap it with the BGP-LU learned

label for the ACI-BLs.

4. The ACI-BLs de-encapsulate the MPLS/SR-MPLS packet and encapsulate

it into the VXLAN header within the ACI fabric.

3. MPLS SR network between ACI-BL and DC-PE

Figure 4-52 showcases the connectivity between ACI-BL and DC-PE for
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MPLS/SR-MPLS handoff when the two domains are interconnected through

a transit MPLS SR network. As mentioned earlier, within the SR domain,

each node is assigned a label known as a Node Segment ID (SID) from a

global block called SR Global Block - SRGB. These assigned labels (SID)

are then signaled to other nodes within the SR domain through either IGP

(OSPF/ISIS) or BGP. In this setup, the ACI-BLs advertise an aggregate label

for the VRF prefix using BGP-EVPN. However, for the transport label, BGP-

LU from the ACI-BLs also advertises a label index in addition to the implicit-

null label for the ACI transport loopbacks to the DC-P nodes.

Figure 4-52 Label exchange using MPLS-SR as transit (BL to PE)

When the DC-P routers receive the label index from the ACI-BLs, they use it

to generate a new label where the new label = SRGB + label index received.
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This new label becomes the SID for the ACI-BLs and is advertised to the

DC-PEs using IGP-SR. Additionally, the DC-P routers redistribute the ACI

transport loopback prefix (/32) from BGP-LU to the IGP-SR protocol

running towards the DC-PEs.

In the reverse path (see Figure 4-53), the DC-PEs will announce a transport

label for the transport loopback to their next-hop router (DC-P) using SR-

IGP. Subsequently, the DC-P router will utilize BGP-LU to generate a BGP-

LU label and advertise the DC-PE transport label further downstream to the

ACI BLs. Furthermore, the DC-P router will redistribute the DC-PE transport

loopback (/32) from IGP-SR to BGP-LU.

Figure 4-53 Label exchange using MPLS-SR as transit (PE to BL)
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Figures 4-54 and 4-55 illustrate the data-plane communication between ACI-

BL and DC-PE through a transit MPLS SR network.

Figure 4-54 Packet walk for data-plane connectivity from BL to PE
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Figure 4-55 Packet walk for data-plane connectivity from PE to BL

In the data-plane, the process is as follows:

1. The source leaf encapsulates the packet from the source ACI endpoint into

a VXLAN header and forwards it to the ACI-BLs.

2. The ACI-BLs de-encapsulate the VXLAN header and encapsulate the

packet towards MPLS/SR-MPLS with the inner (aggregate) VRF label

(EVPN label). The outer label used will be the transport label learned for the

DC-PEs, obtained from the DC-P router using BGP-LU.
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3. The DC-P looks up the outer label and swaps it with the IGP-SR learned

label for the DC-PE (the outer IGP-SR label can be an implicit null if the DC-

PE is directly attached to the DC-P).

4. The DC-PEs de-encapsulate the packets coming from the DC-P and further

encapsulate them with a VPNv4 inner label and MPLS transport outer label

based on prefix/color for the destination.

In the reverse direction:

1. The DC-PEs receive the MPLS/SR-MPLS packets with the MPLS

transport label (outer label) and a VPNv4 (inner label) from the SP core

network.

2. The DC-PEs send the SR-MPLS packet to the DC-Ps with the inner

aggregate VRF label (EVPN label). The outer label used will be the transport

label for the ACI BLs, learned from the DC-P routers using IGP-SR.

3. The DC-Ps look up the outer label and swap it with the BGP-LU learned

label for the ACI BLs.

4. ACI-BLs de-encapsulate the MPLS/SR-MPLS packet and encapsulate it to

the VXLAN header in the ACI fabric.

Guidelines and Limitations around ACI MPLS/SR-MPLS Integration

While Cisco provides comprehensive documentation that outlines guidelines
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and limitations for ACI SR-MPLS integration, here are some important

points to consider:

 It is recommended to configure the same SRGB (Segment Routing Global

Block) for all nodes within the SR domain. The default SRGB range in ACI

is 16000 to 23999, but it can be user-configurable with a minimum of 16000

and a maximum of 471804.

 ACI always advertises an implicit null for underlay transport loopback

prefixes (/32s). However, for the EVPN VRF aggregate label, a different

range of 948576 to 1068576 is used, which is separate from the SRGB range.

 By default, the inbound route-policy on the VRF L3Out accepts all

prefixes, but the outbound route-policy does not advertise any prefixes. It is

crucial to configure an explicit outbound route-policy to match prefixes and

BGP communities for advertisement to the MPLS/SR-MPLS network.

 The base Infra L3Out in ACI is automatically configured with route-

policies to allow inbound prefixes of IPv4 unicast and IPv4 labeled unicast

address families for learning EVPN control plane and transport loopbacks

from the MPLS/MPLS-SR network. Outbound route-policies are also

automatically configured to advertise EVPN control-plane loopbacks and

transport loopbacks for the ACI BLs.

 BGP sessions for both BGP-LU and EVPN must be external BGP (eBGP)

sessions. Internal BGP (iBGP) is not supported. It is recommended to use
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BFD (Bidirectional Forwarding Detection) for all eBGP peers (BGP-LU and

BGP EVPN) to ensure fast failure detection during link outages.

 By default, incoming MPLS traffic on ACI-BLs is classified into QoS level

3, retaining the original DSCP values without any remarking. Similarly, the

ACI-BLs do not change the original DSCP values of tenant traffic from ACI

source endpoints when forwarding it to the MPLS/MPLS-SR network.

Custom SR-MPLS QoS policies and/or contracts can be configured to change

this behavior and map incoming MPLS EXP to COS/DSCP values or

predefined QoS levels within the fabric.

 Redundant paths between ACI-BLs and DC-PEs should be used for faster

convergence.

 In ACI multi-site, multi-pod deployments with MPLS/SR-MPLS

integration, it is recommended to configure each site/pod with a different

VRF and a different MPLS/SR-MPLS Infra (base) L3Out. This allows for

SR-MPLS WAN utilization for east-west communication between sites/pods

instead of relying on the direct IP network between the spines in each fabric.

ACI and Public Cloud Integration

The reality for most enterprises now is the adoption of hybrid cloud, with

workloads spread across on-premises, edge, and public clouds. However,

ensuring smooth operations of hybrid cloud applications across these

distributed environments comes with challenges in meeting location-
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dependent requirements such as low latency, regional data compliance, and

resiliency. Additionally, maintaining consistent communication and security

policies across different platforms adds complexity to the equation. Without

proper support from interconnecting software, achieving availability and

compliance becomes a difficult task.

To address these challenges, Cisco Nexus Dashboard Orchestrator (NDO)

and Cisco Cloud Network Controller (CNC) come into play. They provide

the necessary interconnection, as well as abstraction and normalization,

enabling enterprises to maintain a consistent security and policy posture

across all cloud environments. This helps reduce the learning curve

associated with public cloud environments.

Figure 4-56 provides a high-level mapping of the Cisco CNC policy model to

native constructs found in public clouds.
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Figure 4-56 Mapping of ACI Policy Model to Cloud Native Constructs

When extending the Cisco ACI fabric to the public cloud, Cisco NDO plays a

crucial role as the centralized policy distribution component. It allows you to

define the network and security policies for your hybrid-cloud applications in

a programmatic manner. These defined requirements are then transmitted to

the on-premise controller (Cisco APIC) and the Cloud APIC controller

(Cisco CNC). The Cisco APIC controllers running on-premises receive the

policies from NDO, render them, and enforce them locally.

However, there is a slight difference with Cisco CNC due to the fact that

public cloud vendors do not natively speak ACI. Therefore, NDO policies
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need to be translated into cloud-native policy constructs based on the

mapping defined in the previous diagram. These translated policies are then

applied to the respective public cloud instances. In this case, Cisco CNC

plays a crucial role as it provides the policy translation and programming

functionalities for the cloud environment. It ensures automated connectivity

for workloads in the public cloud by translating all policies received from

NDO and programming them into cloud-native constructs/resources such as

VPC (Virtual Private Cloud), security groups, security group rules, and more

using the cloud-native policy APIs.

Figure 4-57 illustrates the Cisco Cloud ACI operational model using NDO

and CNC.
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Figure 4-57 Cisco Cloud ACI Operational Model

Cisco NDO serves as the centralized policy distribution element responsible

for site registration of both on-premises Cisco ACI data center sites and cloud

sites. It automates the creation of overlay connectivity between all sites,

including on-premises and cloud, while acting as the unified console for

inter-site policies. When defining inter-site policies for private and public

cloud, NDO has the ability to selectively distribute policies based on

application requirements. For example, if a hybrid cloud application requires

the web-tier to be deployed in the public cloud while keeping the app and

https://technet24.ir


database tier on-premises, NDO can distribute policies only to the relevant

sites.

Cisco NDO can be deployed either on-premises (running on K8S Service

Engine Platform) or on the public cloud. On the other hand, Cisco CNC is a

micro-services-based software deployment that runs natively on supported

public cloud platforms.

It's worth noting that while the most common approach is to use NDO to

define network and security policies and distribute them to CNC, you also

have the option to define these policies directly on the CNC for the cloud site.

Both NDO and CNC automate the configuration of various network-related

elements across different cloud platforms to establish underlay and overlay

connectivity between sites in a hybrid cloud environment. Examples of these

elements include Virtual Private Clouds (VPCs), CIDRs, subnets, Transit

Gateway (TGWs), TGW peering, Security Groups, Security Group rules,

Application Load Balancers (ALBs), route tables in AWS, as well as Virtual

Networks (VNets), CIDRs, subnets, VNet peering, Network Security Groups,

Application Security Groups, Azure Application Gateway, Network Load

Balancers, route tables in Azure. Additionally, Cisco Cloud Routers are also

supported in the configuration automation process.

Underlay and Overlay Intersite Connectivity

The on-premises Cisco ACI sites and the ACI cloud site in the public cloud
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are connected through an underlay IP network. This underlay IP network can

utilize either the public internet or private connections such as AWS Direct

Connect (DX) for AWS or Azure Express Route (ER) for Microsoft Azure.

The main purpose of the underlay IP network is to provide the necessary IP

reachability for the communication of the overlay control plane and data

plane between these sites.

Figure 4-58 and Figure 4-59 illustrates the connection setup between the on-

premises site and the ACI cloud site for AWS and Azure respectively.

Figure 4-58 Underlay, Overlay connectivity between on-premises and Cloud
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Site — AWS

Figure 4-59 Underlay, Overlay connectivity between on-premises and Cloud

Site — Azure

For the foundational network's IP underlay connectivity, OSPF is utilized.

OSPF is used between the on-premises ACI Spines and the on-premises

routers via the ACI inter-site network. Similarly, OSPF is used between the

on-premises routers and the Cisco Cloud routers through the underlying IP

network. This underlying IP network can be either the public internet or

private pathways.
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In cases where internet connectivity is used, an IPsec tunnel is established

between the on-premises routers and the Cisco Cloud routers. This tunnel

allows for OSPF peering through the IPsec connections. However, if private

connectivity like AWS DX or Azure ER is employed, IPsec may not be

required. In such cases, AWS DX or Azure ER will establish eBGP peering

with the on-premises routers, and NDO will configure static routes on the

Cisco Cloud routers instead of OSPF.

The overlay network connecting the on-premises ACI sites and the cloud

sites utilizes BGP EVPN as its control plane, with VXLAN encapsulation

and tunneling for the data plane. VXLAN plays a critical role in identifying

the appropriate routing domain when extending a VRF across an on-premises

Cisco ACI fabric and various cloud platforms. Tenant host routes and prefix

routes are shared between these sites using BGP EVPN route types: type-2

for hosts and type-5 for prefixes. The establishment of overlay network

connectivity, including Multi-Protocol (MP-BGP) EVPN peering between

the ACI Spines and the Cisco Cloud routers, whether with or without IPSEC

tunnels, is streamlined and automated through NDO.

Traffic Flows

From an AWS perspective:

Before ACI release 5.0, CNC utilized a transit Virtual Private Clouds (VPC)

with VPN overlay approach to establish multi-VPC connectivity. In this

setup, the Infra VPC served as the central transit hub, while the User VPCs
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acted as spokes (see Figure 4-60). VPN tunnels were established between the

Virtual Private Gateways (VGWs) in the User VPCs and the Cisco Cloud

routers in the Infra VPC. However, this design had complexities and

performance limitations. Bandwidth was limited to 1.25 Gbps per VPC

tunnel, and VGW did not support Equal-Cost Multipath (ECMP) routing.

In this configuration, a complete mesh of IPsec tunnels is established, with

each VGW forming connections with every Cisco Cloud router. Additionally,

each Cisco Cloud router establishes IPSEC tunnels with other Cisco Cloud

routers in different regions over the public internet. These tunnels encapsulate

BGP EVPN peering for control plane communication and VXLAN tunnels

for data plane transit, ensuring secure communication between sites.
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Figure 4-60 IPSEC Tunnels with VGW

Starting from release 5.0, CNC introduced support for AWS Transit Gateway

(TGW) to simplify multi-VPC connectivity. This shift provides a more

straightforward setup with enhanced bandwidth capabilities. TGW acts as the

transit hub, while both the Infra VPC and User VPCs connect as spokes to the

central hub (see Figure 4-61). TGW facilitates routing between VPCs within

and across AWS regions using the AWS backbone.
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Unlike VGW peering that uses BGP, TGW forwards packets based on static

routes. When both TGW and VGW are present, TGW typically takes

precedence due to lower Administrative Distance (AD) associated with static

routing. During initial setup, multiple TGWs are not required. The same

TGW can be used by the infrastructure to serve all other AWS tenants in the

same region.

Cloud ACI leverages AWS TGW to provision cloud-native network

infrastructure for various scenarios, including regional multi-VPC

connectivity, inter-region network connectivity, and connectivity between

AWS cloud sites and on-premises sites or other cloud sites.
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Figure 4-61 AWS Transit Gateway (TGW)

The responsibility of configuring route tables and routes lies with the CNC

for both the Transit Gateway (TGW) and individual Virtual Private Clouds

(VPCs). Specifically, for each tenant, the CNC creates a dedicated TGW

route table within the TGW. Within each User VPC, the CNC establishes an

ingress route table and an egress route table that includes all the subnets
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within that particular VPC (see Figure 4-62).

Figure 4-62 Route Table Structure

The TGW route table designated for a User's tenant disseminates all

associated VPC CIDR routes to the tenant's route table. These routes include

the respective VPC attachments as their next-hop targets (see Figure 4-63). If

the User's tenant is interconnected with another site, whether it's a cloud

environment or an on-prem network, via both TGW and locally-deployed
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Cisco Cloud routers, a 0.0.0.0/0 route is included in the tenant's table. This

route is configured with the Infra VPC TGW attachment as the next-hop

target.
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Figure 4-63 TGW Route Table for User Tenants

Additionally, the TGW programs all VPC CIDR routes of User tenants into

its route table for the Infra tenant. These routes are configured with the

respective VPC attachments as their next-hop targets (see Figure 4-64).

Traffic originating from other sites, whether in the cloud or on-prem, utilizes

this route table to reach their intended destinations within the User VPCs. If

the region is interconnected with another site, whether in the cloud or on-

prem, via TGW and locally deployed Cisco Cloud routers, a static 0.0.0.0/0

route is added to the Infra tenant's route table. This route is configured with

the Elastic Network Interface (ENI) of the Cisco Cloud routers in the Infra

VPC as the designated next-hop target.
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Figure 4-64 TGW Route Table for Infra Tenant

Regarding route programming in the User VPCs (see Figure 4-65), the
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ingress route table within a User VPC includes a local route entry for its own

VPC CIDR. However, in the egress route table of the User VPC, in addition

to the local route for its own VPC CIDR, the following routes are configured:

 If the VPC needs to communicate with other VPCs, remote VPC CIDR

routes are established with one of the TGWs designated as the next-hop

target.

 If the VPC needs to communicate with VPCs located on other sites,

whether in the cloud or on-premises, remote site prefix routes are set up with

one of the TGWs as the next-hop target.

 If the applications within the VPC utilize the Internet Gateway (IGW) for

internet access, implying that one or more application network profiles within

the VPC have external EPGs (Endpoint Groups) configured for internet

connectivity, a 0.0.0.0/0 route is programmed with the VPC's IGW as the

designated next-hop target.
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Figure 4-65 Route Programming in User VPCs
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From an Azure perspective:

Before the release of ACI version 5.0, CNC utilized the Infra Virtual

Network (VNet) using a VPN overlay approach to establish multi-VNet

connectivity, like AWS, in this setup, the Infra VNet operated as the central

transit hub, while the User VNets functioned as the spokes. VPN tunnels

were established between the Virtual Network Gateways (VNGs) within the

User VNets and the Cisco Cloud routers situated in the Infra VNet. However,

it's important to emphasize that the VNGs offered limited bandwidth, making

them suitable primarily for situations requiring encryption, but where

bandwidth and latency restrictions were acceptable.

Additionally, like AWS, a comprehensive network of IPsec tunnels was set

up, with each Virtual Network Gateway (VNG) establishing connections to

every Cisco Cloud router (see Figure 4-66). Moreover, each Cisco Cloud

router initiated IPSec tunnels with the Cisco Cloud routers situated in other

regions over public internet. Within these tunnels, the BGP EVPN peering for

control plane communication and the VXLAN tunnels for data plane transit

were encapsulated, thereby ensuring secure communication between these

different sites.
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Figure 4-66 IPSEC Tunnels with VNG

Starting from the release of 5.0, the solution introduced VNet peering to

enable multi-VNet connectivity. VNet Peering offers a high-performance and

low-latency connection, which is especially valuable for scenarios like cross-

region data replication and database failover. Organizations with strict data

policies prefer VNet Peering because it keeps all traffic within the Microsoft

backbone, ensuring private and secure connections without relying on public
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internet gateways. This results in minimal latency.

In VNet peering (see Figure 4-67), the CNC still utilizes the Infra VNet as the

central transit hub and the User VNets as spokes. However, this approach

allows seamless connection of Azure VNets without needing a full mesh of

VPN tunnels. Once peered, the VNets appear as a single entity for

connectivity purposes. Traffic between endpoints in the peered VNets is

routed through the Microsoft infrastructure, similar to traffic within the same

VNet. Importantly, this communication occurs through private addresses,

avoiding any routing through the public internet. VNet peering can take two

forms: Local peering within the same region or Global peering across

different regions. When a prefix is reachable via both Local and Global VNet

peering, the Local VNet takes precedence due to its lower cost.

CNC also automatically provisions the Azure Load Balancer (ALB) in the

Infra VNet, alongside the Cisco Cloud routers. It also configures User

Defined Routes (UDRs) within User VNets to establish network connectivity

within the cloud sites. Communication between User VNets and between a

User VNet and an on-premises site is facilitated through the Cisco Cloud

routers via the Azure Load Balancer located in the Infra VNet, guided by the

UDRs configured within the User VNet.

The Azure Load Balancer plays a crucial role in balancing connections to the

Cisco Cloud routers. Intra-region connections utilize Local VNet peering

with the Infra VNet within the same region, while inter-region connections
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use Global VNet peering with the Infra VNet in another region.

It's important to note that VNet peering relies on static routes, unlike the use

of BGP with Virtual Gateways (VGWs). Additionally, VNet peerings are

non-transitive, meaning that if VNet A is peered with VNet B, and VNet B is

peered with VNet C, it doesn't automatically imply that VNet A can

communicate with VNet C through VNet B as a transit VNet. This is why

Cisco employs a hub-and-spoke model for VNet Peering, avoiding complex

and meshed configurations.

Figure 4-67 VNet Peering

Design Option

The design option section delves into multiple design choices that are
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commonly used to integrate Cisco ACI with multi-cloud environments. What

remains consistent across all of these choices is the ability of ACI's multi-

cloud integration to normalize the intricacies involved in hybrid cloud

deployments. This normalization is achieved by ensuring uniformity in

network and security policy framework across on-premises infrastructure and

various public cloud environments.

Applications stretched across sites (Intra-Tenant/Intra-VRF)

In this particular scenario (see Figure 4-68), the VRF instance is extended

across three distinct environments: on-prem ACI, Amazon Web Services

(AWS), and Microsoft Azure. This extension is implemented to enable Layer

3 connectivity between these environments. Within ACI, this VRF is

connected to a Virtual Private Cloud (VPC) in AWS and a Virtual Network

(VNet) in Microsoft Azure. Within this VRF, a hybrid cloud e-commerce

application is defined with multiple tiers. The “web-frontend” tier spans

across AWS, Azure, while the “inventory-backend” tier resides within the

on-prem ACI fabric.
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Figure 4-68 Application Stretched Across Sites (Intra-Tenant, Intra-VRF)

Figure 4-69 illustrates the scheme and template definition on NDO for the

“stretched intra-tenant” use-case.
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Figure 4-69 Schema and Template Defintion

It's worth noting that communication within an Endpoint Group (EPG) does

not require the use of a contract, even if the endpoints are located in different

environments. For example, an AWS instance within the "web-frontend"

EPG can communicate with an Azure virtual machine in the same "web-

frontend" EPG without the need for a contract. When an EPG is stretched

across multiple environments, Cisco NDO normalizes and automatically

deploys the required routing and security policies in each environment, even

if the public cloud environments have different methods of implementing

these configurations.

The responsibilities of an administrator include creating VRFs, EPGs, and

contracts between EPGs using NDO. NDO, in collaboration with Cisco APIC

(Application Policy Infrastructure Controller) and the Cloud Network
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Controller, handles the deployment and normalization of these configurations

across the various environments.

It's essential to note that due to the “web-frontend” EPG extension across

both Azure and AWS cloud environments, the provisioning of the “web-

frontend” EPG should be included within an NDO template associated with

both cloud sites for AWS and Azure. Any changes made to the stretched

template will be consistently applied to all sites. Therefore, it is crucial to

incorporate configuration elements in the stretched template that are

compatible with both public cloud sites.

When the "web-frontend" EPG is extended across multiple sites, the subnet

associated with the "web-frontend" EPG within each public cloud platform is

announced to the corresponding Cisco Cloud routers. These routers then

exchange routes between themselves, enabling inter-cloud connectivity.

Moreover, the contract relationship established between the “inventory-

backend” EPG and the “web-frontend” EPG leads to a route exchange for the

“inventory-backend” EPG subnet with the Cisco Cloud routers. Similarly, the

subnet linked to the “web-frontend” EPG on the cloud sites is advertised

from the Cisco Cloud routers to the on-premises site.

Applications stretched across sites (Inter-Tenant/Inter-VRF)

We will utilize this scenario to illustrate a use case where a shared-services

resource from an on-prem provider is shared with consumer resources in the

cloud. Examples of shared-services provider resources include commonly
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used databases, DNS, and Active Directory (AD) services that are utilized by

applications and users both on-premises and in the cloud.

From a network policy perspective, enabling communication between

different Virtual Routing and Forwarding (VRF) instances will require the

exchange of routes between the consumer and provider VRFs. From a

security policy perspective, the contract relationship between the VRFs must

be configured with the appropriate scope.

If the consumer and provider VRFs are located in different tenants, the

contract relationship should be set to a global scope. Conversely, if the

consumer and provider VRFs reside in different VRFs within the same

tenant, the contract relationship should be set to a VRF scope.

In the case of an inter-tenant contract spanning across multiple sites, both

sites must be associated with both tenants in the NDO "Tenants"

configuration. This ensures that NDO has the necessary credentials to

manage the cloud environments. However, the tenants do not need to be

deployed to both sites through the "Schema" configuration. Please refer to

Figure 4-70:

 The EPG "database" is located in VRF1 within the on-prem ACI site under

tenant1.

 The EPGs "web-frontend," "web-catalog," and "web-payment" are situated

in VRF2 within the cloud sites under tenant2.

Technet24

https://technet24.ir
https://technet24.ir


 Both the on-prem ACI site and the cloud sites are associated with tenant1

and tenant2 in the NDO "Tenants" configuration.

 Schema template1 for tenant1 is deployed exclusively on the on-prem ACI

site, while template2 for tenant2 is deployed solely on the cloud sites.

Figure 4-70 Application Stretched Across Sites (Inter-Tenant, Inter-VRF)

Figure 4-71 illustrates the scheme and template definition on NDO for the

“stretched inter-tenant” use-case.
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Figure 4-71 Schema and Template Definition

It is important to note that the behavior of route leakage between different

VRF instances or Tenants in a hybrid solution differs slightly from that

within an on-prem ACI fabric. In an on-prem fabric, selective subnets are

leaked to the other VRF based on the contract relationship between EPGs.

However, in a multi-cloud hybrid solution, all CIDRs and routes are leaked

with the other VRF if there is an inter-VRF contract in place.

For example, even if the inter-VRF contract between VRF1 and VRF2 allows

communication only between EPG "database," EPG "web-frontend," and

EPG "web-catalog," the following routes will exist in each VRF:
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 VRF1: 11.10.1.0/24 (VRF2 CIDR in AWS Region 1), 11.11.1.0/24 (VRF2

CIDR in AWS Region 2), 11.12.1.0/24 (VRF2 CIDR in Azure), and

192.168.1.0/24 (On-prem Bridge Domain subnet)

 VRF2: 11.10.1.0/24 (VRF2 CIDR in AWS Region 1), 11.11.1.0/24 (VRF2

CIDR in Azure Region 2), 11.12.1.0/24 (VRF2 CIDR in Azure), and

192.168.1.0/24 (On-prem Bridge Domain subnet)

Even if there is no contract relationship between EPG "database" and EPG

"web-payment," the CIDR for AWS Region 2 in VRF2 will be leaked into

VRF1. However, this does not imply that there will be communication

between EPG "database" and EPG "web-payment" Instead, only the routes

will be shared. To establish communication between the two, an additional

explicit contract between EPG “database” and EPG “web-payment” needs to

be configured.

Cloud to Internet (Direct Connectivity)

This is a typical scenario in which cloud workloads access the Internet

directly, utilizing cloud-native routing capabilities like the Internet Gateway

in AWS and the default system route in Microsoft Azure.

In order to support external internet connectivity, you don’t have to define an

L3Out but just an external EPG for the cloud site (see Figure 4-72). Creating

an external EPG (Internet EPG) under the NDO template with a IP selector of

0.0.0.0/0 (meaning all prefix) will instantiate an IGW on the AWS side for
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the AWS VPC OR will program a default system route in the AWS VNet. To

permit internet access from the cloud workloads, you will need to apply a

contract between the cloud workload EPG (EPG “web-frontend”) as the

consumer and the external EPG as the provider.

Figure 4-72 Cloud to Internet using Cloud Native Routing

In this scenario, traffic originating from endpoints on the Internet and

destined for the cloud endpoints in the cloud workload EPG (the consumer,

EPG “web-frontend”) is not initially allowed because a contract for a cloud

site establishes a permit rule only for traffic from the consumer to the

provider. However, the return traffic from the provider to the consumer is

automatically permitted (even without an explicit permit rule) because the
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previous traffic from the consumer to the provider has been observed.

Therefore, if there exist a possibility that Internet-based endpoints may

initiate communication with cloud endpoints in the cloud workload EPG

(EPG “web-frontend”), it is essential to configure the external EPG (Internet

EPG) as the consumer and the cloud workload EPG (EPG “web-frontend”) as

the provider for the contract.

Figure 4-73 illustrates the scheme and template definition on NDO for the

“Cloud to Internet” use-case.

Figure 4-73 Schema and Template Definition

Cloud to Internet/external destinations using on-prem L3Out
connectivity

This use-case becomes relevant when there is a requirement to establish

connectivity between an external network (such as a Wide Area Network,

branch network, or the Internet) and public cloud workloads through an on-

prem ACI fabric. To implement this use-case, you will need to utilize a Layer

3 Out (L3Out) and define an external Endpoint Group (EPG) within a
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dedicated template associated with the on-prem ACI site. Additionally, it is

necessary to establish a contract between the external EPG and the EPG for

cloud workloads (EPG “web-frontend”) (see Figure 4-74).

Figure 4-74 Cloud to Internet/External networks using on-prem L3Out

To advertise the CIDR prefixes associated with EPG “web-frontend” in the

public cloud, you must configure the CIDR prefix within the external EPG

connected to the on-prem L3Out. It is crucial to set the flag to "Export Route

Control" for proper functioning. Furthermore, to propagate the externally

learned prefixes from the on-prem ACI to the cloud site through the on-prem

L3Out, you need to associate the externally learned prefixes with the external

EPG and set the flags to "Shared Route Control" and "External Subnet for the
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external EPG."

If desired, an on-premises firewall can be utilized to enforce specific L4-7

security policies for traffic entering and exiting a cloud site. This can be

achieved by connecting a north-south firewall to the on-prem L3Out.

Figure 4-75 illustrates the scheme and template definition on NDO for the

“on-prem L3Out” use-case.

Figure 4-75 Schema and Template Definition

In scenarios where multiple VRFs/Tenants are defined on the public cloud

network and connectivity needs to be established for workloads in these

VRFs/Tenants with the on-prem L3Out, it is recommended to use a dedicated

VRF (dedicated L3Out) in the on-prem fabric (see Figure 4-76). This

approach ensures external connectivity for all cloud workloads.
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Figure 4-76 Cloud to Internet/External networks using shared on-prem

L3Out

While it is possible to use two separate L3Outs in the on-prem fabric, each

with their corresponding distinct external EPGs for VRF2 and VRF3, this

design may result in overlapping subnets if there is a contract relationship

between the two VRFs. It is important to remember that in a hybrid cloud

deployment, when route leaking is enabled between VRFs, all

CIDR/prefixes, including externally learned prefixes, will be leaked between

the VRFs. This can potentially lead to overlapping subnets being learned for
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the external networks in the routing table of the two VRFs and may result in

traffic blackholing.

Cloud to External Enterprise Sites

This use case is relevant when there is a need to establish direct connectivity

between external private IP networks, such as branch networks, and public

cloud workloads, without routing traffic through on-prem ACI fabrics. In this

scenario, the termination point for external connectivity can be cloud native

gateways, such as the AWS Transit Gateway or the Azure VPN or Express

Route gateway. Alternatively, Cisco Cloud Routers can also be used as the

termination point, with the advantage of supporting higher route scale

compared to cloud native gateways.

In all cases, BGP (Border Gateway Protocol) is used as the dynamic protocol

for communication between the external devices and the termination points

located in the Infra tenant. IPsec is utilized as the underlying tunneling

technology to establish secure connections. Security policies are enforced

independently at each cloud site, with AWS employing Security Group (SG)

rules and Microsoft Azure implementing Network Security Group (NSG)

rules.

Cloud to Enterprise Destinations Using Azure VPN/ER GW
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Figure 4-77 Cloud Access to External Sites using Azure GW

In Figure 4-77, the external Endpoint Group (EPG) plays a crucial role in

categorizing all external prefixes linked to networks outside of Azure that

need to communicate with the EPG "web-frontend" in the cloud. To establish

the contract between the external EPG and EPG "web-frontend," it is

important to configure it with a "global scope." This configuration is

necessary because the external EPG is deployed within the Infra tenant, while

EPG "web-frontend" is located within the User tenant.

Cloud to Enterprise Destinations Using AWS TGW
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Figure 4-78 Cloud Access to External Sites using AWS TGW

For AWS, the AWS Transit Gateways (TGWs) are created as part of the

initial Cloud Network Controller (CNC) setup. The CNC administrator is

responsible for configuring the external connectivity, which includes setting

up BGP and IPsec peering with the appropriate configuration parameters for

the peer device. Afterwards, the CNC automates the creation of BGP sessions

and IPsec tunnels to establish connections with remote external sites.

Additionally, it programs the route tables in both the User VPC and the

TGWs within the Infra VPC with routes learned from the external peer

devices.
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Similar to the external connectivity with Azure native gateways, AWS also

utilizes the external Endpoint Group (EPG) to classify all external prefixes

associated with networks external to AWS that require communication with

the EPG "web-frontend" in the cloud (see Figure 4-78). To establish the

contract between the external EPG and EPG "web-frontend," it is necessary

to configure it with a "global scope." This configuration allows for an inter-

tenant relationship between the external EPG deployed in the Infra tenant and

the EPG "web-frontend" deployed in the User tenant.
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Figure 4-79 Cloud Access to External Sites using Cisco Cloud Routers

Cloud to Enterprise Destinations Using Cisco Cloud Routers

Just like AWS Transit Gateways (TGWs), the Cisco Cloud routers are

provisioned during the initial setup of the Cloud Network Controller (CNC).

The Network Deployment Orchestrator (NDO) communicates with the CNCs

to configure these cloud routers for establishing connections with external

remote devices using BGP and IPsec (see Figure 4-79).
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It is important to note that Cisco Cloud routers are primarily designed to

provide direct connectivity, rather than acting as transit points. This means

that the cloud routers in AWS cannot be used as a pathway for traffic from a

remote external network to reach a destination in Azure, and vice versa.

Additionally, the cloud routers cannot be utilized as a transit mechanism to

enable connectivity between an external network and the on-prem ACI fabric.

Please be aware that for the external connectivity options mentioned earlier,

whether using AWS TGW or Cisco Cloud routers, the CNCs are capable of

generating configuration templates for external peers. However, it remains

the responsibility of the network administrator to manually configure these

external peers. This process involves downloading the configuration files

from the CNC and subsequently enabling and validating the external

connectivity.

Cloud to External Enterprise Sites Using SD-WAN

This deployment of Cisco SD-WAN Edge routers allows for external peering

with termination points located within the public cloud Infra tenant. This

means that SD-WAN Edge routers can be deployed anywhere, including

within a public cloud environment, to establish BGP and IPsec peering

connections with various components such as Cisco cloud routers, Azure

VPN/Express Route gateways, and AWS Transit Gateways (TGWs). These

connections, between the SD-WAN Edge routers and the termination points

on the cloud, can be established over the public internet or utilize private
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connections such as AWS Direct Connect (DX) for AWS or Azure Express

Route (ER) for Microsoft Azure. This integration (see Figure 4-80 to Figure

4-83) enables end-to-end connectivity and segmentation, connecting SD-

WAN branch networks to public cloud workloads.

Figure 4-80 SD-WAN interop using Cisco Cloud Routers
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Figure 4-81 SD-WAN interop using AWS TGW and Azure VPN GW
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Figure 4-82 SD-WAN interop using Express Route (ER) and ER GW
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Figure 4-83 SD-WAN interop using Direct Connect (DX) and AWS TGW

In terms of ACI configuration, each branch network has the option to be

associated with an individual external Endpoint Group (EPG), which allows

for the potential configuration of different external EPGs for each branch

network. For example, you can classify and associate the network for branch-

A with external EPG-A, and similarly, branch-B can be classified and

associated with external EPG-B (see Figure 4-84). Alternatively, multiple

external branch networks can be grouped within a single external EPG.
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Figure 4-84 SD-WAN interop — External EPG Classification

When utilizing separate external EPGs, you gain the advantage of defining

explicit security policies (contracts) for each external branch network

individually. These policies can be implemented as Security Group (SG)

rules on AWS or Network Security Group (NSG) rules on Azure. This

approach provides administrators with precise control to enforce specific

policies governing communication between external branch networks and

cloud workloads.
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It is important to note that while the Network Deployment Orchestrator

(NDO) can generate configuration templates for BGP and IPsec connectivity

for termination devices within the Infra VPC, as well as configuration

templates for external SD-WAN peer devices, it is the responsibility of WAN

administrators to utilize these templates to configure the corresponding SD-

WAN Edge routers to establish BGP and IPsec connections.

Guidelines and Limitations around ACI and Public-Cloud Integration

While Cisco offers comprehensive documentation that outlines guidelines

and limitations for Multi-Cloud ACI integration, it is important to be aware

of common pitfalls and considerations that may occur during the

implementation process.

Here are some key points to consider:

 For ACI and AWS integration, each ACI tenant, including the ACI Infra

tenant, requires a separate AWS account. If you have one ACI Infra tenant

and two ACI user tenants, you will need a total of three AWS accounts.

 Creating new ACI user tenants in AWS can be done through two methods:

associating an AWS account with an ACI user tenant using the AWS access

key ID and secret (Untrusted User Tenant) or associating an AWS account

with an ACI user tenant using the CloudFormation template (Trusted User

Tenant). It is recommended to use Trusted User Tenant for production

deployments, as AWS access key ID and secret can expire.
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 Ensure that you have full administrator access for AWS IAM user when

deploying CNC in the Infra Tenant using the CloudFormation template. If

you do not have a user with full administrator access, make sure the user

meets the minimum permissions required according to Cisco guidelines for

AWS IAM roles and permissions.

 In the case of Azure, ACI tenants are associated with Azure subscriptions.

You can either use the same Azure subscription to create multiple ACI

tenants or use multiple subscriptions for multiple tenants within an Azure

account.

 If there is a firewall between your on-premises deployment and cloud

deployment, make sure to allow the required port/protocols for control, data,

and management communication for the CNC and Cisco cloud routers as per

Cisco documentation. The firewall may also require NAT/PAT translations to

allow outside communication to the on-prem APIC, NDO, and routers.

 For AWS deployments, if a region does not have Cisco Cloud routers,

VPCs in that region will need to use Cisco Cloud routers in another region

for inter-site connectivity (cloud to on-premises, cloud to cloud). In this case,

VPCs without cloud routers will need a Virtual Private Gateway (VGW)

deployed in each VPC to peer with the Cisco Cloud routers in the other

region. Alternatively, VPCs in the region without cloud routers can utilize

inter-region Transit Gateway (TGW) peering to route traffic to the region

with Cisco Cloud routers.
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 For Azure deployments, if a region does not have Cisco Cloud routers,

VNets in that region will need to use Cisco Cloud routers in another region

for inter-site connectivity (cloud to on-premises, cloud to cloud). VNets in

the region without cloud routers will use global VNet peering to route traffic

to an Application Load Balancer (ALB) in another region with Cisco Cloud

routers.

 When implementing public cloud integration with ACI, it is essential to

refer to the CNC scalability guide to verify the scalability numbers.

Summary

In this chapter, we explored the various integration methods available to

integrate ACI with other domain architectures. We discussed the basics of an

SDN network and delved into the detailed aspects of ACI architecture,

including the ACI policy model, data plane, and control plane learning.

We covered different integration options such as group identity and VN

federation between ACI and SDA, SLA and VPN federation between ACI

and SD-WAN, and MPLS/SR-MPLS integration with ACI. Additionally, we

discussed the design choices for integrating ACI with multiple clouds.

Overall, this chapter provided an overview of the integration possibilities and

considerations when connecting ACI with other domain architectures.
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Chapter 5. Enterprise MPLS

In this chapter, we will discuss the following:

• What is Enterprise MPLS and why is it becoming more and more common

in modern networks

• What are the key components of Enterprise MPLS

• Discuss how well Enterprise MPLS integrates with other domains

• Lessons learned and best practices on deploying Enterprise MPLS

Overview

Today’s multi-domain networks have one theme in common — they are all

based on using flexible overlay fabrics for their traffic by utilizing highly

available underlay infrastructure. Multi-Protocol Label Switching (MPLS) is

no different. MPLS is one of the oldest overlay technologies to be used and

has a proven track record of being very dependable. Believe it or not, if you

are trying to access any application or resource out on the vast internet, 99%

chances are that your traffic will traverse through an MPLS network. Today’s

networks rely on MPLS to function as this technology is not only used by

service providers, but also by large enterprises as they move towards IT-as-a-

Business (ITaaB) model.

The need to segment traffic at a macro level is increasing. Each business unit
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in the large enterprise environment has its own application and traffic

requirements. To overcome this complex requirement, the ITaaB model was

developed. Historically, IT organization in an enterprise has always been a

cost center and not a revenue generator. With the rapid evolution of

digitization in the past two decades, it was evident that an organization’s IT

infrastructure had to be evolved, which came with a cost that most

organizations were unwilling to spend. One cannot just upgrade a part or

portion of the IT infrastructure; everything needs to evolve proportionally.

The network, the computing systems, applications, and the security - are all

critical systems of an organization. When the focus of upgrade is made only

on one piece and not all, catastrophic failures could occur, and we have seen

that over and over in times when the largest of organizations fail and all of

their business comes to a halt when such failures happen. And that comes

with a big revenue loss.

ITaaB takes such complexities away and provides a means of stable and

consistent upgrades in the IT infrastructure as we move more and more

towards a digitized world. With ITaaB, an IT organization of an enterprise

essentially becomes a “service provider” for the company’s different business

units. Instead of each of the business unit purchasing and maintaining its own

set of equipment with non-integrated and incompatible systems, the IT

organization takes full ownership of all the network, system, application, and

security components and, in turn, cross-charges a “subscription” or

“management fee” to the business units. Let us talk about the benefits to

different organizations:
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 IT organization:

 The architecture of all the infrastructure is consistent across the globe

 They get standardization in the procurement of hardware and software

 With ownership of all IT infrastructure, they also benefit from bulk pricing

and discounts from vendors

 They generate revenue by cross-charging to the department which pays for

the procured equipment. This changes from being a cost center to a revenue

center.

 They can provide a catalog of services ranging from the highest Service

Level Agreements (SLA) for some critical revenue-generating business units

to lower SLAs for some backend offices and administrative units.

 Provide macro and micro-segmentation capabilities for the entire

organization.

 Get better high-capacity WAN circuits and transport types for an

aggregated throughput and deliver different SLAs

 Centralized point of infrastructure maintenance, triage, and issue resolution.

 Centralized security governance
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 Business Units

 No additional staff is required to maintain IT equipment

 The benefit of bulk pricing on the gear will take away their Capital

Expenses (CapEx) and reduce Operational Expenses (OpEx)

 Subscription to different SLA levels based on the need of the business unit.

 On-demand connectivity to different departments or the cloud through a

central organization

 Leveraging state-of-the-art security infrastructure.

As you can see, ITaaB provides excellent benefits to large enterprises and

provides them with a structure that can scale horizontally and vertically.

From the network infrastructure perspective, the Enterprise MPLS provides

such flexibility which can fit into this ITaaB model effectively and provide

the connectivity a business needs.

In any sized network, IT management is faced with two most important

requirements. From the business side, the services and applications should

never go down. From the services side, they should have the flexibility to add

or remove any services or applications they need without interfering with the

network. In traditional monolithic network architecture, where everything is

in one big global routing table, it is hard to achieve that design, as any
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network changes could bring the services down momentarily. This is why

decades ago, service providers embraced MPLS. MPLS, with its layer 3 or

layer 2 VPNs, are essentially an overlay technology running on top of highly

resilient and scalable Label Distribution Protocol (LDP) based routed

underlay. With this design, they can maintain their underlying routed

infrastructure without worrying about overlaying customer VPNs. Similarly,

they can add any new customers to their MPLS networks without impacting

any other customer who is sharing the same infrastructure or service provider

features. Today, after years of evolution, this process is so automated that if a

customer wants to deploy a new site, they log into the service provider's web

portal to submit the request, and all the back-end configuration is provisioned

via automation.

In the MPLS world, there are two main types of routers — Provider (P) and

Provider Edge (PE) routers. Provider routers are a mesh of routers that

connect with all the P and PE routers. They only hold the network

information of the underlying core infrastructure and are completely

oblivious to the customer networks or prefixes. In P routers, no customer

VRFs are configured, which is a most significant benefit as it conserves the

Ternary Content Addressable Memory (TCAM) space on the routers. This

implies that they do not have to be as memory intensive as PE routers, as

their function is primarily to transport traffic from one interface to the other.

P routers typically run only IGP like IS-IS or OSPF and LDP routing

protocols. PE routers, on the other hand, do all the hard work of managing

different VRFs for different customers and also managing each customer’s
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routing table. They need more TCAM space and are usually one of the most

potent routers available in the market. PE routers run many routing protocols

depending on what the customer is running. Sometimes multiple instances of

the same protocols are also run to connect to different customers. Today,

there is a huge standardization on using BGP or a static route as a

connectivity protocol with customers to simplify the design and provide the

best SLAs to their customers. Tunneling of these VRFs over the core is an

important concept that will be used in later sections of this chapter. Figure 5-

1 shows a high-level overview of the MPLS network.
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Figure 5-1 High-level overview of the MPLS network

Note:

the detailed innerworkings on how MPLS is configured and

operated are out of the scope of this book. There are great

Cisco Press publications on designing effective MPLS

Architectures that can be used as a reference.
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Interaction with the Other Domains

We discussed about how the IT-as-a-Business model has evolved, and MPLS

is one of the key components in connecting different networks. In this book,

MPLS deserves its own chapter. From a high level, MPLS would seem like

any other WAN transport, such as using SD-WAN or Dynamic Multipoint

Virtual Private Network (DMVPN), but there is a significant difference.

While SD-WAN or DMVPN helps connect remote sites with data centers or

CNFs, MPLS achieves similar connectivity but also acts as a super-core for

large enterprises which have a global presence. In the remaining sections of

the chapter, we will discuss how similar and different such connectivity types

are and how MPLS helps bridge the gaps.

Interworking with SD-Access

Cisco SD-Access is a fully automated controller-based fabric solution

deployed at large campuses to the smallest of sites. This solution aims to

eliminate manual maintenance and operations of the devices deployed at all

the sites. With the controller known as Cisco Catalyst Center, all the devices

at the sites are discovered, managed, and configured with correct variables by

Catalyst Center. This solution is revolutionary as it builds the network with

both — macro and micro-segmentation in place.

Macro segmentation in SD-Access is defined as a routing-plane separation.

Here, all the traffic with a similar purpose or trust level is put into a single

Technet24

https://technet24.ir
https://technet24.ir


routing plane. These routing planes are virtual in nature, known as — Virtual

Routing and Forwarding (VRF) — and share the same physical infrastructure

of routers and switches with other VRFs. This creates complete isolation of

the network in that routing plane, and to provide end-to-end connectivity, any

routing protocol supporting multi-VRF capability can be used. Micro-

segmentation in SD-Access is achieved by assigning Security Group Tags

(SGT) to all the endpoints and classifying their identity within a VRF. For

example, in a trusted corporate VRF, we can create separate SGTs for devices

like laptops or computers, phones, and printers. In building-management

VRF, separate SGTs for badge readers, fire sensors, smart lighting, and

surveillance cameras might be needed. Similarly, even though not required,

separate SGTs can be used for guests and contractors in the guest network.

With access contracts defined globally within Catalyst Center’s TrustSEC

matrix, Security Group Access Control Lists (SGACL) can be configured,

limiting communication between various SGTs within the VRF. This concept

is similar to Private VLANs, where we could create isolated, community or

promiscuous VLANs within a VLAN. Cisco Identity Service Engine (ISE) is

used with SD-Access to deploy and enforce this micro-segmentation.

With MPLS and SD-Access integration, only macro-segmentation integration

is supported. MPLS does not have any capability to carry SGT tags within its

labels, hence the source identity of the packet is lost the moment it enters into

the MPLS world. However, we will discuss the alternatives to achieve macro

and micro segmentation in the network where MPLS is us used as a WAN
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protocol.

MPLS and SD-Access Default Integration

By default, SD-Access and MPLS integrate with back-to-back VRF level

macro-segmentation. From SD-Access side, IP-transit needs to be configured.

To create SVI handoffs in Catalyst Center, border automation workflow is

used. This workflow will create individual SVIs per VRF per layer 2

connection it has with one or more MPLS PE routers. This layer-2 connection

is a trunk link that also needs to be configured on the MPLS PE router. The

dot1q supported interface on the MPLS PE router need to be put on the

respective VRF in order for all the traffic from the SD-Access fabric to be

transported to other sites. Figure 5-2 shows how VRFs are merged and

transported to other sites where they are needed.

Figure 5-2 MPLS to SD-Access default integration

Using SXP to Distribute SGTs
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With the limitation of MPLS not being able to carry SGTs across the

network, there is an alternative solution that can be used. Although not as

effective as carrying SGT tags natively and inline the data plane, this solution

does allow micro-segmentation at all sites. As its name suggests, the Security

Group Tag Exchange Protocol (SXP) allows a mechanism to exchange SGT

information to the sites where WAN transports, like MPLS, cannot carry tags

within the data packet. The protocol allows IP to SGT mappings or bindings

to be exchanged between network devices. The device sending IP-SGT

bindings is known as the speaker, and the device taking this information and

installing it in its memory is known as the listener. Since Cisco ISE has all

the data about IP-SGT bindings, so it becomes the topology speaker. At the

time of writing this book, ISE only supports SXP version 4 (SXPv4). One

critical point to be mindful of is that SXP is not VRF-aware. Hence, for each

VRF, multiple SXP peerings are needed.

SXP sessions can be made directly with ISE in a network with a few sites.

This design, however, does not scale when we have hundreds of sites

spanned out globally. Also, when more virtual networks are in the fabric,

more memory and CPU resources are required on the border nodes to

maintain that IP-SGT binding table for each virtual network. To improve this

limitation of scale, SXPv5 was created, which reduces this configuration and

operational complexity. SXPv5 establishes only a single SXP peering with a

network device for all virtual networks instead of one per virtual network. At

the time of writing this book, SXPv5 is only supported on network devices.

Hence with the limitation of ISE only supporting SXPv4, SXP reflector is

https://technet24.ir


required in the design. Figure 5-3 shows what this architecture will look like.

Figure 5-3 Leveraging SXPv5 to propagate IP-SGT bindings across the SD-

Access fabric sites

SXP is a viable alternative for networks that do not support the propagation

of SGTs in the data plane. However, our experience says using inline tagging

as much as possible is always recommended. The additional configuration

and operational overhead required for SXP must be planned out properly so

that security is not compromised in case of any issues. With inline tagging,
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resources on routers and switches are also conserved, which implies you will

not need high-performance devices at all sites.

With the limitation of MPLS not being able to carry inline tagging natively

from one fabric site to the other, SDA-Transit is an alternative. With SDA-

Transit, we are able to leverage a centralized Transit Control Plane (TCP)

router, which has information about remote site prefixes. Here, the SD-

Access border node queries the transit control plane about the RLOC of the

remote site border node, and once the response is received, the local border

node builds a VXLAN tunnel directly with the remote site border node. This

preserves the packet's virtual network and SGT information and transits

through the MPLS network. The caveat with this design is MPLS network

needs to support additional 50 bytes of VXLAN overhead. Figure 5-4 shows

how the SDA-Transit network operates with the MPLS network.
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Figure 5-4 SDA-Transit over MPLS network

Interworking with SD-WAN

Cisco’s Software Defined — Wide Area Network (SD-WAN) is a controller-

driven WAN solution. SD-WAN offers a complete WAN fabric with

centralized management and security, creating a secure overlay WAN

architecture across campus, branches, data centers, and multi-cloud

applications. SD-WAN solution runs on a range of SD-WAN routers across

hardware, virtual, and cloud form factors. SD-WAN solution builds on the

Secure Access Service Edge (SASE) architecture, integrating some of the

latest Cisco Umbrella and other cloud security portfolio and vendors.
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At a high level, SD-WAN uses cloud-based controllers known as Catalyst

SD-WAN Manager, Catalyst SD-WAN Validator, and Catalyst SD-WAN

Controller. With Catalyst SD-WAN Manager being the management plane of

the SD-WAN infrastructure, it manages all the other controllers and SD-

WAN Edge routers, giving it a single point of interface. Right out of the box,

SD-WAN provides macro-level segmentation, which is a routing plane

separation. There are additional features when enabled, can interact with the

Cisco SD-Access solution and provide transit capabilities for SGTs and

extend micro-segmentation to the fabric.

Cisco SD-WAN interacts with MPLS on two different ways. First one is the

most common and it is as a WAN transport option. Second interaction is with

Enterprise MPLS deployed as a super core. Let’s us double click on both and

see how this integration would look like.

MPLS as a WAN Transport

MPLS as a WAN transport is the most common form of connectivity method

for SD-WAN. This is not a true integration because MPLS is used as a

transport. SD-WAN builds its VPN tunnels using this MPLS transport and

connects with other sites. So, in reality, no native IP traffic passes through the

MPLS once SD-WAN builds its tunnels. All traffic is encapsulated. Figure 5-

5 shows how MPLS plays a role as a transport and provides connectivity for

SD-WAN underlay to build its overlay tunnels.
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Figure 5-5 MPLS as a WAN transport for SD-WAN

For an organization subscribing to MPLS services from a service provider, it

is always a private VPN. In most cases, there is no internet access from this

network as organizations prefer to backhaul all the internet traffic to a

centralized location. This backhauling of traffic allows organizations to

inspect the traffic through their security stack and ensure corporate security

policies are enforced. For SD-WAN, it needs to ensure control connections

are always maintained to its controllers like Catalyst SD-WAN Manager,
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Catalyst SD-WAN Validator, and Catalyst SD-WAN Controller. These

controllers are located in the cloud, so internet connectivity for SD-WAN

Transport Locators (TLOC) connected to the MPLS network needs to be

allowed to form secondary or backup connections to the controllers. This

way, in the event control connections via internet transport fails, connectivity

and management are maintained. Figure 5-6 shows how the control

connections through MPLS transport are configured.

Figure 5-6 SD-WAN control connections via MPLS transport

MPLS as a Super Core
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The most common use case for Enterprise MPLS is its use as a Super Core

for large global enterprises. These massive organizations have networks so

large that it is not feasible for any one team or even sometimes one solution

to maintain connectivity. The sheer size of these networks sometimes reaches

the scale limits of a solution. For this reason, the trusted and proven MPLS

comes to the rescue and provides that backbone connectivity where one or

more solutions across the globe can connect. Besides connecting branches

and campuses, this super core also connects to data centers, CNFs, partner

networks, and also the cloud.

For this section, our focus is on SD-WAN connectivity with MPLS super

core. Figure 5-7 describes how this super core connects to SD-WAN

architecture. In a typical design, the integration happens between SD-WAN

head-end routers with MPLS super core. This integration is at a macro-level.

This routing-plane separation allows to maintain separate business functions

more effectively and can be easily integrated with core devices which has

limited support for micro-segmentation capability. To achieve micro-

segmentation, technologies like SXPv5 can be used for enforcement closer to

the edge.
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Figure 5-7 SD-WAN integration with MPLS as a Super Core

MPLS super core is optimized for one purpose — transport packets at highest

capacity and speed. With Cisco best practices in mind, there is not a lot of

deep packet inspection or Access Control List (ACL) based filtering in this

super core. With SD-WAN integration all the service VPNs are mapped on 1-

1 basis to MPLS VPNs. These VPNs are then backhauled to respective

destinations to be offloaded for further connectivity. Having MPLS super

cores have given large enterprises to zone their networks into various regions

and have regionalized SD-WAN architecture. Any inter-region traffic

traverses through various domains shown in the Figure 5-8. Let us take two

examples which can be derived from this figure.

https://technet24.ir


Technet24

https://technet24.ir
https://technet24.ir


Figure 5-8 Inter-region SD-WAN traffic using MPLS Super Core.

The first example is site-to-site communication. This could be a simple file

transfer or a phone call from one branch to another. In this scenario, traffic

from the AMER region site will leave the local site and enter SD-WAN

fabric. This SD-WAN fabric will then carry this traffic to its head-end SD-

WAN Edge router. Once the packet is received by the SD-WAN Edge router,

it will be then dropped into the service VPN where it is destined to based on

the configured SD-WAN policies. This packet will be native IP and will be

transported to MPLS PE router using back-to-back VRFs or VRF-Lite. In a

typical design, this peering between SD-WAN and MPLS PE router is

configured using BGP routing protocol. Now the packet will be received by

MPLS PE router, which be forwarded to the EMEA PE router based on the

route lookup for that specific MPLS VPN. This packet will now be label

switched all the way to the destination PE and then be handed off to EMEA

region’s SD-WAN headend. Now the reverse process starts. This EMEA

region’s SD-WAN headend router will transport the packet to destination site

using SDWAN fabric and then it will be sent to destination endpoint.

Some of the key topics to be mindful of when looking at a architecture like

this. Quality of Service (QoS) tagging is maintained throughout the transport.

In each of the domains, when a packet is handed off from one domain to the

other, all these solutions have a default behavior of honoring the QoS tags

and forwarding the packet. If the domains like MPLS and SD-WAN have

their own QoS policies defined, these packets will be going through those
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policies based on their markings. For example, with site-to-site

communications, different QoS policies and traffic priorities will be

configured for a file transfer and a phone call.

The second example for this inter-region super core is access to the internet.

For this architecture, it does not make sense to backhaul the local internet

traffic to a centralized location for entire globe. This creates a bad experience

to the user as the latency is greatly increased and depending on the region,

certain application or resources might not be accessible. Hence a solution is

required to offload regional internet traffic to regional internet provider and

get better user experience. To explain this scenario, let us refer to Figure 5-9.
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Figure 5-9 Internet bound traffic using MPLS Super Core

Here, when a packet destined to Internet leaves a local site, it enters into the

SD-WAN fabric. This internet traffic could be in different VPNs like

Corporate or Guest. Once this traffic reaches the SD-WAN router, it is

carried towards the regional SD-WAN headend in respective VPNs. SD-

WAN headend then send this traffic as native IP to MPLS PE in respective

VRFs. Here, MPLS network is configured to steer internet-based traffic to

local regional exit point for all of the VRFs. Hence, this internet bound traffic

will then traverse to local internet exit point — again by maintaining routing-

plane separation. Once this traffic reaches the PE router located in regional

internet exit point, it is then connected to local security stack for inspection

before sent out to the Internet Service Provider (ISP). Referring to Figure 5-

10, if the traffic is coming from the trusted VRF like corporate, MPLS PE

can offload that traffic to a security stack which ensures no malicious or

compromised traffic goes in or out of the network. Similarly, if the traffic is

coming from the Guest network, it might have more strict rules in accessing

certain sites or resources, but high level of inspection might not be required.

The flexibility which is offered in this type of design can scale horizontally as

well as vertically.
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Figure 5-10 Internet traffic handoff from MPLS PE router

We will be discussing about this MPLS super core concept a little more in

subsequent sections of this chapter as it ties to all of the domains for different

purpose. Stay tuned!

Interworking with ACI

Cisco’s Application Centric Infrastructure (ACI) is a controller-based data

center fabric solution. It is part of an intent-based networking framework to

enable agility in the data center. It captures high-level business and user

intent in the form of a policy and translates this into the network constructs

necessary to dynamically provision network, security, and infrastructure

services.

Datacenters could also have other non-controller managed datacenter fabrics.

Some examples are Fabric Path or BGP-EVPN-based VXLAN fabric. When

communicating outside of the data center with other domains, their

integration is identical to ACI, and hence throughout this section, we will

focus on ACI and MPLS integration.

MPLS being WAN transport connecting different domains, it integrates with

ACI on two main methods. First one is by providing back-to-back VRF

connectivity and second is by connecting as a super core. In some large

enterprises, there could be a combination of both. Let us look on how this

integration is achieved.
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MPLS with Back-to-back VRFs

Data centers, as the name suggests, are essentially large aggregation points of

applications, file storage, and powerful computing to run critical business

functions and provide all required access to the users and endpoints in the

network. At certain times, these facilities are so large that they may also

house other tenants, partners, or multiple business units’ applications. With

automation and orchestration capabilities of ACI solution, it is vastly

deployed solution to manage complex data center architecture needs.

However, equally along the lines, BGP-EVPN based VXLAN fabrics are also

an alternative option. With ACI’s capability of the multi-tenant, macro, and

micro-segmented network, it is becoming the solution of choice for most

organizations. ACI also has the multi-pod capability, where multiple pods

with similar functionality are built either in the same or different facilities to

scale the network for better redundancy and resiliency.

With all these applications and data residing in their own segment, MPLS can

be used to connect the right VRF or tenant on the ACI side to a VPN on the

MPLS network side. Figure 5-11 shows the connectivity when MPLS is used

to offload data center traffic as back-to-back VRF. In this setup, between the

ACI border leaf and MPLS PE router, there is a simple VRF-Lite

configuration. Each VRF on the ACI side is mapped to a VRF on the MPLS

PE side using the BGP routing protocol. For this configuration, any VRF-

aware routing protocol can be used. However, protocol of choice for most

deployments is BGP.
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Figure 5-11 ACI and MPLS connectivity with back-to-back VRFs

This design is used primarily when we want to connect all the applications,

data, and computing environments with the users. In the event that we need to

connect multiple PODs over an IP network or have dedicated links between

data centers for replication of traffic, this solution might not scale.

MPLS as a Super Core

MPLS super core concept is very radical. With the data center integration, it

can definitely support the back-to-back VRF-Lite approach, as we discussed

earlier. However, with the benefits of MPLS technology, we can also

configure layer-2 pseudowires or dedicated layer-3 VPNs for data center

replication traffic. Let us discuss both options.

In most organizations, there is always a need to connect the two data centers

with some form of direct dark fiber or wavelength transport. This is a pure

layer-2 connectivity need that is mainly used for stretching a VLAN across
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the data centers due to application requirements. This layer-2 stretch also

provides stretch subnets across the data centers for application failover. In

some cases, these point-to-point links are used to link external services like

the internet for failover. So instead of procuring additional circuits, which

may have a high cost if the distance between the data centers is very large,

the MPLS core can help simulate a point-to-point connection between the

two data centers by the configuration of layer 2 pseudowires. These layer 2

pseudowires can extend between any MPLS PE routers in the network.

Figure 5-12 described how these pseudowires can be used to either simulate a

layer 2 trunk links between the data centers or stretch specific networks like

the internet across the data centers or CNFs. This figure also shows an

extension of cloud connection from the CNF to the research and development

facility of an organization.

Figure 5-12 Using MPLS layer 2 pseudowires as point-to-point extensions

between different sites

Some organizations might have more than one data center facility in a region.

To stretch multiple point-to-point connections for layer 2 VLAN extension

might led to sub-optimal routing as spanning-tree at the destination switches
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might block one of the links. To avoid such complexities, layer-2 Virtual

Private LAN Service (VPLS) can be configured. VPLS simulates the MPLS

core as a virtual switch as compared to multiple point-to-point links.

Solutions like ACI use their own internal mechanisms to connect their multi-

pods over an IP backbone network. To connect multiple pods spanned across

different locations, a dedicated VPN can be configured on the MPLS

network. The sole purpose of this VPN would be to provide the required

underlay transport capability to ACI’s inter-pod network. Another major use

case would be to have a dedicated VPN for data center replication traffic.

With massive storage systems in the data center, databases and files have to

be replicated between redundant data centers to provide high availability and

resiliency. Having a dedicated VPN on the MPLS for this type of traffic

provides the benefit of configuring custom MPLS Traffic Engineering

(MPLS-TE), such as Fast Re-Route (FRR). FRR achieves sub-second

failover in the event a node or a link fails in the MPLS network. With FRR,

critical replication does not get impacted and can still be given a higher

priority than other traffic. Another benefit of a dedicated VPN is that not all

PE routers will need to have it configured. This VPN is only configured on

the data center PE routers. Figure 5-13 describes the uses of a dedicated

VPN.
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Figure 5-13 Dedicated VPN use case between data centers in MPLS Super

core.

Interworking with CNF

Carrier Neutral Facility (CNF) is a large congregation of various circuits,

providers, and networks. The primary objective of having a CNF in an

enterprise is to organize the traffic flow and connectivity requirements across

the network. If not build correctly, the networks for large enterprises can

easily go out of control with multiple ingress and egress points. This is when

CNF can bring the structure and control points in the network so the ingress

and egress traffic can be predictable and secure.
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MPLS and CNFs go hand in hand as they both complement each other. With

CNF providing good aggregation point, MPLS can connect to that

aggregation point and effectively distribute the traffic where needed. MPLS

is very versatile when it comes to leveraging all of the features it offers. In

this section we will discuss some of the main use cases on how MPLS helps

with this traffic distribution.

MPLS to Offload Selective VRFs

MPLS network’s most commonly used feature is spinning VRFs only where

needed. This feature of selective VRF offloading greatly reduces network

complexity. Figure 5-14 describes the scenario. Let us take an example of an

enterprise acquiring a small company. Here, an enterprise offers to the newly

acquired company to function as a separate entity, but in order to save costs,

the enterprise spins up a dedicated VRF in a data center for this new

company to migrate and house all of their applications instead of maintaining

a separate infrastructure. To provide this isolated routing plane, the acquiring

enterprise spins a VPN on MPLS PE on the data center and another on CNF

PE. CNF PE has a WAN connection to the acquired company to provide

application access. Although these two networks are not fully merged and

integrated into a single routing plane, this design is a quick and easy way to

integrate two company’s network without the worry about overlapping IP

addresses and start realizing benefits of cost consolidation. While the IP

addressing schema is corrected, firewalls can provide NAT and access to

each other’s resources. As an extension and next phase of cost consolidation,
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the acquiring enterprise may allow the acquired company to use their

physical facilities and office space. In this scenario, again, spinning up that

new VPN on the site PE router can quickly give required access connectivity.

From there, enterprise can either offload that VPN by either connecting to a

separate Virtual Network on SDA fabric or separate link on dedicated

physical infrastructure for that new company. Possibilities are many.
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Figure 5-14 Selective VRF offloading using MPLS

MPLS for Inter-VRF Routing and Merging Services

In a traditional network of an organization, there might be a need to have

separate networks like Development and Production. They need to be kept

separate and most likely connected via firewalls to create an isolated fault

domain and keep development testing away from production. However, now

a lot of computing and testing happens in the cloud due to its benefit of

offering a pay-as-you-go model which can be scaled on demand. And with

virtualization in the campus, most development and production traffic is now

virtualized in different VRFs over the same physical routing and switching

infrastructure. With this new design concept, traditional networks needs to

evolve and leverage other means of segregating traffic and providing access

to the services.

One of the example is using inter-VRF routing capability of MPLS network.

When the prefixes are received on MPLS PE routers, a BGP policy can be

implemented to set specific route-targets for the prefixes which are received

from the remote router. These route-targets can me matched and allowed to

be leaked into another VRF using route-target import functionality. Figure 5-

15 shows how this feature works. The use case we are trying to achieve is

where certain development and production prefixes need to access Microsoft

Azure public cloud for cloud based Active Directory (AD) infrastructure and

applications. With the route-leaking capability, selective prefixes can be
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leaked and provided access to certain resources. Another use case would be

the centralized internet access or shared IP Telephony Services.
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Figure 5-15 MPLS VPN Route-leaking

Inter-VRF route-leaking is not MPLS VPN specific feature. It can also be

configured and deployed on any VRF-enabled router. However, MPLS VPN

provides that framework to transport packets from one PE to another by

maintaining these route-targets and not using VRF-Lite.

Using MPLS to Connect NNI

The majority of the connections we see are Client to Network Interfaces

(CNI). These connections are typically leased from the service providers to

which only one client or a customer is connected to it. For example, an

internet connection from an ISP or MPLS connection from an MPLS

provider. From the provider's perspective, on that single link, only one

customer is connected.

NNI or Network to Network Interface is between two service providers. Over

this connection, service providers share VLANs or VPNs of multiple

customers with each other. This reduces the number of physical connections

required between two large providers for multiple customers. A typical large

enterprise network which is spread across the globe, cannot use a single

provider for all of its branches. Sometimes, these branches are in a location

where another provider delivers a last-mile connection. Figure 5-16 shows an

NNI between Tier 1 and Tier 2 providers to share VPNs of multiple

customers over a single link. From the connection and traffic flow

perspective, the end customer does not care how providers route the traffic
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between each other. All they care about is that the connectivity should be

seamless and data should be secure. Most of these NNI connections are

terminated on an MPLS PE router to exchange traffic in a layer-3 VPN or

layer-2 pseudowires.

Figure 5-16 A typical NNI connection between two service providers

servicing multiple customers

Large enterprises can use their MPLS core to establish direct NNI

connections with their service providers. Let us take a look at Figure 5-17.

This figure shows an example of a large conglomerate that has multiple

subsidiaries and acquired companies. In this CNF, there are multiple MPLS

PE routers connecting to different types of networks. As part of a cost
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consolidation effort and simplifying operations, this large conglomerate

wants to provide commonly used services to all of its subsidiaries and

acquisitions in an aggregated design. The best way to achieve this design is

by bringing in all the common services like internet, cloud, partner, and

shared data center to one of the PE routers. On the second PE router, NNI

connections are procured from different providers who provide WAN

connectivity to the subsidiaries and acquisitions. To take a step further, this

PE router is also connected to the DMVPN hub, which provides an alternate

mode of WAN transportation to other subsidiaries. Each subsidiary and

acquisition is brought into its own VRF on the PE routers. Depending on the

need and connectivity requirements, inter-VRF route-leaking is used to inject

services like the internet and telephony. For the subsidiaries who need

dedicated cloud or partner connections, those are procured on the external

PE.
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Figure 5-17 Conglomerate example of using NNI and providing shared

services

This architecture simplifies the operations and management of a large

organization. They can easily replicate this design across multiple regions or

CNFs for added redundancy and resiliency. The use of this design is not

uncommon. This architecture is robust and scalable and provides a large

enterprise to adopt IT-as-a-Business (ITaaB) model. This is the most

effective way to run a large business and gives granular control of the traffic

flow and access to services and resources. Another major advantage of this

design is that when a conglomerate acquires a new company or dissolves one,

changes to the network are very quick by adding or removing VRFs on the

PE routers or modifying inter-VRF route leaking rules to allow or deny

access to shared services.

Interworking with Security Stack

MPLS being a WAN transport technology, there is no direct connection to

any endpoint in the edge. The traffic it passes does maintain end-to-end

macro-segmentation across the MPLS fabric. Some of the primary forms of

security are the BGP peering or any other form of routing protocol adjacency

between MPLS PE routers and directly connected edge routers or other

provider routers. Secure passwords should protect these routing adjacencies

as per Cisco’s Best Practices.
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MPLS VPNs can also be leveraged to steer traffic to a central security stack.

Security stack means a group of devices that are used to inspect the traffic,

apply any security policies, and then transmit out to the other end. Some of

the components are Proxy servers, Intrusion Prevention Systems (IPS) or

Intrusion Detection Systems (IDS), firewalls, secure web gateway, VPN and

remote access, Email gateway, Distributed Denial of Service (DDoS)

protection, Cyber Vision, etc. A combination of one or all of these

components becomes a security stack that ensures an organization’s network

remains secure.

Having an entire security stack deployed on all the sites may not be scalable

both — operationally and financially. Hence, they are usually deployed at a

centralized location like CNF. Depending on the organization’s security

governing policy, some of the applications in the trusted VRF can be sent out

to access resources in the data center, cloud, or internet directly. However,

networks such as a partner or development cannot be given direct unrestricted

access. All the traffic in that network needs to be run through the entire

security stack to ensure no malicious or compromised traffic enters through a

trusted production network.

To achieve this, MPLS has a built-in feature that can backhaul all the

untrusted traffic to a centralized facility and then offload it to the security

stack. Once the traffic passes through the security stack, it is then sent and

merged with the trusted production traffic. Figure 5-18 shows such a design.

Here, by manipulating route-distinguishers and route-targets attributes of
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VRF and leveraging MPLS fabric, we can easily redirect all the traffic to a

centralized facility or inspection. This has been a known way to create honey-

pots in internet service providers to protect many of their customers from

external attacks. Only inspected and trusted traffic is then allowed to send to

ISP's customers.
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Figure 5-18 Using MPLS to backhaul traffic to the security stack

Summary

In this chapter, we learned how flexible Enterprise MPLS can be. We

discussed how it interacts with SDA and campus networks by keeping macro

segmentation and leveraging SXPv5 to scale micro-segmentation. We

discussed how MPLS could be a super backbone connecting different WAN

solutions and providing connectivity to data centers and CNFs. We looked at

different integration points with CNFs and how traffic can be routed by

manipulating route targets. Overall, this is a versatile and scalable technology

that is vendor-agnostic and can scale horizontally and vertically for large

enterprises.
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Chapter 6. Carrier Neutral Facilities

In this chapter, we will discuss the following:

 What are Carrier Neutral Facilities, and why are they becoming critical

components in today’s networks?

 What makes a Carrier Neutral Facility?

 Understand how well Carrier Neutral Facility integrates with other

domains.

 Lessons learned and best practices for designing Carrier Neutral Facilities.

Overview

Since the inception of the internet in the early 1960s, its evolution has been

staggering. From connecting the first two computers to connecting modern

Internet of Things (IoT) devices, the Internet has expanded in terms of

connectivity and the amount of data being transferred between devices. The

Internet has become a commodity. Today, it is available to most remote parts

of the world by using satellites. With ever-growing devices connecting

worldwide and outer space from our space stations, interconnectivity between

different providers and organizations is critical. Since the 1990s, Internet

Service Providers (ISPs) provided internet connectivity to various

government and commercial networks. Since their customers needed to talk
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with each other and also with other customers, Network Access Points (NAP)

came into existence. These NAPs were strategically located facilities that

acted as Carrier Hotels where all the ISPs worldwide had their presence. In

these NAPs, all ISPs are interconnected amongst themselves, essentially

building the internet's backbone.

With high-speed residential internet being accessible to everyone in most

countries, whenever a user is accessing any resource from the web within the

same country or another, they might have to exit out of the ISP’s network and

to another; and in some cases, move across several ISPs to access the desired

resource. Depending on users' ISP and footprint, they would have predefined

exit points in most NAPs where they can exit out of their network. With the

evolution of the e-commerce business, large organizations, over the past two

decades, needed much faster communication with their users and data. This

meant that some of their critical applications conducting the business required

to be physically much closer to the NAPs. Latency is very proportional to the

physical distance of the devices. Since we cannot change the speed of light,

which is the main form of transmission over fiber connections, a user residing

in New York will have higher latency for accessing an application located in

Los Angeles than in Washington, DC. Now, accessing a small amount of data

will almost have no difference, but this latency adds up when we talk about

large file transmissions or multiple streams of back-and-forth data during an

e-commerce transaction. All this ties to user experience and how a buyer is

influenced to buy products from a vendor. If the speed of data such as

product catalog or transaction is not fast enough, they would lose interest and
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move on to the next vendor. So, having critical data closer to the user in a

predictable manner is a crucial design parameter in today’s networks.

Carrier Neutral Facilities (CNF) are evolutions of NAPs. Today, as their

name suggests — they are Carrier Neutral. Historically, only large service

providers were part of NAPs. Today, some NAPs are built that way, but as

data came closer to the user, these facilities needed to be expanded, and many

new small providers came into existence by providing not only

interconnectivity between different providers but also by providing a space

for another medium to large organizations to have a rack or two of space to

host their critical application servers and infrastructure which requires direct

access to the ISPs. These CNFs are usually located within or close to NAPs,

providing latency-sensitive connections between applications and users.

Today, CNFs not only house e-commerce applications and latency-sensitive

data, but they are also a critical component to aggregate traffic from all

remote sites of an organization and also, in a hierarchical design, connect

CNFs of a multi-national organization to provide the structure of traffic flows

as well as predictability in the performance of their network. Let us see how

CNFs are inter-operated between different domains.

Interaction with Other Domains

Carrier Neutral Facilities (CNF) are usually treated as backbone components

of the network infrastructure. With CNF’s proximity to critical resources,
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data centers, and aggregated connectivity to all the remote sites, they are at

the center and critical location for a network. They can also connect to CNFs

in the same region to provide redundancy and to other regions to provide

inter-region backbone connectivity. Figure 6-1 shows a very high-level

connectivity layout of CNFs. Subsequent sections will discuss its interaction

with each of the network domains.
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Figure 6-1 High-Level CNF Overview
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Interworking with SD-Access and Campus Fabric

Cisco’s Software Defined Access (SD-Access) or Campus Fabric onboard an

organization’s users and endpoints and allows them to access digital

resources located across the organization. In a large enterprise network, these

campus networks come in various sizes, from a few hundred people to a few

thousand. Usually, the largest of the campus networks are corporate

headquarters or regional headquarters for an organization. Having the most

efficient network connectivity for these large facilities is paramount as the

need to access resources quickly and the bandwidth required is directly

proportional to the number of users and endpoints at the site. Hence,

historically, corporate headquarters were also home to corporate data centers

where users would have direct access to the data without the involvement of

any WAN connections.

As time evolved and the adoption to the cloud and data increased, data

needed to be relocated close to users away from the corporate offices. With

increased latency and involvement of WAN and, in some business verticals,

an increase in e-commerce, as data was moved closer to the users, there was a

need to shift data centers out of the corporate offices and to more centralized

locations.

Let us take an example of an e-commerce business. Historically, with

corporate data centers located at their headquarters, an e-commerce business

operated out of California, US, will be able to provide fast and reliable
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service to customers based out of California or nearby states due to proximity

to data centers where applications are located. This is fine if the business is

local. However, if the business wants to expand across the nation or even

globally, the farther its customers are from the data center, the worse the user

experience might be, confined by latency and WAN connectivity at the data

center. So, it would make more sense for that business to move its critical

applications closer to the NAPs or CNFs, providing direct access to multiple

ISPs with low latency and ample bandwidth. Now, another problem arises:

once the business applications are moved closer to the user, the development

teams who constantly maintain the applications and patch them have to

upload loads of data every day over WAN. And also backup and restore the

business-critical applications. Now, the problem of customer experience was

solved, but the experience of the development and IT teams has degraded as

their workload response times increased. And it even became more complex

with the distributed deployment of business-critical applications across

multiple geographical regions. To resolve this complexity, production and

development environments needed to be closer for faster and efficient

patching and deployment. This is one of the reasons large enterprises are

moving their data centers away from their corporate headquarters to CNFs, as

with development and production workloads being closer to each other, now

the users maintaining these applications only have to transact minimally to

modify that data.

Coming back to the point of how today’s campus networks interact with the

CNFs, depending on the type and number of users located at a site, a direct
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connection to the CNF might be required to achieve ideal low latency

connectivity that can maintain macro and micro-segmentation. Monolithic

networks — the networks that are built with a single routing plane or just

with a Global Routing Table (GRT) — do not require any form of macro and

micro-segmentation to carry over to different segments of the network. In that

scenario, connectivity to the CNF will be straightforward Layer 3 with a

routing protocol like BGP.

In terms of SD-Access and Campus Fabrics, the logic is different. With

macro and micro-segmentation in place, a detailed thought needs to be in

place for extending the segmentation strategy from campus to the CNF. In

this scenario, all Virtual Routing and Forwarding (VRF) instances must be

carried through. Let us discuss how that can be achieved. The two scenarios

discussed next assume there is only a dark fiber, point-to-point wavelength,

or some form of Ethernet Private Line (EPL) connectivity between the CNF

and the site with the SD-Access or Campus Fabric deployed.

Approach with VRF-Lite

When the campus network’s macro segmentation needs to be carried to the

CNFs, Virtual Routing and Forwarding — Lite (VRF-Lite) approach seems

to be the quickest and easiest way to achieve desired outcome. With this

approach, the primary objective is to establish macro-segmentation

connectivity across the WAN from a local site with SD-Access or Campus

Fabric enabled.
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In a typical fabric environment at a campus site, there are two VRFs —

Corporate and Guest. The corporate VRF is considered trusted network

where all the endpoints and traffic from all of the endpoints does not go

through any kind of inspection or firewalls for internal traffic. This traffic is

inspected and firewalled at a central location such as CNF where it exits out

of the corporate environment to access Internet or partner network as needed.

Depending on the organization’s adoption of cloud and Software as a Service

(SaaS) model, the traffic pattern of trusted corporate network would vary.

With low adoption of cloud and SaaS based applications, traffic pattern is

predominantly east-west within the site as well as site-to-site. Some examples

of this applications would be Voice over IP (VoIP) or local file sharing or

emails. With majority of the applications residing in the centralized facility

such as Data Centers, CNF would become a transit hub to collect all traffic

from WAN connections and then using a high capacity backhaul, send the

traffic to data centers. With the organizations that have already started on

their Cloud or SaaS journey, traffic pattern is highly different. In this

scenario, the traffic is predominantly north-south. There is very little

communication east-west as most of the data is being downloaded or

uploaded to the cloud. In either of the scenario, CNFs become an aggregation

points of all the traffic and once the trusted traffic flow hits the CNF core,

depending on the destination, it would take the path outside of the corporate

network through the security stack or within the corporate network via using

other WAN connections to connect to different sites or data center.

Guest networks in the corporate environment have a different traffic type of
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traffic pattern. Since all the traffic is untrusted, it is generally backhauled to

CNF where the security stack is and then directly exits out to the Internet.

Depending on the organization’s security and traffic engineering policy, there

might be a requirement of inspection and policing of Guest traffic for any

malicious activities as well as throttling of the bandwidth if that traffic shares

same Internet circuit as the corporate. Higher priority and bandwidth

availability is always given to the corporate Internet traffic.

This VRF-Lite approach is good for spanning small number of VRFs across

the campus site and CNF. However, the biggest limitation with this strategy

is to support micro-segmentation. Since the traffic carried across the link is

not VXLAN encapsulated, SGTs cannot be carried forward easily. There are

mechanisms such as using CMD inline tagging or SXP peering with ISE, but

these methods do not scale well. There is also an added complexity of

running multiple VRF aware routing processes for each of the logical links

between the campus site and CNFs. This VRF aware routing will need to be

carried across the CNF core and terminated to the respective exit points in the

network.

In a summary, even though this is a viable option to quickly turn up macro

segmentation between a campus site and CNFs, due to scale limitations and

complexity involved with the design, this is not a widely deployed solution.

Dedicated Borders at the Data Center

Extending macro and micro-segmentation in the CNF is much more easier
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with solutions like SD-Access or Campus Fabric. Since both of these

technologies use data plane to send macro and micro-segmentation

information, analyzing the packets becomes a lot more easier and also

scalable. This design can be scaled to transmit many virtual networks to the

CNFs with minimal configuration. Let us discuss how this can be achieved

with the design. Since SD-Access and Campus Fabrics work in an identical

fashion, we will be taking SD-Access as a reference example.

As shown in Figure 6-2, the CNF is considered as another site in the network

infrastructure. Here, this site has dedicated border nodes (BN) that have

required virtual networks that need extension from the campus site. Data

from campus sites or any other SD-Access enabled sites is transmitted across

the WAN with VXLAN encapsulation. The control-plane mechanism relies

on Transit Control Plane nodes that are located at the CNFs. The role of the

Border Nodes at the CNF is to provide encapsulation and decapsulation of

the VXLAN based data-plane traffic.
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Figure 6-2 Extending Macro and Micro-Segmentation using Dedicated

Borders in CNF

The traffic flow for an endpoint that needs to access a partner network will

look like following:

1. An endpoint from a campus needs to access data from an application

residing in a partner network. For this, the packet is sent to the local border

node as it is the gateway to reach networks outside of the fabric once initial

lookups are done.

2. Once the packet reaches at local border node, it will query Transit Control

Plane node to find location of the site that has access to the partner’s network.

3. Transit control plane responds with the IP address of the CNF border node.

4. Campus border node then re-encapsulates the data packet with VXLAN

with macro and micro-segmentation information and send the packet over

WAN to CNF border node

5. CNF border node then decapsulates the traffic and then based on the route

lookup, it will forward the packet as a native IP packet to the partner firewall.

In this scenario, regardless of the destination network, the previously

described flow remains similar. Same concept can also be extended to other

sites with SD-Access fabric enabled as the underlying infrastructure of transit
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control planes will be re-used across all of those sites.

Another feature that is available to in the SD-Access architecture is called

Multi-Site Remote Border (MSRB). This feature is very similar to the

architecture we described earlier, however, this removes additional step of

encapsulation and decapsulation at local border as they don’t exist for a

virtual network in the question. With MSRB, the VNs are directly anchored

at the border nodes in the CNF. So, for the networks whose VNs are

anchored at the CNF, the edge node directly builds that VXLAN

encapsulated packet which directly exits out of the border nodes at the CNF.

Let us look at how this traffic flow works in Figure 6-3.
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Figure 6-3 Multi-Site Remote Border use in CNF

Here, taking the same example of an endpoint trying to reach an application

located in a partner network, here how it will look in terms of steps:

1. An endpoint needs to access the application and the edge node (EN) will

query control plane (CP) node for VN3 to identify location of destination

network.
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2. Since the border node and control plane for this VN3 is located in the CNF

using MSRB feature, it will provide local CNF border node IP address as

access to networks for gateway outside of the fabric.

3. Edge node will build the VXLAN encapsulated packet destined to that

border node traveling across the WAN

4. CNF border node will then decapsulate the traffic and pass it on to the

firewall that is connected to the partner network.

MSRB is a great feature that reduces the complexity for extending network

segmentation to facilities that need centralized traffic policies. Some of the

applications of these features are:

 Guest network for multiple sites that exits out of CNFs or centralized

security stacks

 Physical Security networks that send all the access and surveillance data to

centralized location

 Extension of a partner network to remote sites

 Building Management Systems (BMS) and IOT sensors, where various

sensors and devices send data to central servers for data processing.

In either of these approaches, scaling of virtual networks becomes highly

simplified. However, there are some considerations that needs to be taken
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into account in order to make this work. WAN Maximum Transmission Unit

(MTU) is critical. In ideal scenario, these connections between Campus sites

and CNFs are usually dark fiber connections that provides great flexibility to

increase MTU to accommodate additional 50 bytes of VXLAN

encapsulation. However, for the sites that are connected via some other form

of WAN like MPLS or SD-WAN, traffic flow might not work due to

VXLAN fragmentation. In this scenario, TCP-MSS can be adjusted to 1250

Bytes to account for any kind of overhead.

To use Transit Control Plane (TCP) or Multi-Site Remote Border (MSRB)

for correct use case can also have an impact on how overall fabric traffic

flows. TCP provides flexibility with inline tagging over SD-WAN but adds

additional lookups in the between, whereas MSRB does not provide inline

tagging however, it will provide an ability to use one single IP address pool

across multiple sites which is an ideal use case for Guest networks.

In either scenario, having border nodes at the CNF greatly reduces the

complexity across the WAN and can easily carry macro and micro-

segmentation attributes of the network.

Interworking with SD-WAN, MPLS and DMVPN

Carrier Neutral Facilities play an important role when it comes to SD-WAN

or DMVPN architecture. For any organization, designing their WAN

infrastructure in most optimal manner is very crucial. When it comes to any
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technology that is being used as the WAN technology, CNF’s positions itself

as a hub for the region it is serving or in some cases the centralized or an only

exit point for any external connectivity in an organization. Understanding the

nature of the CNF, it provides connectivity to various parts of the network.

Networks such as campuses, remote sites, data centers, partner connections,

cloud and security stack. Just like an airline pulling all of their passengers

form different destinations in one of their hubs to provide one-stop

connectivity to other destinations, CNF becomes that hub for all the data.

With its simple network architecture, it can also provide various options on

maintaining macro segmentation. Since SD-WAN, Provider MPLS,

Enterprise MPLS, and DMVPN, are all WAN technologies providing similar

macro segmentation capabilities, we will be discussing all of them in this

section.

Regardless of the technology used for an organization’s WAN — SD-WAN,

DMVPN, Provider MPLS (P-MPLS) or Enterprise MPLS (E-MPLS) —

carrying that macro-segmentation in a core is a must. Most of the time, macro

segmentation is all that is required, as it provides a routing plane separation.

All of the four technologies are able to maintain macro segmentation of the

traffic natively. Some do it in single tunnel whereas others do in multiple

tunnels. Overall, the goal is to send traffic from one site to the other for one

or more networks. Since Carrier Neutral Facilities are hub for all the network

traffic, maintaining macro segmentation is critical. When it comes to micro

segmentation, it is always nice to have, but not required at the CNF level as

most of the micro segmentation enforcement is done at the end domains —
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such as — SD-Access, ACI, security stack, etc. that are all connected to

CNFs.

Let us discuss how each of the WAN technologies that are connected to CNF

head-ends maintain the macro-segmentation.

Software Defined — Wide Area Network (SD-WAN)

SD-WAN is the emerging technology with very high potential. With

software-driven controller-based architecture, it is flexible enough to not only

keep end-to-end macro-segmentation like traditional WAN, but also maintain

micro-segmentation capabilities. In an SD-WAN architecture, tunnels are

built once across the sites with multiple VRFs that are carried within the

single tunnel using MPLS labels as tags to differentiate them. This way, end

to end segmentation is being carried across the entire infrastructure regardless

of what VRF the traffic is in. Once the traffic reaches the head end, each of

the VRF 's can be offloaded to any domain as desired.

Let us take a look at Figure 6-4. The network shown is one of the most

common designs for a large organization. This SD-WAN takes care of

macro-segmentation by separating the routing plane of each security zone.

Here, security profile traffic such as — Corporate, Guest, Development, and

Partner/Affiliate traffic are kept in separate VPNs on the SDWAN side.

These VPNs are then mapped to individual VRFs on the CNF side as well as

on the remote sites, including campus. Once the segmented traffic reaches the

CNF, with the use of back-to-back VRFs or VRF-Lite, this traffic can be
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offloaded into the respective domain. In most cases, these VRFs terminate on

a firewall for security so that the traffic can be inspected. In this scenario, all

site-to-site traffic is carried in respective domains and zones across SDWAN.

There is no expectation of traffic to bleed into another VRF or VPN; hence,

macro-segmentation is maintained end-to-end. Whenever traffic is expected

to leave one routing plane to the other, it has to traverse the firewall or some

form of a control point in order to control and monitor what traffic flows

through.
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Figure 6-4 VRF offloading at CNF with SD-WAN

The following traffic flows are shown in Figure 6-4.
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1. Traffic pattern 1: This is general Corporate traffic that is trusted and

always allowed to access applications related to the organization’s day-to-day

business function. This type of traffic has direct access to all users and

applications as they are in a trusted zone. The only time the traffic will be

subject to a firewall inspection is when the traffic is leaving to the internet

and/or another partner/affiliate.

2. Traffic pattern 2: This type of traffic is a development traffic isolated

from the production for security reasons. For this organization, development

traffic leverages public cloud infrastructure to scale and test their applications

and products on demand. Hence, they are put into their own VRF to keep the

traffic isolated. Once the applications are production-ready, they are

transferred to the production environment via the data center firewall.

3. Traffic pattern 3: This type of traffic is for Guest Internet access. Guests

have no business in accessing corporate applications data. That traffic is

completely isolated and in almost all cases directly dropped off to the internet

transit. Many organizations subject guest traffic to inspection and security

policies to control what goes in and out of the network.

4. Traffic pattern 4: This type of traffic does not need to access any local

organization’s resources as a primary function. This may be a recent

acquisition or an affiliate whose networks are not merged yet, however they

are sharing physical real-estate or office space with large organization for

business functions. This type of traffic is directly offloaded to partner/affiliate
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firewall and out to their network.

5. Traffic pattern 5: The previous four traffic patterns were mainly focused

on isolation of traffic. However, this pattern is where a need to access traffic

across those routing planes is required. In the example, a pattern where traffic

from development is ported over to production or corporate traffic needs to

access the Internet, they have to go through a firewall like device for control

and management. This is where domains are bridged in controlled fashion. In

some cases, traffic flow would be sub-optimal, but this design will benefit

from greater control as this type of traffic is not in high volume. If the

volume increases, more of these shared exchange points can be configured to

offload and distribute traffic.

This illustration describes one of the way an organization would deploy and

use CNF and its flexibility with SD-WAN as their WAN solution. SD-WAN

also provides additional features with micro-segmentation that can be

coupled with SD-Access. It can be used to transport SGTs across the WAN to

maintain both — macro and micro-segmentation — across the network.

Dynamic Multipoint Virtual Private Network (DMVPN)

DMVPN has been around since the early 2000s. Cisco Systems introduced

this technology that was a game changer for many small to medium

businesses. Historically, when a private WAN solution was needed from a

Service Provider (ISP), the last mile options were heavily dependent on the

provider’s reach to the region where the site was located. Frame-Relay,
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ATM, Business DSL, Cable, and in some cases Plain-Old-Telephone-Service

(POTS) was the only option. And with many local and regional providers in

play, there was not a good direct connectivity from one provider to the other.

This also increased high cost for WAN connections to maintain private

circuits.

Internet circuits were not secure, so if, a site needed to be connected

organizations had to rely on point-to-point IPSEC VPN. This was not

scalable as it had inherent issues of all traffic needed to route through the hub

for any site-to-site communication. As more and more technologies relied on

IP protocols — the biggest ones being Voice over IP (VoIP), that added

latency caused more issues with user experience.

When DMVPN was introduced, it was designed to provide a more cost-

effective solution to private WAN links. Internet links were getting cheaper

due to demand and it was much easier to get at remote locations —

sometimes with residential connections. Having a router behind a NAT

device limited the use of IPSEC VPN as it needed static IPs on both sides to

form a tunnel. When DMVPN was introduced, it solved some of the

fundamental issues and brought lot of small to medium business together and

also provided an alternative approach for large organizations that would back

up their primary private WAN links with DMVPN on cheaper internet

connections.

DMVPN was able to solve following issues:
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1. Have a dual hub routers at a single location OR single hub router at two

different locations

2. Utilization of multi-point GRE (Generic Routing Encapsulation) over

IPSEC to establish VPN tunnels

3. Remote end tunnels do not need static IP so they can be behind a NAT ’ed

or DHCP based IP.

4. With the use of DMVPN phase 3, only first few packets route through the

hub until site-to-site dynamic tunnel has formed. This was great for VoIP

services as VoIP and any other site-to-site traffic had no need to go through

the hub site.

5. Use of dynamic routing protocols over DMVPN enabled better

convergence in the network

6. Multi-VRF capability of DMVPN also enabled multiple DMVPN clouds

for multiple VRFs.

Compared to SD-WAN, where all VRFs are tagged with a label and traverse

over a same tunnel, with DMVPN, all the VRFs have their own dedicated

tunnel interfaces. This design has its own advantages and disadvantages, but

at a very high level, they both function very similar.

Let us take a look at Figure 6-5. The illustration is very common design
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amongst small to medium organizations and with large organizations, there is

usually a primary provider managed MPLS (P-MPLS) WAN cloud. Macro-

segmentation with DMVPN is achieved by logically isolating all routing

planes into different DMVPN clouds. The hub devices of these clouds may

be same or different depending on the requirements of an organization.

Regardless of WAN technology, the traffic patterns are same. The illustration

describes macro-segmentation for Corporate, Guest, Development, and

Partner/Affiliate traffic. These DMVPN clouds are then mapped to individual

VRFs on both — CNF and remote locations. Once the segmented traffic

reaches the CNF, with the use of different hub routers, they can be directly

connected to each of the security zone for application and data access. In

most cases, these connections terminate on a firewall for security so that the

traffic can be inspected. In this scenario, all site-to-site traffic is carried in

respective domains and zones across DMVPN without traversing the hub.

There is no expectation of traffic to bleed into another VRF or VPN; hence,

macro-segmentation is maintained end-to-end. Whenever traffic is expected

to leave one routing plane to the other, it has to traverse the firewall or some

form of a control point in order to control and monitor traffic that flows

through.
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Figure 6-5 VRF offloading at CNF with DMVPN

The following traffic flows are shown in Figure 6-5.
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1. Traffic pattern 1: This is general Corporate traffic that is trusted and

always allowed to access applications related to the organization’s day-to-day

business function. This type of traffic has direct access to all users and

applications as they are in a trusted zone. The only time the traffic will be

subject to a firewall inspection is when the traffic is leaving to the internet

and/or another partner/affiliate.

2. Traffic pattern 2: This type of traffic is a development traffic isolated

from the production for security reasons. For this organization, development

traffic leverages public cloud infrastructure to scale and test their applications

and products on demand. Hence, they are put into their own VRF to keep the

traffic isolated. Once the applications are production-ready, they are

transferred to the production environment via the data center firewall. With

DMVPN, since this is partially trusted traffic, this can share the same

physical infrastructure as the production traffic.

3. Traffic pattern 3: This type of traffic is for Guest Internet access. Guests

have no business in accessing corporate applications data. That traffic is

completely isolated and in almost all cases directly dropped off to the internet

transit. Many organizations subject guest traffic to inspection and security

policies to control what goes in and out of the network.

4. Traffic pattern 4: This type of traffic does not need to access any local

organization’s resources as a primary function. This may be a recent

acquisition or an affiliate whose networks are not merged yet, however they
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are sharing physical real-estate or office space with large organization for

business functions. This type of traffic is directly offloaded to partner/affiliate

DMVPN hub and then to the firewall that connects to affiliates network.

5. Traffic pattern 5: The previous four traffic patterns were mainly focused

on isolation of traffic. However, this pattern is where a need to access traffic

across those routing planes is required. In the example, a pattern where traffic

from development is ported over to production or corporate traffic needs to

access the Internet, they have to go through a firewall like device for control

and management. This is where domains are bridged in controlled fashion. In

some cases, traffic flow would be sub-optimal, but this design will benefit

from greater control as this type of traffic is not in high volume. If the

volume increases, more of these shared exchange points can be configured to

offload and distribute traffic.

This is a classic example of how DMVPN is used in most organizations. The

advantage is in keeping the traffic isolated and ability to offload where it is

needed. The disadvantage is that this is still a major CLI based technology.

There are no central controllers that dynamically manage the tunnels and

traffic flows and conduct traffic engineering. However, all the configurations

of the DMVPN hubs and spokes can be automated using simple python

scripts or Ansible playbooks.

Provider — Multi-Protocol Label Switching (P-MPLS)

Provider MPLS is one of the most common connectivity option for an
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organization. Essentially, provider manages all the VPN configuration on

their routers — Provider Edge (PE) or Customer Provider Edge (CPE). With

the VPN configuration in the provider's control, a single physical cable or

layer 2 trunk with multiple VLANs in different VRFs are handed over to the

organization to connect to their environment. From the organization’s side,

they have to establish point-to-point connectivity with the pre-decided

routing protocol with the service provider. Once the adjacency is established,

traffic will start flowing. Organization is responsible for managing macro-

segmentation within their operational control and service provider will

manage macro-segmentation within their environment.

There is one key advantage of this model — Shared services from the

provider. In this model, provider can natively provide cloud, Internet,

security, and collaboration services. Since provider is part of the WAN and

has visibility into the traffic and all the routes of the network, adding these

services into an organization’s network is simple. Once the respective traffic

enters the MPLS WAN, it can take shortest path to the destination using

provider’s network and may not even need to go to the CNF.

This design has three key disadvantages. Although it solves the problem of

maintaining end-to-end segmentation across the WAN, but this may not be

even effective for largest of organizations. Let us look at some of the cons of

this model:

1. High cost: Every new VPN being turned up and managed by the provider,
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will have its management cost associated with it. Regardless of the amount of

traffic being pushed through that VPN, there is always a fixed cost associated

for management of that VPN and having it natively route through the

provider’s network. This factor is usually the biggest deterrent for adoption

of this design.

2. Lengthy change control process: any new VPN turnup process in the WAN

has dependency on the provider’s availability and their change control

process. Any migration, changes or issues for the respective VPN needs

provider’s involvement as macro-segmented traffic traverses natively through

their network.

3. Provider dependency: In this model, an organization is locked with one

provider. Since provider is responsible for carrying traffic natively, they have

to be present at any and all locations an organization is trying to expand. This

includes remote regional locations or international. If provider is not present,

they would partner with another provider to provide that last mile

connectivity and costs will add up. There is no easy transition from one

provider to another if their Service Level Agreements (SLA) are not honored.

In most cases, an organization usually takes only a single VPN service from

the service provider and then they either use it natively as a single global

routing table or deploy a WAN solution such as SD-WAN or DMVPN as an

overlay to deploy macro-segmented networks. For this section, we will

discuss one of the rare scenario of having multiple different VPNs from a

Technet24

https://technet24.ir
https://technet24.ir


service provider for different functions.

Let us take a look at Figure 6-6. The network in the illustration showcases

multiple provider VPNs for an organization that carries macro-segmentation

across all of their sites and to the CNF. Once the traffic reaches the CNF, it

usually gets handed off via individual links to different domains or a trunk

port form the CPE device. Majority of the WAN routing is controlled by the

provider. In this scenario, the same provider can also provide Internet Transit

and routing can be directly offloaded to the internet form the sites or the

Guest networks using provider’s services. Similar to SD-WAN and DMVPN

scenarios, all traffic in the VRF and VPN will remain in its respective routing

plane. Any inter-VRF routing will have to be done via a Firewall or a

centralized control device.
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Figure 6-6 VRF offloading at CNF with Provider MPLS (P-MPLS)

The following traffic flows are shown in Figure 6-6.

1. Traffic pattern 1: This is general Corporate traffic that is trusted and

always allowed to access applications related to the organization’s day-to-day
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business function. This type of traffic has direct access to all users and

applications as they are in a trusted zone. For this scenario, if the traffic needs

to access the Internet, MPLS provider can directly route traffic to the internet

using their own backbone and cloud-based security stack with centralized

security policies. This traffic does not need to come to CNF and can take the

shortest path out of the provider’s network. this could be a viable solution for

the organization if they use Internet for the cloud connectivity and do not

have direct connections.

2. Traffic pattern 2: This type of traffic is a development traffic isolated

from the production for security reasons. For this organization, development

traffic leverages public cloud infrastructure to scale and test their applications

and products on demand. Hence, they are put into their own VRF to keep the

traffic isolated. Once the applications are production-ready, they are

transferred to the production environment via the data center firewall. Similar

to Internet access, if the organization is using specific cloud provider for their

development workloads, the provider can also provide that “as-a-service”

model and have that traffic offload via their network directly. Any workload

transfers from development to production will be backhauled to the CNF,

which in turn will be terminated on the firewall before entering corporate

network.

3. Traffic pattern 3: This type of traffic is for Guest Internet access. Guests

have no business in accessing corporate applications data. With Internet as a

service form the provider, this traffic is directly offloaded to the nearest
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Internet exit point from the provider. If inspection of traffic is required, an

organization can try to leverage provider’s cloud-based inspection service or

other cloud-based security products to offload local traffic inspection from

their own network.

4. Traffic pattern 4: This type of traffic does not need to access any local

organization’s resources as a primary function. This may be a recent

acquisition or an affiliate whose networks are not merged yet, however they

are sharing physical real-estate or office space with large organization for

business functions. This type of traffic is directly offloaded to partner/affiliate

firewall and out to their network. An added advantage would be if an affiliate

has their own MPLS network with the same provider, they can either merge

the VPNs or have VRF-Leaking to natively access networks without

traversing all the traffic through CNFs. This can provide immediate scale and

flexibility in connections.

5. Traffic pattern 5: The previous four traffic patterns were mainly focused

on isolation of traffic. However, this pattern is where a need to access traffic

across those routing planes is required. In the example, a pattern where traffic

from development is ported over to production or corporate traffic needs to

access the Internet, they have to go through a firewall like device for control

and management. This is where domains are bridged in controlled fashion. In

some cases, traffic flow would be sub-optimal, but this design will benefit

from greater control as this type of traffic is not in high volume. If the

volume increases, more of these shared exchange points can be configured to
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offload and distribute traffic. This type of inter-domain traffic must be routed

to CNF where it can be controlled and monitored.

Even though with some of the major disadvantages of this model, some

organizations might opt in for some flexibility depending on workloads and

types of applications they use. For organizations that are not subjected to

strict compliances and have already embarked on cloud-native applications

and Internet-based solutions, this model will scale the most as the provider

MPLS will do most of the heavy lifting. The costs of having dedicated cloud

connections and Internet connections will be offset by having those services

natively from the service provider. This also reduces management and

complexity as most of the security policies can be handled via service

provider’s software driven deployment and management plane.

Enterprise Multi-Protocol Label Switching (E-MPLS)

Enterprise MPLS from the technology and design perspective, is not different

than MPLS that is used by the provider. In E-MPLS, the organization is the

one who typically manages the entire MPLS network and in most cases have

their own dedicated team managing that infrastructure. For extremely large

organizations or conglomerates whose networks spans across the globe, have

multiple data-centers and also have branches, campuses and many affiliates,

they tend to have their own WAN where they can not only manage and

control the traffic in-house, but also from security perspective, it gives them

better control and take any immediate actions if some part of their network is
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compromised. For these large organizations, their brand reputations is

paramount and the data flowing in their network is in petabytes. Secure and

efficient transport is key. These are the organizations who run IT as a

Business (ITaaB). Since they control the WAN and MPLS, they are the

provider for their customers who are different business units in an

organization.

For these customers, CNF plays a key role. These are the hubs that bring in

all the traffic across the regions or globe and provide high-speed backbone

connections to different domains and resources. Figure 6-7 shows how CNFs

became part of the global backbone and built that critical MPLS network that

could scale and evolve. With an organization providing P-MPLS-like

capabilities, they can even take it further to add more features to the network.

With the large network, each of the domain would have their own connection

point and enterprise managed PE device that is capable of offloading as many

VRFs are they would like for that domain. This flexibility helps scale macro-

segmentation capabilities to a whole new level.

Technet24

https://technet24.ir
https://technet24.ir


Figure 6-7 CNFs as part of Global MPLS Backbone

The following are some of the key capabilities that can be achieved with E-

MPLS and CNFs.

1. CNFs can house all enterprise PE devices that can directly connect to

critical services such as Internet Transit, Cloud, large campuses, and
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enterprise data centers using dark-fiber.

2. Using E-MPLS, point-to-point pseudowires can also be created for any

application or services needed direct connection across the WAN. For

example, backup and replication traffic might need direct point-to-point

layer1 or layer 2 connection to another data center. Using E-MPLS, this can

be achieved by creating a point-to-point pseudowire.

3. Link aggregation between CNFs across multiple dark-fiber providers.

Since all the traffic will be encapsulated using MPLS labels and highly

resilient layer 3 routing protocols, aggregating links will assist in better

convergence and high uptime of the network.

4. Running MPLS-VPN Option A (back-to-back VRFs) with other service

providers from the CNFs to quickly onboard an acquisition into the

organization’s network and share critical resources.

Overall, on top of providing multi-domain connectivity that we discussed

with SD-WAN, DMVPN and P-MPLS-based design, this E-MPLS model

changes CNF’s purpose a little to be more focused on what kind of specialty

connection it can provide and then integrates to the global backbone of an

organization. The traffic flows are very similar to other WAN options,

however with the nature of specialized CNFs, these flows may enter one CNF

and exit out of the other CNF for end-to-end connectivity.

Let us discuss the flows shown in Figure 6-8. With five different traffic
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patterns, it is observed that these traffic flows are similar in nature with

biggest difference being the entry and exit point of the CNFs. Overall end-

goal is the same — keep the end-to-end macro segmentation and ensure any

inter-VRF traffic passes through a control point where the intent of the traffic

can be inspected and firewalled.

1. Traffic pattern 1: This is general Corporate traffic that is trusted and

always allowed to access applications related to the organization’s day-to-day

business function. This type of traffic has direct access to all users and

applications as they are in a trusted zone. The only time the traffic will be

subject to a firewall inspection is when the traffic is leaving to the internet

and/or another partner/affiliate. In the following scenario, this traffic is being

aggregated to AMER CNF 2 where all WAN connections in form of MPLS,

SD-WAN or DMVPN are converged and mapped to respective VPNs. Then

using E-MPLS backbone, the respective VRFs are backhauled and mapped to

the data-centers where those applications are housed. In this illustration, the

data-centers are connected to AMER CNF 1 and 2.

2. Traffic pattern 2: This type of traffic is a development traffic isolated

from the production for security reasons. For this organization, development

traffic leverages public cloud infrastructure to scale and test their applications

and products on demand. Hence, they are put into their own VRF to keep the

traffic isolated. Once the applications are production-ready, they are

transferred to the production environment via the data center firewall. Here,

client traffic is coming in from AMER CNF 1. This CNF has direct
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connectivity to the cloud. Once the applications are ready to be brought into

the production environment, this inter-domain transfer happens at AMER

CNF 1 via a firewall and then data is being offloaded into the corporate VRF

and sync’d to AMER data centers 1 and 2.

3. Traffic pattern 3: This type of traffic is for Guest Internet access. Guests

have no business in accessing corporate applications data. That traffic is

completely isolated and in almost all cases directly dropped off to the internet

transit. Many organizations subject guest traffic to inspection and security

policies to control what goes in and out of the network. For all guest traffic

coming in APJC CNF 2, it is directly mapped to Guest VPN on MPLS and

offloaded for direct internet access and security inspection.

4. Traffic pattern 4: This type of traffic does not need to access any local

organization’s resources as a primary function. This may be a recent

acquisition or an affiliate whose networks are not merged yet, however they

are sharing physical real-estate or office space with large organization for

business functions. This type of traffic is directly offloaded to partner/affiliate

VPN concentrator and then to the firewall that connects to affiliates network.

All affiliate and partner networks are terminating in APJC CNF 1. The traffic

from all the sites is backhauled via MPLS to APJC CNF 1 to egress to

respective affiliate traversing the firewall.

5. Traffic pattern 5: The previous four traffic patterns were mainly focused

on isolation of traffic. However, this pattern is where a need to access traffic
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across those routing planes is required. In the example, a pattern where traffic

from development is ported over to production or corporate traffic needs to

access the Internet, they have to go through a firewall like device for control

and management. This is where domains are bridged in controlled fashion.

EMEA CNF 1 is one of the locations to provide Internet access for the entire

organization in that region. By utilizing shared services capabilities of the

MPLS and VRF Leaking, any internet bound traffic from any CNF is directly

routed to EMEA CNF 1 for inspection and egress. All remote user VPNs are

also terminated in EMEA CNF 1.
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Figure 6-8 VRF offloading at CNFs with E-MPLS

As the illustration shows, CNFs can be very versatile in the E-MPLS model.

Some of the largest of organizations are deploying such networks with the

scale and flexibility they need. In some cases, technologies like segment

routing may also be used. The goal is to ensure macro-segmentation is

maintained end-to-end and same physical infrastructure can be leveraged for

multiple business functions.
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Interworking with Data Centers

For an organization of any size to function today, they need five fundamental

components from technology perspective.

1. A place to store digital data — could be internal or consumer data

2. A place to host applications that run the business

3. Endpoints and users to access, add, modify or remove that data

4. A network to connect endpoints and users to that data or applications

5. Security to ensure the data or endpoints are not compromised

Now, looking at any organization with varying size, all these five

components are applicable to them. Some small ones, like a retail mom-and-

pop shop, would do it in a simple way by subscribing to certain cloud-based

applications that store inventory, transact, and execute payments at a small

fee, with endpoints being their Point of Sale (PoS) systems. With a large

corporate big-box store use more complex set of applications to store all the

data, inventory and transactions at a large data centers with endpoints and

users being their PoS systems, employees, and various departments such as

accounting, sales, and human resources. All these business units live up to

these fundamental needs of running a business.

Even though CNFs are not applicable to mom-and-pop shops, they might be
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applicable to the enterprises that support their businesses. Taking the retail

industry as an example, many of these small local businesses rely on some

common applications, such as, an application conducing monetary

transaction via PoS system, an accounting software to keep track of business

expenses and payroll, an inventory system to keep track of inventory at stock.

From the end user perspective, these systems are designed to be very intuitive

and easy to use as small shop owners are not usually technically savvy. They

need to focus on running the business. Even more than a decade ago, most of

these systems needed to be installed locally on business owner’s computer or

laptop, that usually used to be at the shop or in some cases home. That had a

huge risk in terms of security and availability in the event if the computer

broke down or a theft happened. All of the data was compromised. Also,

when it comes to year-end accounting, the data needed to be extracted from

the local computer and then transported to the accountant digitally. Today, all

of those complexities are pretty much gone. With most of all the applications

being enabled for cloud, they are constantly patched, data being kept securely

in large data centers and year-end accounting would become as easy as

giving an accountant temporary user access to their system to download

relevant data for processing. And all this could be achieved simply by an

internet connection.

With these large enterprises supporting small business owners in this

scenario, their networks must be resilient and highly available so these small

businesses can always function. To give best user and customer experience,

these large enterprises build their data centers across the globe and depending
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on their large user base, closer to the region or country for low latency

experience. With the amount of data centers across the region and globe, it is

not scalable to have full mesh connectivity between them for data

synchronization and resiliency. The formula for amount of links needed for

full mesh connectivity between sites is —  where N is the

number of sites. With an enterprise having 8 smaller data centers across

North America regionally located to larger cities, the amount of connections

needed for full-mesh connectivity would be  links.

The cost associated with operating these low latency links is very high and on

top of that, the complexity of running routing protocols and convergence

adds up. Figure 6-9 shows the complexity of this design.
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Figure 6-9 Full mesh connectivity with data centers

This is where CNFs come in. CNFs can be located at key locations and

provide that hub-and-spoke model to connect all these data centers at low

latency. This model is scalable as any time large enterprise wants to grow,

they can simply provision redundant links to one CNF or one each to

different CNFs for resiliency. This will allow them to scale and provide

similar SLAs as full mesh connectivity. Looking at Figure 6-10, the amount

of links that are needed are significantly reduced, with further reduction in

the complexity of routing protocols and network management. For these large

enterprises, these CNFs don’t need to be large in terms of equipment

footprint. They can have smaller CNFs at key Network Access Points (NAP)

where they can have direct access to multiple Internet Service Providers (ISP)

to provide transit connectivity to some of the largest carriers of the country or

globally. This way, every consumer who is using those major providers of

Internet can have direct access to enterprise’s commercial applications. This

connectivity essentially gives one-hop access for these small businesses

increasing their overall user experience.
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Figure 6-10 Data center connectivity with CNFs

The third major pillar for these large enterprises is connectivity for their own

employees. Developing and maintaining these commercial applications takes

resources and they are mostly located in regional offices. These offices are

connected by enterprise’s private WAN to the CNF where they can access

data centers, the cloud, and the internet. These enterprises have two different

sets of applications — one for internal use and other for their customers. And

both need their own development environment and ease to transfer those

tested development workloads to the production environment. In many cases,

some of these applications would have a cloud-based deployment model

where all the patches to the software are deployed via cloud for maximum

scale.

To summarize, data centers and CNF integration goes a long way. Its primary

function is helping large organizations to scale and provide an extension to

the data centers where they can reach organization’s consumers or employees

at a scale. One of the other dimensions on top of all this connectivity is

ensuring traffic separation. We discussed that enterprise and commercial

applications need to be separated as one is critical for an organization to

function, whereas other applications are generating revenue for the

organization. Revenue generation always takes precedence, and securing

those applications so there is no data breach, and having them always

accessible, helps maintain the SLAs with the end customer. This in turn,

builds trust and brand reputation.
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Modern data centers use fabric-based architecture. Solutions like ACI and

BGP-EVPN fabrics are scalable provide the flexibility of maintaining macro

segmentation while keeping the CAPEX and OPEX low by sharing same

high performance physical hardware. These data centers are connected to

CNFs in two ways.

1. Direct dark fiber connectivity

2. Utilizing WAN solution

Connecting Data Centers and CNFs with Dark Fiber

The scenario discussed in previous section where a large enterprise providing

commercial applications to small businesses is a good example where data

centers are most likely to be connected via dark fiber. Commercial cloud-

based (public or private cloud) application are designed to be as close to the

end users as possible. So in most cases, large enterprises have dedicated data

centers that house those applications and usually don’t mix internal and

external applications in one place. The data centers that house internal

applications are usually located close to the large campuses where the end

users are expected to access them more frequently. Here, macro-segmentation

is conducted at a physical separation level. Since networks are physically

separated, running virtualization or dedicated WAN solutions for inter-

connectivity is not required. In most cases, these data centers are part of the

E-MPLS backbone as they need to be connected to each other and provide

additional features such as point-to-point pseudowires for replication and
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backup traffic.

This is the simplest form of connectivity and it is purpose driven due to

demanding function. the idea is to ensure business keeps generating revenue

regardless of what internal change controls are conducted. This traffic is

usually not touched unless there is a compliance or a vulnerability issue. The

old saying of “if it is not broken, don’t fix it”.

Another example of similar setup is with the large manufacturing customers.

Similar to large enterprise having commercial applications for their paid

customers, large product manufacturers have factories that produce revenue-

generating products. These products are produced anywhere from heavy

machinery, pharmaceuticals, consumer goods, or vehicles. These

manufacturing facilities are considered as revenue generating and they

usually are a 24 x 7 x 365 days operation. They work in shifts and they are

used to having product-specific custom applications that are highly critical to

the environment. If there is any outage in the application environment,

production is impacted and for some of the largest of manufacturers, this cost

could be millions of dollars per hour. For this specific reason, many

manufacturers traditionally have mini data centers locally in the factories.

These are basically some of the servers that connect and communicate with

the Programmable Logic Controllers (PLC) and that has to be low latency

traffic. However, many of the application that collects production output data

and other critical pieces need to be stored at a centralized location where it

can be accessed by users for generating reports and running forecast. This is
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where the dedicated data centers come into play, and they are usually kept

physically separate from the regular enterprise application data center.

Figure 6-11 shows how in critical environments, data centers helping with the

revenue-generating function of a business are kept separate from the non-

revenue-generating functions. These revenue-generating data centers are

usually connected via dark fibers to CNFs for the highest availability and low

latency connectivity. These links also have different SLAs with the dark fiber

service providers that help with maintaining up to five 9s in the network.
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Figure 6-11 separation of revenue-generating data centers with dark fiber-

based connectivity to CNF

Connecting Data Centers and CNFs with a WAN Solution

Most organizations do not have a high number of data centers for

applications that are not revenue-generating. With the adoption of the cloud,

it is not uncommon that organizations tend to leverage both — the cloud and

on-premises servers to host their applications and run their day-to-day

business. To save costs, they would tend to leverage fabric-based architecture

in the data center such as ACI. With the adoption of hybrid work, cloud, and

CNF, these data centers are now being decoupled from the local campus

locations and moved to a specialized facility that can maintain the required

infrastructure. The recovered data center space in the campus is then

repurposed for office space and better work environment. As shown in Figure

6-12, these data centers are treated just like any other remote site but with

higher bandwidth and SLA requirements. There data centers are using some

form of a WAN solution, such as, SDWAN, P-MPLS, E-MPLS or if the

organization is small, low cost DMVPN is usually the choice.
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Figure 6-12 Data center connectivity with CNF using a WAN solution.

These data centers have macro-segmentation as they are separating multiple
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business functions using VRFs. Hence, separate routing plane is critical.

Here, if ACI is being used, the border leafs from the ACI are directly

connected to the WAN router using back-to-back VRF and all the traffic is

being offloaded into WAN. Depending on the destination, if the traffic is to

the remote sites, it will directly cut through the WAN and bypass CNF to

reach the remote site. CNF will receive traffic from the data center that is

destined to internet, partner, or cloud domains. Separating data center from

the campus and other critical facility creates a separate fault domain that is

highly resilient. If there is a major outage in the campus, data center is not

impacted and all other sites are still able to continue to access applications

that are required to run the business and only the users at the campus are

impacted. Even campus links can be downsized as they do not need to

account for all the traffic coming in from other remote sites to the data center

that is local to the campus. If the organization is global or cross-regional,

backup and data replication can also be scheduled at different times, as

depending on the time zone of remote site, backups can start early while

spreading the load on the links.

Interworking with Cloud

Cloud integration with the CNFs is one of the simplest integrations among all

other domains. At the time of writing this book, many organizations are still

trying to adopt the cloud journey, and since 2020, this journey has picked up

speed. Cloud infrastructure is designed for all sizes of businesses. some

organizations subscribe to simple cloud services such as Microsoft Office
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365, to in some cases, the entire e-commerce business runs on the cloud.

There are three types of cloud infrastructure — Private, Public and Hybrid.

Regardless of the cloud adoption journey of an organization, it all comes

down to three basic connectivity options to the public cloud infrastructure.

1. Direct Internet access

2. VPN over Internet access

3. Direct private connections to the cloud.

When it comes to organizations adopting CNF-based architecture, all three

connectivity models are supported. With the private cloud infrastructure,

since the data centers are maintained by the organization themselves, direct

private connectivity is the default option. This way they can keep access to all

the data inhouse and in-network. These connectivity types were discussed in

the previous section with CNFs and data center connectivity model. Each of

the connectivity options go from lease expensive to more expensive. Also,

from complexity perspective, it is least complex to more complex. In terms of

data access, each of the connectivity options provide different levels of data

access to what application it is used for. We will discuss that next.

With public cloud access, the connectivity models can be one or all three

depending on the use case. Let us look at the Figure 6-13 for some

explanation. In this figure, to show case the holistic view, a simple drawing

has been illustrated. This organization in the illustration has two CNFs that
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are redundant and providing all the necessary external connectivity for the

organization. External connectivity includes — the Internet, the cloud,

partner, affiliate, and more. The scenario is that this organization is

somewhere in the middle of their cloud adoption journey. They consume

quite a few Software as a Service (SaaS) applications such as — Microsoft

Office 365 and Sales Force. These applications do not require dedicated

private connections. Hence, they rely on the internet access with Single Sign

On (SSO) in order to provide ease of access to all the data stored in the cloud.

This way their employees, when working from home, do not need to VPN

into the office network if they are working on Microsoft Office products

creating documents, spreadsheets, or presentations.
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Figure 6-13 Cloud integrations with the CNF

Looking at next part of the connectivity option in the illustration, for

organization specific applications that run day-to-day business and their e-

commerce, this organization has selected Amazon Web Services (AWS)

cloud. Although majority of the data is stored locally in their own data

centers, new application and development tests are conducted regularly in

AWS. This model is very important to the organization as they are trying to

slowly offload all of their production workloads to the cloud as well so they

can be housed closer to their customer base. To ensure this raw data in terms

of custom applications and files is transferred seamlessly between on-prem

and AWS, customer has one AWS Direct Connect circuit from its primary

CNF and a redundant VPN tunnel over the Internet to their VPC instance via

second CNF. This ensures cost savings as they are still exploring their cloud

journey. The data access is highly available with redundant path and can

grow as needed. If they decide to expand to other regions in the future, VPN

connections can be brought up very quickly and be used. For dynamic or

seasonal workloads, this organization can leverage pay-as-you-use model of

cloud and quickly scale up or down based on the business need.

The previous scenario is one of the examples of how the CNFs connect to the

cloud. Integration can be simple and flexible. If an organization wants to

maintain macro-segmentation for different business units, they can simply

create different Virtual Private Cloud (VPC) accounts for them and give them

direct internet access. If business units want security in terms of data transfer,
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organizations can create multiple VPN tunnels to different VPC instances and

map them to business units VRFs to provide that end-to-end segmentation.

Figure 6-14 is another alternative when macro-segmentation is involved. In

this scenario, different business units can still utilize macro-segmentation by

extending their Virtual Routing and Forwarding (VRF) over Direct Connect

and connecting to their own VPC instance with complete traffic isolation.

And as a backup, they can have another Direct Connect circuit at a secondary

CNF or utilize VPNs as a backup. The biggest advantage of this level of

extension is to ensure all business units follow strict enterprise security and

compliance guidelines while achieving true isolation of traffic and not

impacting each other.

Figure 6-14 Macro segmentation extension between CNF and the cloud

Interworking with the Security Stack
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There is an age-old battle between network systems and network security

teams. They are usually on the opposite side of the speed and connectivity

spectrums. Network engineering teams love to design network that can

provide direct connectivity to all the resources as fast as possible. They care

about how fast the packet moves from one device to another and reaches its

destination in lowest number of hops possible. Security team on the other

hand do not like too many entry and exit points in the network. They see

them as potential points of failure and security breaches. The more point to

manage is directly proportional to the complexity of the security policy and

most importantly, maintaining state of a traffic flow through a firewall. They

like to choke traffic to a single point so their security and inspection can be

more predictable.

Taking the earlier Airline logic, network engineering team are more in favor

of direct point-to-point flights between source and destination, where as

security teams like more hub-and-spoke centralized model. In reality, both

can be achieved together if planned properly. Just like any country, they

would not let all the international air traffic enter to every city in the country,

as that would increase their security risk and customs checkpoints. So,

countries designate some of their large cities to be the “connectivity hubs” to

the outside world. All international travel will have to entry or exit via those

major city airports — for example, New York — JFK, Los Angeles — LAX,

Chicago O’Hare — ORD. This greatly reduces stress on border security and

also they can concentrate lot of resources at few locations for higher

resiliency. Within the country however, airline can have any point-to-point
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network they like based on the traffic demand and roam freely. This is very

much similar to how computer networks are built too. Let us take a look in

terms of networking terminology in Figure 6-15.
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Figure 6-15 High level traffic domains and perimeter security

In the illustration, CNFs are like the major city airports. They are the hubs

where all the traffic transiting within the network and also in or out of the

network is aggregated. This is an ideal point where network security team can

deploy their security stack and ensure any traffic coming in or going of the

organization’s network is thoroughly inspected. The goal is simple, do not

trust anything coming from the outside, and if anything is leaving the

organization’s network, ensure it is not carrying any sensitive information

that can be misused. Network traffic can vary in type. Although most traffic

is transactional, the type of data carried is that is important. In today’s world,

most external applications use Secure Socket Layer (SSL) or Transport Layer

Security (TLS) as a data encryption model. Very rarely, legacy unencrypted

transport protocols are in use today. With CNF being the choke point, all

traffic aggregates the facility and then passes through the security stack

before exiting out on the internet.

In older days, many of the security components were actual physical

appliances or applications housed within the organization’s network. The

term “stack” in security referred to layers of security devices connected

linearly and all traffic had to pass through those layers similar to impure

water passing through several filters to get purified. With the cloud adoption,

many of these components of stack may reside in the cloud itself, and in most

cases, they are part of the package when SaaS applications are subscribed. In

some scenario such as internet access, the Internet Service Providers (ISP)
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also provide some security services like honeypot and Distributed Denial of

Service (DDoS) protection so that traffic can be blocked much earlier even

before hitting the CNF. Regardless, firewalls are still the most critical

component of perimeter security and they will always be present in some

shape of form to guard the network. Figure 6-16 shows typical security

components that are located in the CNF as critical components. In this

illustration, the components like Remote Access, Secure Web Gateway,

Email Gateway, and Proxy can also be deployed in the cloud or by the ISPs

and Application Service Providers (ASP) to drop traffic close to the source or

away from the organization’s network as possible.

https://technet24.ir


Technet24

https://technet24.ir
https://technet24.ir


Figure 6-16 Typical security components in the CNF.

Summary

Carrier Neutral facilities are very versatile in nature. More and more

organizations are trying to adopt this model so they can be flexible and have

versatile connectivity to various domains of the network. With connectivity

options to the campus, data center, WAN, cloud and security, a fundamental

component of macro-segmentation can be maintained end to end. The goal of

CNF is to aggregate traffic and provide a “hub” like connectivity to different

domains. CNF adoption is fairly new, and its golden architecture is not

clearly defined yet. By keeping the simplicity and purpose in mind, the

fundamentals of CNF include:

 No more than one or two racks worth of equipment

 Predominantly network and security components

 Compute is only for critical applications such as network controllers or

NAC appliances

 Located as close to the Network Access Points (NAP) as possible

 Direct connection to other CNFs to form network backbone ring

Following these simple architectural principles will ensure the versatility of

the CNF by allowing low cost and greater functionality in terms of network
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connectivity.
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Chapter 7. Cloud

SD-WAN Also, see the following (changes made in chapter):

In this chapter, we discuss the following:

• Evolution and types of cloud networks

• Integration of different domains with the cloud infrastructure

Overview

Technology has a way of going in circles throughout its development
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lifecycle. It all comes down to the development pace of two different aspects:

the processing speed of compute resources and the transmission speed of

networks connecting those compute resources. The advancement of any

technology is highly dependent on these two factors. Today, the largest tech

giants are working on building the fastest supercomputer, but that computer

is only as good as the data it can extract through its network connectivity.

Supercomputers cannot do any better if the information they are trying to

process is only accessible via a 1-gigabit link—even though, about 10 years

ago, 1-gigabit speed seemed to be very high.

Returning to the circles of the development lifecycle, the first generation of

computers were massive and occupied a room. They had a large footprint, but

by comparison, data processing then was minuscule. At that time, transferring

data from one computer to another was not considered, and much of the data

was added in manually. When large universities and organizations started to

develop their own version of the computer, all of them were unique and

solved some unique purpose. This is the point when transfer of data from one

computer to another was needed, and they relied on a basic form of taking the

output from one computer onto some form of media such as magnetic tape

and physically transporting it to another location and inserting into another

computer. These operations could take days. Those storage drives took many

forms, from magnetic tapes to floppy drives. In 1969, when the first packet-

switched computer network was built, the world started to change.

Transmitting data was faster (obviously), but due to lack of standardization of

transmission protocols, it was still in evolution. Then major companies
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started shifting their focus to centralized data storage, resulting in mainframe

design. At this point, dumb terminals with minimal required hardware were

accessing data that was stored at a central location—kind of a smaller version

of the cloud.

As size of the data grew, we jumped into a second version of the cycle.

Computer hardware was progressing at a rapid pace, and while the industry

was standardizing the transmission protocols, the adoption of computers

skyrocketed so that all the data started to be hosted locally on the computers

again. This locally stored data was quickly accessible with custom

applications, but the need to transfer data was still there. With the birth of the

Internet Protocol–based transmission protocol, the World Wide Web was

developed and changed the way people and businesses around the world

conducted business and shared information. This was a crucial turning point

in the history of the network. With standardization of Internet protocols, a

client/server-based model evolved. Personal computing became more

accessible and started to come into every home. Now computer applications

and networks were evolving at a rapid pace. With the birth of e-commerce, e-

learning, and email, every computer needed some form of network

connectivity. Telecommunication technologies were also evolving in parallel.

Phones were becoming smarter. The ability to not only send Multimedia

Messaging Services (MMS) but also access the web over the phone led to a

boom in the amount of data that needed to be transferred over a service

provider’s network. Service providers started converting their DSL and cable-

based networks to IP-MPLS–based backbones that could route any traffic
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over their core—data or voice, residential or business.

As access to information became more and more prevalent over public

infrastructure, data centers started to develop. Each organization would have

some form of data center in their infrastructure where they started to store all

applications and data centrally. For e-commerce, these data centers were

placed closer to the network access points (NAPs) for faster access. At this

point, a cloud-based infrastructure started to develop. With the rising cost of

procurement and operation of physical hardware and software, pay-as-you-go

models to scale applications were becoming the norm. Cloud architecture was

evolving and getting more and more accessible. Many of you may remember

holiday seasons when you were trying to purchase products online only to

wait for the overloaded servers to respond and complete the transactions.

Completing a transaction seemed like winning the lottery. With on-demand

flexibility of the cloud-based infrastructure, this is not the case anymore.

Large organizations can easily and automatically scale their e-commerce

infrastructure based on demand and ensure customer experience is not

impacted. This improvement goes a long way in retaining customers and

brand reputation.

The evolution of technology is never-ending—periods of storing data locally,

then centrally, and back to locally and then centrally. This evolution comes

with major breakthroughs in technology and the way we do our work today.

Now, with the help of the cloud, you can snap a picture on your phone, which

immediately synchronizes to the cloud, and then can access it from your
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computer in seconds. No need to transfer those pics to the computer via a

cable or a storage drive. Having data in the cloud also makes it accessible to

any platform without barriers. No need for custom software. In most cases,

all you need is a web browser, which is available on all computers and

phones today.

There are three main types of cloud deployments for organizations: private,

public, and hybrid.

Private Cloud

In the late 1900s, organizations mainly had on-premises data centers. Most of

the servers in the data centers were run as individual appliances commonly

known as “pizza boxes.” There was a dedicated physical server for the

application. This system worked when data access was less frequent and the

Internet was still growing. After the dot-com bubble and rapid access to the

Internet, more and more computers began to connect to the network. Access

to more data and greater speed to access that data was required, and more

servers needed to be deployed to address that demand. With the retail

example described earlier, seasonality changes resulted in suboptimal usage

of hardware because an organization simply could not procure more physical

hardware for the demand that must be met for only two to three weeks of the

year. A better form of hardware utilization was needed.

In the 1960s, IBM invented the hypervisor, so virtualization was somewhat

possible. In the early 2000s, VMware introduced a virtualization product that
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revolutionized how servers were deployed. To get the best return on

investment (ROI) on physical appliances, a hypervisor was used. A

hypervisor basically acts as a mediator between physical resources of an

appliance and allows more than one different operating system to run by

logically carving out physical resources of an appliance. Running more than

one virtual server on a single physical box allowed organizations to

oversubscribe the resources and be efficient in how these servers were run.

With the advancement in these technologies, server clustering was

developed; it grouped multiple physical servers into a large pool of resources

and ran virtualization on top of it. This technique gave better resiliency and

redundancy. Also, this clustering allowed virtual servers to be moved from

one physical server to another, so any maintenance could be carried out

without taking down actual servers. This clustering of servers eventually

evolved into clusters of data centers and formed a private cloud in which an

organization could scale their applications for employees or customers as

needed. To make true cloud-like capability within a data center, on-demand

provisioning capability with end-to-end automation of application and

services deployment was added to existing data centers.

The major disadvantage of the private cloud is the ownership of the gear. In a

private cloud, the physical space, power, cooling, equipment, cabling, and

support staff are owned and/or operated by the organization. This has a

massive impact on CapEx and OpEx because this ownership includes

maintenance and upgrades. Proper planning still needs to be carried out
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regarding when to maintain and patch servers, upgrade hardware, and even

forecast future growth. Despite the cost, there might be some compliance

requirements in which organizations have to use their own private cloud for

the nature of business they are in.

Although many public cloud providers provide dedicated compute, memory,

and storage resources just as if an organization has their own data center, that

could be determined as a private cloud of its own. However, it is not truly a

private cloud because physical resources and the network are not in the

organization’s control. This model is termed Infrastructure as a Service

(IaaS). For clarity, in this chapter, we refer to a private cloud as an

organization’s own data center that is highly virtualized to provide cloud-like

services to its business units. Also, this infrastructure provides the scale,

flexibility, and on-demand service capability, with the only difference being

who owns the operations and cost of procuring and maintaining underlying

infrastructure costs.

Public Cloud

A public cloud is essentially the opposite of a private cloud. The biggest

disadvantage of the private cloud—ownership of the physical infrastructure

—is taken over by a third party. Organizations can simply “rent” physical

resources such as compute and storage, including network bandwidth on

demand. The billing is usually done by the second or by the minute,

depending on how much they use these resources. The name public implies
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this physical infrastructure is open for the public to use at a price. Even

though the physical resources are shared, the provider maintains data

isolation and ensures that data from one organization is not shared with

another. The power of virtualization is at its maximum here. Today, the

majority of the applications and all of Software as a Service (SaaS) offerings

are delivered via a public cloud infrastructure.

The public cloud is an OpEx for an organization. With its pay-as-you-go

model, an organization can scale up or down as needed. No capital

expenditure required. The only disadvantage of the public cloud is that due to

its shared nature, some organizations are not able to utilize it and still have to

build their own private cloud infrastructure.

Hybrid Cloud

A hybrid cloud is best of both worlds. It provides a compromise and

addresses the limitations of both the private and public cloud infrastructure.

In a hybrid cloud, essentially, an organization uses their physical data center

and public cloud infrastructure simultaneously. The data that is critical and

cannot leave the corporate infrastructure is kept locally in the private cloud,

and much of e-commerce or public-facing data is pushed to the public cloud

for better efficiency. The overall goal of this infrastructure setup is to

maximize the cost and data control. Many legacy or custom applications

might be used internally, and pushing them to the public cloud may not be

viable due to their heavy footprint. To expand on the earlier retail use case, in
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the times of high demand and holiday seasons, an organization might

leverage a public cloud for added scale and then decommission it after the

season is over while maintaining their primary physical data centers for daily

normal traffic.

The cloud networks in themselves are fully automated and self-contained

networks. They provide simple external connectivity for organizations or

business units to connect to run their business functions. The detailed inner

workings of the cloud infrastructure are covered in several Cisco Press books.

This book covers integration of the cloud to other domains, so the rest of this

chapter focuses specifically on how different domains of an organization will

connect with the cloud infrastructure.

Integration with Campus Networks

The data flowing in the network consists of a client trying to access a piece of

information from a server located somewhere. This fundamental exchange of

information between clients and servers takes many forms. Clients might

retrieve data from the server or upload the data. A client might be a mobile

device, a laptop, or even an IoT device, whereas the server can be physical or

virtual, on-premises, or in the cloud. Campus networks and the cloud are on

the extremes of this client/server communication. Campus networks are

essentially a large collection of clients. They have users, laptops, mobile

devices, IoT devices, sensors, and so on. They also come in various sizes—

from large headquarters with thousands of users to small branch offices with
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as few as five users. Regardless of the size, data being accessed is mostly

similar; the major difference is the bandwidth and availability requirements.

The applications that are being accessed by the clients are usually located in

organization’s private cloud or public cloud.

Campus Integration with Private Cloud

A private cloud is usually a highly virtualized data center. This space is

essentially a cluster of physical compute boxes, storage arrays, and high-

performance network gear providing ultra-low latency connectivity between

these components. With virtualization on top leveraging shared physical

resources, it becomes easy to scale servers and applications among different

clusters and provide the highest resiliency for the data center. Due to the high

cost of gear ownership and the operational costs, in today’s world, more and

more organizations are moving away from a private cloud and adopting a

hybrid cloud model. In most cases, unless there is a compliance requirement,

most of the applications and servers are moved to the cloud. Today, many of

the day-to-day general applications are cloud-based and offered as Software

as a Service. With this approach, application administration becomes much

easier and scalable as the business grows. A private cloud is used only to host

applications that are critical to the business or that need to meet certain

security compliance requirements.

With campus networks, in a typical enterprise, most users would need access

to applications such as Microsoft Office, file storage such as SharePoint,
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calling and meeting software such as Webex, and certain CRM, HRM, or

catalog services as per their business role. These services are usually offered

as SaaS. If there is custom software or a database where critical client and

customer data has been stored, it is usually located in the on-premises private

cloud infrastructure. In most cases, this type of highly restricted data or

personally identifiable information (PII) falls under compliance of certain

industry verticals, and adherence is a must. Audits are performed periodically

to ensure these compliance requirements are met and applicable security

policies are in place. Figure 7-1 shows a typical application location in a

private or hybrid cloud scenario.
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Figure 7-1 Application Access Across a Private Cloud

When it comes to the architecture for integration, campus networks are not

usually directly connected to the cloud infrastructure. On rare occasions, a

private cloud is built on a large campus HQ and is connected to the shared
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services segment of the infrastructure. Figure 7-2 shows the architecture of an

SD-Access campus fabric endpoint accessing data from private cloud

infrastructure. In scenario 1 of this diagram, endpoints and users accessing

applications in the private cloud will exit out of the local campus border

nodes and will traverse through the campus core routers to the local data

center. This access is local and does not leave the site for any data access. If

an organization has only a single on-premises private cloud, remote sites will

traverse through the WAN and will access the data in this main campus HQ.

For scenario 2, if an organization has a dedicated data center spread across a

large region, the local user traffic will utilize a private WAN to access the

applications residing in the data centers. This traffic flow is similar for any

and all sites because the data center is located outside of the campus space.
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Figure 7-2 SD-Access and Private Cloud Infrastructure

Campus Integration with Public Cloud

Public clouds are located in a shared space and are typically accessed via the

Internet or via direct connections from cloud providers. Depending on the use

case, security policies, and the amount of data being transferred from users to

the cloud, an organization might choose to leverage pure Internet-based

access, virtual private network (VPN) over the Internet, or a direct private

connection from the cloud provider. SaaS applications also fall under a

similar category. In most conditions, SaaS applications could be accessed in

two different ways: the back end with all the bulk data being accessed via

private cloud connections or VPN to transfer bulk data securely, and the front

end facing the users via pure Internet with TLS or SSL security and multi-

factor authentication. This allows users to access their part of the data

securely over the public Internet. More applications are going with a cloud-

based model so that they can provide access to user data across one or more

platform form factors securely and offer consistent and real-time data access.

Figure 7-3 shows how a user from campus can access data from the public

cloud. There are four scenarios in place.

• Scenario 1—Direct Internet Access (DIA): A user accesses data directly

from the local Internet breakout via SD-WAN’s Direct Internet Access

feature. This scenario could be suitable for a majority of cloud-based

applications that support multi-factor user-based authentication.

https://technet24.ir


• Scenario 2—Cloud Provider’s Dedicated Link: Per a corporate policy,

any and all data to the cloud is highly sensitive and needs to go through

corporate’s dedicated private connection to the cloud. In this scenario, all the

data is backhauled to the Carrier Neutral Facility (CNF), where it is offloaded

to the cloud via direct connection. In some cases, there may be a firewall to

further tighten the security. A common use case of this traffic type is R&D

data that uses the scalable public cloud infrastructure for larger computing

and data modeling.

• Scenario 3—VPN from Central Location to Cloud: Similar to scenario 2,

this traffic pattern type has a requirement to allow secure backhaul directly to

the public cloud instance, and the Internet is not preferred. Because data

transfer is not large and less frequent, an organization opts in for site-to-site

VPN from their CNF to the cloud VPN gateway. This way, a dedicated

private connection to the cloud is not required, and data can still be uploaded

securely in bulk from a centralized facility.

• Scenario 4—SaaS Access via Centralized Internet: In this scenario, an

organization does not want to leverage direct Internet access at all the sites

but wants to have better control on data being sent via a centralized Internet

and security stack. Hence, all cloud traffic—SaaS as well as public cloud–

hosted applications—traverses through the WAN, CNF, and regional security

stack before accessing the cloud.
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Figure 7-3 Public Cloud Access from Campus Networks

Integration with WAN

In an organization, a wide area network (WAN) is usually a self-contained

domain that connects all of the sites and facilities via some form of transport.

This connection is private so that all the data communication between the

sites is not compromised, and most importantly, the use of public IP

addressing is not required. This private connection comes in many forms—

with the most expensive being dark fiber between the sites to provide 100

percent physical isolation of traffic and transport ownership to having

physically shared and logically isolated MPLS-VPN like private networks.

The least expensive transport type is pure business Internet. Today, an

organization can get more Internet bandwidth at a fraction of the cost of

private MPLS connections. So, to optimize the transports, organizations

would use an overlay of VPN tunnels on top of the Internet connections to

ensure the data is sent across the site securely.

SD-WAN Cloud OnRamp

With the use of Cisco’s SD-WAN, these Internet transport connections can

go a step further. Not only can SD-WAN provide secure connectivity to the

sites with VPN tunnels, but this solution can also leverage the Cloud

OnRamp feature to monitor all the applications and see if any cloud-based

applications need to be directly offloaded via a local Internet connection. This

approach provides a significantly better end-user experience. Also, based on
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the monitoring values configured, Cloud OnRamp can monitor alternative

paths that can reach the cloud via a data center or even via direct connects.

Following are some of the key benefits of Cloud OnRamp:

• Multi-cloud automation: SaaS access can be configured directly from

Catalyst SD-WAN Manager (formerly vManage) to build policies that can

leverage a branch’s direct Internet transport, dedicated private direct

connections, or colocation environments.

• Unified security: Consistent security policies across the WAN

infrastructure provide standardization and operational efficiency. These

security features can be deployed on-premises or in the cloud using Secure

Access Service Edge (SASE) architecture and protect enterprise assets and

users.

• Consumption flexibility: This feature provides consistent UI architecture

that enables orchestration of Cisco, cloud. or colocation services from a

single place.

• Optimal application experience: This feature provides in-depth visibility

into the on-premises and cloud infrastructure and applications traversing

through SD-WAN. This optimizes the user experience for an organization’s

users as well as customers, regardless of data location.

Figure 7-4 shows capabilities of Cisco SD-WAN Cloud OnRamp
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architecture.

Figure 7-4 SD-WAN Cloud OnRamp Capabilities

Modern Transit Network Using SD-WAN Cloud OnRamp

SD-WAN architecture is versatile. It connects sites of all sizes—small,

medium, and large—seamlessly and securely. On top of that, it also connects

cloud infrastructure to the SD-WAN network, which works and behaves just

like any other site. This is very powerful. By connecting cloud infrastructure

to the WAN as another site, an organization can essentially bring an entire
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virtual data center to the users for data and application consumption. All the

major cloud providers have some form of transit networks. These transit

networks essentially connect all of the virtual cloud instances—VPCs for

AWS and GCP, and VNETs for Azure—to a centralized hub. That hub, in

turn, establishes secure VPN connectivity to the organization’s corporate

network and provides streamlined connectivity between on-premises and

cloud instances and within cloud instances. Figure 7-5 shows the high-level

architecture of a cloud provider’s transit VPC network.
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Figure 7-5 A Cloud Provider’s Typical Transit VPC Network

A transit VPC network from the cloud provider is a default option that

provides inter-VPC connectivity and to the corporate and other provider

networks. Although it can be automated, it is not flexible due to the

requirement of full-mesh IPsec tunnels and is not as feature rich as an SD-

WAN–enabled network.

Figure 7-6 shows a transit VPC with SD-WAN routers. Visually, this

reference architecture is not so different from native transit VPC, but in terms

of functionality, it is a game-changer. Some considerations with the design

add to the cost, such as additional bandwidth, licenses, and overhead.

However, bringing the cloud as an SD-WAN site with granularity and feature

sets of SD-WAN has long-term benefits. These benefits outweigh the costs

and simplify the operations and WAN strategy of an organization. The SD-

WAN architecture uses Catalyst 8000v virtual routers as SD-WAN Edge

(formerly cEdge). These routers are onboarded in the SD-WAN network like

any other physical routers. Once they are onboarded in Catalyst SD-WAN

Manager and enabled as WAN Edge, the same set of device templates can be

attached, and VPN tunnels and VRFs can be configured. Depending on the

business use case and need, policies can be created to build specific traffic

flows from the global Catalyst SD-WAN Controller (formerly vSmart)

infrastructure’s centralized policy, and traffic can be prioritized. As shown in

Figure 7-7, the development site only needs to access DEV instances in the

cloud, so the centralized policy is configured to allow only the development
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site to access DEV prefixes. If there are corporate users at all the sites,

corporate application prefixes in the cloud need to be accessed at all the sites.

Hence, the centralized policy reflects that design, and all sites can access

those prefixes.
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Figure 7-6 Cloud Transit VPC Using SD-WAN Virtual Routers

Figure 7-7 Instance-Specific Policy Parameters on SD-WAN Transit VPC

Taking this design a step further, an SD-WAN transit VPC can also connect

global cloud instances. As shown in Figure 7-8, when the VPCs are deployed
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across various regions globally, SD-WAN transit can be configured to utilize

a cloud provider’s backbone for bulk traffic. Here, the development instances

utilize the cloud provider’s backbone to replicate their development

instances, and users will access their data from the SD-WAN router closest to

their region. For example, if a DEV user in AMER needs to access a resource

in the APJC region VPC, the data will traverse the cloud provider’s backbone

to AMER and then will egress out of the SD-WAN transit VPC from the

AMER region. In another case, if fewer latency-sensitive applications or

resources need to be accessed via the same user in AMER from a VPC in

APJC, based on the centralized policy, that traffic will egress out of the SD-

WAN transit VPC in APJC and, utilizing the global SD-WAN network, will

reach AMER and to the end user. This method utilizes cheaper Internet as a

transport for less critical data and provides cost savings.
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Figure 7-8 SD-WAN Transit VPC Across Multiple Regions

Figure 7-9 provides a summarized version of SD-WAN transit VPC

architecture. This architecture address flexibility, serviceability, scalability,

and resiliency of WAN infrastructure. All of this is achieved by leveraging

centralized policy creation and automation. In the age of accessing any
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application anywhere, this is the go-to solution for any organization for

growth and operational efficiency.

Figure 7-9 Summarized Version of SD-WAN Transit VPC Architecture
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Integration with CNFs

Carrier Neutral Facilities (CNFs) provide essential connectivity across

multiple domains. CNFs acts as a hub that can span across the globe,

aggregating traffic from multiple domains. Analogically, CNFs are like

traffic police at a major intersection directing traffic to various avenues. For

cloud connectivity, CNFs are an ideal spot when it comes to aggregating

these links. Private point-to-point links from the cloud providers could

become expensive, depending on the bandwidth being consumed. So, a better

alternative is to have them at a centralized location where all the traffic can

be aggregated.

CNFs and Private Cloud

A private cloud is essentially a highly virtualized data center. To ensure the

flexibility and interconnectivity is maintained, these large facilities can be

connected directly to the CNFs via dark fiber or a wavelength service from

the service providers. Figure 7-10 provides insight into how CNFs can be

connected to a private cloud. Because CNFs act as hubs for a network

architecture, the connectivity private cloud provides simplified macro- and

microsegmentation capabilities. Here, once the traffic arrives in its respective

VRF, that VRF can be extended to the private cloud via VRF-Lite for end-to-

end macrosegmentation. Using an IP network, two private clouds can also

connect with each other for data replication and high availability.
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Figure 7-10 CNF Connectivity to Private Cloud

Another alternative is the addition of border nodes in the private cloud that

can extend macro- and microsegmentation without the need of VRF-Lite.

Figure 7-11 shows how that can be achieved. Traffic flow is controlled via
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transit control-planes as part of the SD-Access architecture. These border

nodes at the private cloud act as a “site” that has BGP peering with the

private cloud gateways. In this scenario, macro- and microsegmentation is

transported all the way via VXLAN to the border nodes. These border nodes

can offload each virtual network to a respective zone in the private cloud, or

if the private cloud supports VXLAN or has ACI as part of the underlying

network infrastructure, a single trunk link with the back-to-back VRFs can be

configured between SD-Access border nodes and ACI border leafs. Using a

CMD header tag, SGTs can be passed, and new enforcement contracts can be

created on both sides of the network.

Technet24

https://technet24.ir
https://technet24.ir


Figure 7-11 Macro- and Microsegmentation Extension Using SD-Access

Border Nodes

CNFs and Public Cloud

Fundamentally, a public cloud can be connected via a direct private point-to-

point connection or via the Internet. In both scenarios, CNFs play an

important role in providing that connectivity. CNFs are located at or near

network access points, which provides ideal connectivity options to the
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cloud. In Figure 7-12, the direct point-to-point connectivity that is provided

by the cloud can be terminated directly on the external routers. The traffic

from these types of connectivity is usually firewalled for inspection unless

there is a direct VPN on top of the direct connection. On the other hand, if

pure Internet-based access is being used, such as for SaaS applications, the

applications themselves provide transport layer security to secure the traffic.

For such traffic, the external firewalls perform Network Address Translation,

and the cloud access can be achieved just like any other online application.
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Figure 7-12 CNF Connectivity to Public Cloud

Having direct connections to the cloud can be very expensive and is usually

beneficial if there is a guaranteed amount of bandwidth being utilized. To

achieve redundancy, most organizations procure only a single direct

connection link to the cloud per CNF, so each CNF can act as a backup of

each other in the event of a failure. Due to proximity to the cloud providers in

the CNF, these links are extremely stable, so overengineering is not needed.

Another alternative to achieve active/standby for these direct cloud

connections is to have a VPN over Internet as a backup to the direct cloud

connection. This way, a majority of the traffic flows through the direct

connection, and in the event of a failure, routing will divert traffic via a VPN

tunnel to the cloud VPN gateways.

Integration with MPLS

Enterprise Multi-Protocol Label Switching (MPLS) is local to enterprise

networks. Public cloud access is typically not possible or is avoided for

security measures. However, for private cloud, it is a versatile solution. In

this scenario, MPLS PE routers are configured across the enterprise network

to provide a macrosegmented network. As shown in Figure 7-13, a private

cloud might have virtual instances of various business units for their business

function. Enterprise MPLS would fetch that traffic from local sites in to their

respective VRF and then backhaul it to the private cloud instance that has all

the applications and containers. This same MPLS network can also be used as
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a point-to-point network for data replication across the WAN for higher

scalability.

Figure 7-13 MPLS and Private Cloud Connectivity

Integration with Security Stack

Security is ever evolving. In today’s digital networks and the model of

accessing any application anywhere, security cannot be just contained on-

premises. Security needs to be present on the devices, applications, and the

traffic in transit in between. Security needs to be end to end. With a zero-trust
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security model, security needs to evolve to be everywhere, and at the same

time, it needs to be transparent to the users so that it is not seen as a laborious

task for them. It is a human trait to take the path of least resistance. If any

task—as simple as an authentication—takes longer than 30 seconds, human

patience wears off because people do not want to be kept waiting for the data

they need to access. A person will bear 30–45 seconds of commercials on a

video playback, but 15 seconds on multi-factor authentication (MFA) seems

like an eternity. Hence, many organizations have to enforce such measures

and enable single sign-on (SSO) so that users have to authenticate only once,

and they can access multiple applications.

A lot goes on in the background during the SSO process. The application that

may reside in the cloud or on-premises needs to be enabled for SSO and to

leverage those credentials. The user device needs to maintain the respective

authentication cookies for a set number of hours or a number of times from

the first authentication to ensure reauthentication when that timer or counter

runs out.

Since 2020, there has been a major shift in how such authentications are

performed. Previously, the first line of defense was the corporate office. If a

user in the office was connected to corporate Wi-Fi or a network with simple

dot1x authentication, that user would have access to all internal applications.

Due to a major surge in the work-from-home (WFH) model in the 2020s—

and that too occurred with short and immediate notice—there was a massive

surge in VPN access to corporate infrastructure. Previously, if a corporation

Technet24

https://technet24.ir
https://technet24.ir


had 100,000 employees, the corporation only accounted for about 10 percent

of the workforce to be remote at a given time (10,000 users). Hence, the VPN

infrastructure and centralized Internet were sized for that many users. In early

2020, in a span of few weeks, almost all of the workforce was asked to work

from home, and the VPN infrastructure was just not able to keep up. An

organization can buy more licenses or increase the bandwidth to the CNFs or

data centers, but those things do not happen overnight. Corporations had to

divert to offloading many of the most-used applications to the cloud and

change their VPN policy to split-tunneling by only encrypting corporate

traffic and offloading Internet-based traffic out to local Internet access. This

way, users were able to access their corporate applications located in the

cloud easily without creating a bottleneck in the corporate network. However,

security was important, and they had to leverage MFA and SSO mechanisms

very quickly. Today, for most organizations that are encouraging hybrid work

and WFH, more than 90 percent of their corporate applications are in the

cloud. People do not have to use VPN to access their applications.

With this level of ease and access, there are also major security concerns. If

no one has to use VPN to access the corporate network, and all data from a

user’s corporate laptop is wide open to the Internet, how can an organization

ensure assets and intellectual property and capital can remain secure from

prying eyes? This is where many of the security mechanisms that were on-

premises evolved to support the cloud model. Cloud-based security can be

divided into the following categories:
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• Domain Name System (DNS)

• Email

• Files and data storage

• Application access and authentication

• Malware and threat detection

• Overarching visibility of all applications that reside in the cloud

Let’s expand on these six points. It was evident that when VPN was not being

used by any corporate laptop, it basically had an opportunity to access any

resource on the web. Because 99 percent of all the data access over the

Internet—direct or redirect—occurs via domain names and URLs, securing

the DNS was most critical. There are solutions like Cisco’s Umbrella, which

monitors all the safe-to-use domain names and DNS name resolutions. If an

organization mandates their corporate group policy for all of their laptops to

hard-code the DNS servers to a service like Cisco’s Umbrella, all the URL

requests and resources will go through a secure DNS system that could

prevent unwanted or illegal website or URL access. This cloud-based security

solution acts as a first-line defense for corporate assets that are exposed to the

public Internet. An organization can also create custom DNS zones and

entries for their corporate applications that can enable better security and

visibility and further restrict some more URLs that are prohibited by an
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organization’s security policy.

Email security is another big piece of cloud-based security. With a majority

of organizations using Microsoft’s email service, Cisco’s Email Threat

Defense, in conjunction with Microsoft’s Outlook or Google’s business mail,

can be a highly secure solution for an organization. Many times, a simple

email can wreak havoc in a corporate network when a user unknowingly

clicks an attachment or a hyperlink that triggers malware attacking the user’s

device or a corporate network. Historically, corporate firewalls protected

against unwanted access from inside or outside of the corporate network, but

with no VPN and anywhere access, this becomes a bigger security risk.

Hence, cloud-based solutions like these can provide a similar level of security

because all the emails and attachments can get scanned in the cloud before

being delivered to the user’s inbox. Also, this provides centralized visibility

on what types of threats are being circulated and dynamic filters can be

placed or modified.

File and data storage is another major change in an organization’s network.

With cloud storage costs at an all-time low and that, too, with variable plans,

storing data in the cloud that can be accessed from any device and from

anywhere is a no-brainer. A majority if not all of the largest enterprises in the

world rely on Microsoft Office products for their business functions. With the

Office 365 model, users can create a Word document or an Excel spreadsheet

that can be accessed by their peers and modified at the same time. All this is

possible with cloud-based file storage. With a massive amount of file storage
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available that provides version control capabilities, there is no need to send

files internally in an organization in an email. A user can simply put that file

in Microsoft’s OneDrive and share the link for that file with read or write

permissions to other users. This way, everyone always has the latest copy of

the file that can be downloaded locally on a machine for offline editing. Once

the machine is online and connected to the Internet, the file is automatically

synced to the cloud. This seamless work experience is possible with back-end

application security and the application provider ensuring all the data is only

accessible to the organization and permitted users. Some organizations have

strict policies whereby a laptop’s entire hard drive has to be backed up to the

cloud, so in the event an employee’s laptop is damaged or stolen, the data can

be quickly restored to a new device or, in the case of a stolen device, can be

erased remotely. This is individual file storage in the cloud, and other flavors

are the corporate file storage applications such as Microsoft’s SharePoint,

Apple iCloud, Google Drive, Box, and Dropbox. All of them offer SSO and

access from any device—laptop, tablet, or phone. Some of the third-party

applications can also leverage such storage systems to back up their own

data; for example, WhatsApp can back up a user’s entire chat history to

iCloud. The possibilities are endless, and so are security threats. A lot of

encryption and authentication goes on in the background and it is transparent

to the end user, while those large organizations ensure data integrity and

sovereignty.

When it comes to cloud-based applications that are made available from SaaS

providers such as Salesforce and Oracle, those applications’ data remains in

Technet24

https://technet24.ir
https://technet24.ir


the application service provider’s (ASP) private cloud. All the data is

containerized and isolated to ensure maximum security between

organizations. In many cases, these applications contain personally

identifiable information (PII), so data compliance and security are paramount.

With the standardization of data access, where users no longer have to create

individual accounts and separate passwords for each application access, SSO

has again proven to be the solution for unified and seamless access. The SSO

in most cases is tied with multi-factor authentication, where the first piece is

the organization’s Active Directory credentials, and the second factor is an

authenticating application such as Cisco’s DUO. Applications like DUO ask

users for a unique key or passcode that is valid only for a short period of

time, and that passcode is sent to the registered device that the user always

carries with them. Once that one-time password (OTP) is entered in the

second phase of authentication, it is ensured that the user is actually who they

claim to be, and the application allows their level of privileged access. All of

these authentication transactions are in real time, and just like SSO, they are

timer based. If someone enters an incorrect OTP or an attacker does not

possess the device that OTP is sent to, the request is timed out and the

application is locked out.

The fifth piece of cloud-based security is malware and viruses. Solutions like

Cisco’s Secure Endpoint provide active and passive malware and threat

detection. Any and all traffic that traverses through the device is scanned with

known signatures. This application resides in the endpoint and updates its

signatures with a cloud-based server that constantly monitors global threats
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and malware signatures. Anytime a major event is detected globally, there is

a push from the global cloud server to the endpoint agent, and depending on

company policy, an immediate scan of the system is initiated. On a regular

basis, these agents scan the entire machine periodically against known

signatures regardless. Cisco Secure Endpoint, alongside Cisco DUO,

provides a zero-trust model that enables users to access any of the corporate

applications without the need to use VPN to get into the corporate network.

The last and final piece of security is visibility. A lot is happening when a

user is accessing a piece of data from the cloud—whether that may be using a

corporate secure resource or watching a video online. Visibility needs to be in

place so that threats can be detected and preemptive actions can be taken.

Cisco’s Secure Network Analytics and Full Stack Observability is crucial in

identifying what is happening in the network regardless of whether an

endpoint is connected via an office network or via a home office’s public

Internet. Visibility plays a key role and has averted many of the major risks to

large corporations. These large organizations are always targets for

vulnerabilities. In any data breach, an attacker has to get the connection right

only once, where an organization being attacked has to get it right every

single time. This statement is not to be taken lightly because it can

compromise brand image or data or even certain critical components of

national infrastructure at an unfathomable scale. In the modern world, an

organization will always be like a Big Brother watching over what their

employees do and what is happening on their corporate assets. This is all in

the name of securing their corporate brand, preserving intellectual property,
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and most importantly, protecting the faith and investment their consumers

and investors put in them.

Note

As an author of this book and a Cisco employee, I can proudly

say that Cisco has enabled its workforce to truly work from

anywhere. With previously mentioned cloud-based security

models, secure DNS, emails, file storage, SaaS application

access, secure endpoint, VPN-less connectivity via DUO, and

overarching governance, my work experience has changed

significantly. I rarely have to use VPN to get into the

corporate network—sometimes once every three to four

weeks. This shows the power of leveraging the cloud and

security together. These types of work experiences can be

achieved, and Cisco has done this. Fun Fact: At the time of

writing this section of the chapter, I was in a remote village of

my hometown in India with Internet access via my

smartphone’s hotspot. I know every word I typed in this

document was being synced to my OneDrive without any risk

of data loss. That is the power of secure cloud-based

applications in 2023.

Summary

https://technet24.ir


In this chapter, we discussed different ways a cloud architecture can be

integrated with the existing network domains. The cloud is a massive domain

on its own, but it is highly self-contained, and there are several books and

articles on how it functions and how it can be automated. Hence, those details

are beyond the scope of this chapter. In this chapter, we discussed what

private, public, and hybrid clouds are and how these clouds integrate with the

campus, WAN, as an extension to existing data centers, CNFs, MPLS, and its

role in providing cloud-based security solutions. Not all organizations are

ready to adopt every bit of integration today. And some simply cannot do so

because of compliance reasons. However, as evolution of technology is

inevitable, there will be solutions that can make a difference in how a public

cloud can be made accessible to all organizations to increase their overall

efficiency.
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Chapter 8. Security

This chapter will discuss the following topics:

 Designing with security in focus.

 Designing individual domains with security.

 Designing security policies for end-to-end protection.

Security Overview

The term security means many different things to many different people. For

some, it may be a large fence around the outside of a building. For others, it

may mean checking an identification badge. Yet, still others may first think

of the security associated with their financial future. There are many

definitions of what security is; however, the shortest definition may be peace

of mind. This text does not go into the intricate details of achieving security,

such as, inspection, encryption and cryptography, instead it will focus on the

design and implementation of security policies in the multidomain

environment.

Whether it is defined or not, every network has a security policy. The lack of

a policy is in itself a security policy, meaning that the security policy is to

allow all traffic. The network architect has defined the security policy to be

all traffic is permitted. It is not uncommon for large environments to have
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separate network and security teams. In fact, many verticals have regulatory

requirements mandating such a separation. However, even with the

separation, it is vital that everyone in the organization is aware of what the

overall security policy is. This includes the network engineers, the

application developers, the executive assistants and the facilities management

team. The reasoning is simple: the entire system is only as good as its

weakest link.

Security Policy

At its core, a security policy is a written statement indicating how a company

intends to protect its physical and IT resources. The security policy should be

a continuously updated, living document that adapts to the changes in the

environment. The security policy should define what are the acceptable uses

within the environment by the end users, partners, vendors and clients.

Typically, the network engineer is not the one writing the security policy;

however, they should be aware of its existence and what it states.

Most network engineers are not in the habit of thinking about how end users,

and just as importantly, how malicious users, will use the network. However,

the design of the network should take into account from the beginning the

organization's security policy and ensure that it is implemented correctly. A

written security policy is a good thing; however, it means little if the network

left a wide hole for an attacker to drive a truck through.

Security and SDA
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Cisco's Software Defined Access, or SDA, has been discussed in other

chapters of this text relative to how to integrate and design it with the other

networking domains. From a security perspective, SDA comes out of the box

ready for serious security conversations. SDA allows the enterprise to

introduce macrosegmentation and microsegmentation, along with support for

Cisco TrustSec. All of the technologies used by SDA have been available in

networking for quite some time; however, SDA allows the technologies to

come together in an automated deployment fashion to limit mistakes and take

advantage of the inherent increase in security.

Consider the traffic patterns in a traditional campus network. Traffic to the

servers in the data centers from end clients, as well as, traffic between end

clients, only rarely traverses the security devices, such as firewalls and

intrusion detection/prevention systems. Instead, only the traffic from the local

campus to the internet has been traditionally inspected and firewalled. In one

client environment, a single contractor's laptop was infected with

ransomware. The contractor connected via a wireless connection to the

enterprise network at a single campus location, and the ransomware was able

to spread within minutes to the vast majority of computers globally, both

servers and workstations. The main culprit that allowed the spread was the

lack of patching by the system administrators. The malware was able to take

advantage of a vulnerability where a patch released more than a year in

advance was not applied. This is a good example of having a written security

policy yet not actually using it. However, even without patching all of the

https://technet24.ir


workstations and servers, the network design could have been able to help

limit the exposure. This is where architectures, such as SDA, excel.

The first concept to discuss is macrosegmentation. Realistically, an SDA

virtual network is a VRF. One should consider it as a single logical network.

In a hospital environment, for instance, a single SDA VN may consist of the

doctors, nurses, attorneys, human resources, and their various workstations

and servers, while a separate SDA VN might consist of guests, and a third

made up of the various physical security gear — cameras, DVRs, badge

readers, etc. It is easy to visualize how separating the guest users who are not

affiliated with the hospital would need to be separated from the mission

critical devices on the network in the intensive care facilities. SDA allows all

of these endpoints to connect to a single physical network while creating the

required logical separation of multiple networks.

Since each of these SDA VNs is separated via separate VRFs, the network

controls how, if at all, users or services in one VN is capable of reaching

users or services in another VN. A good example of this is with an IOT

virtual network. Imagine a building that has security cameras spread out

throughout the building. The cameras should be able to send the video stream

to redundant DVRs, and the DVRs should be able to be managed by certain

physical security personnel. Additionally, all of the cameras and the DVRs

are from a single vendor. One would not expect the cameras to suddenly have

network traffic to other vendors or other personnel. In fact, the cameras

should always only have traffic to and from the vendor's DVR. The
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administrator is able to log into the DVR and make updates that are pushed

from the DVR to the camera. The DVR only expects traffic to/from the

camera, as well as, administrative traffic through its own web interface from

either the various physical security personnel. Some personnel will have

higher privileges than others on the portal, but it will always be web traffic in

this example. One final requirement, all traffic to and from the DVRs to the

physical security personnel must be inspected.

In this scenario, the flow of traffic is straightforward and relatively easy to

understand. How does this become a security policy and how is it

implemented with SDA? First, for SDA, a virtual network for the security

devices is created. The cameras and the DVRs will exist on the network in

the security VN. As the fabric allows the virtual network to exist on all of the

access layer devices in the campus, the camera can connect to the closest

wiring closet just as any other endpoint in the SDA environment. Using

DHCP and dynamic onboarding with dot1X or MAB, the camera is brought

online in the security VN with its IP address. Based on the vendor, the DHCP

server can provide the required options to allow the camera to locate its DVR.

The DVRs are also in the same security virtual network; however, they are

most likely located in the on-site SOC, for instance. Based on the SDA

configuration for the subnet(s) the cameras and DVRs are in, the devices

could potentially use layer 2 broadcasts or even multicast amongst

themselves with full network isolation from corporate users.

Since our physical security personnel are also company employees, they will
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most likely reside in the more open corporate virtual network. At first, this

seems like it makes communication with the cameras and DVRs more

difficult; however, the VRF separation works favorably since the requirement

exists for traffic to be inspected between the personnel and the DVRs. The

layer 3 border node handoff for the security virtual network can be the

outside interface on an inspection device, such as, a firewall. The firewall's

inside interface then connects back to the fabric's corporate virtual network.

Once the interconnection of routing between the VRFs on the firewall and

border nodes is handled, then the indicated security policy starts to be

addressed.

It is not fully complete however. Cameras should not talk to cameras.

Cameras from vendor one should not be able to communicate with DVRs

from another vendor. This is where microsegmentation and Cisco TrustSec

begin to shine. For this particular security policy, three SGT values are

needed — cameras, DVRs, and security personnel. From DNAC, or ISE,

depending on how the integration was performed, the SGTs are created.

Additionally, security contracts that permit the vendor specific cameras to

send and receive traffic from the vendor's DVRs is allowed in the CTS

matrix. Additionally, traffic between the DVRs and the security personnel is

allowed. All other traffic to/from the cameras and to/from the DVRs is

blocked. Now, the macro and microsegmentation combined with the CTS

rules will only allow traffic to flow as indicated in the provided security

policy.
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It is important to note that understanding these types of traffic flows and their

security requirements should be flushed out as part of the design discussions

of the SDA environment. It is not difficult to add a virtual network or

additional SGTs to a deployed SDA fabric; however, when designing from

the start, understanding the flows along with the larger picture of the

organization's security policy will provide good insight on determining what

virtual networks are required, as well as, proper placement of handoffs to

firewalls and other inspection devices.

Security at the SDA User Edge

Security policy is not limited to what source traffic is allowed to what

destination, but also, it defines how the edge should be secured. For instance,

if a user connects a laptop to an SDA fabric edge node, what should the

switch do? Should the user just immediately gain access to the environment,

or should the user be required to authenticate, and what about the state of the

user's device?

In a wide open deployment, the SDA fabric could be deployed with No

Authentication or Open Authentication with the user facing interfaces

statically configured for a specific VLAN/subnet in a specific VN. When one

considers those old printers or other older hardware that normally does not

play well with dot1x, for instance, this seems like a nice and easy solution.

However, from a security perspective, this is not that good of a solution.

There are several ways in which an attacker could make use of an Open
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Authentication statically configured port. It is easy to imagine a user

replacing the printer's network connection with their own. Without additional

defense in depth mechanisms in place, the user could easily spoof the

printer's IP address and begin probing the enterprise environment.

But what if the printer's VLAN had a printer specific SGT associated with it

limiting what nodes and what ports/protocols are allowed? While this does

limit what the traffic the attacker is able to send out, it still allows the attacker

to obtain information about the environment. For instance, what devices are

sending to this specific device with what information, ports and protocols.

For a printer, it may be somewhat meaningless data, but an attacker is always

looking for information about the environment. The more information the

attacker acquires, the more capable they are of achieving a successful attack.

So, how then does one move to a Closed Authentication approach at the

fabric edge while still allowing these older, more temperamental devices onto

the network. It is recommended to use additional onboarding strategies, such

as, MAB with dot1x. One of the commonly overlooked tools in host

onboarding is the robust profiling and rules that may be created in ISE. It is

not uncommon to have multiple printers from the same vendor, or again,

other organization devices that do not easily support dot1x made by one or

two vendors. The administrator can use the OUI field of the MAC addresses

on these devices to create MAB specific rules in ISE to allow for dynamic

authentication and authorization.
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But, dot1x takes time to timeout, by then the device is not able to utilize

DHCP for IP addressing? If that is the case, then configuring a different

authentication template instead of the Closed Authentication template to do

closed authentication but with MAB first allows the user to assign this new

authentication template to these specific ports. This effectively hardens the

interface, bypassing dot1x, and allowing DHCP to occur earlier on the

device. Yet, our attacker could spoof the MAC address of the target device as

well.

There is always a point in every design when one must consider is this over

engineering. If the attacker takes the MAC address of the target device and its

IP address, then even DHCP snooping is not going to be able block that

traffic. The network is facing a determined and skilled attacker. This is where

the defense in depth strategy must be utilized. First, the CTS rules in SDA

should have been written so that only the required traffic to/from the target

device, a printer in this example, is allowed. This would mean only

management traffic to the printer and the necessary protocols to allow

printing. Also, ISE profiling or another tool's profiling capabilities should be

used to monitor the endpoints on the network. Once the attacker's endpoint is

discovered to not be a legitimate printer, for instance, then ISE can be used to

trigger a Change of Authorization on the port. The CoA can be used to

quarantine the device, preventing its access to the rest of the environment.

Why not simply use Open Authentication with profiling from the start? The

reason is simple: deterrent. A serious attacker does not simply state they are
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going to attack the system today. Instead, a serious attacker plans the attack

over weeks and months while obtaining as much information about the

environment as possible. For the casual user that simply does not know any

better, and for the less experienced or poorly thought out attacks, using MAB

as authentication allows the real device to be authenticated correctly, while

deterring the casual attack. In addition, for those real, more sophisticated

attacks, utilizing MAB alone will not stop the attacker, but it will slow them

down to allow the profiling tools more time to ascertain the risk and allow for

quarantining the host.

Security Inside the SDA Fabric

An endpoint has been securely onboarded into the network at the SDA fabric

edge node whether it is wired or wireless. How does one maintain the

security policy within the fabric? This is one of the many advantages of the

SDA fabric itself. The SDA fabric embeds the source's SGT into all of the

data packets transmitted by the source as it traverses the fabric. This allows

for security policy enforcement at the egress edge of the fabric.

For traffic between a source and destination that both exist in the same virtual

network at the same location, that traffic, by default, is allowed. As described

previously, the SGT of the source is embedded into the data packet as part of

the VXLAN header. The data packet is forwarded across the fabric to the

fabric edge node with the attached destination. The fabric edge node that is

decapsulating the packet now knows both the SGT of the source and the SGT

Technet24

https://technet24.ir
https://technet24.ir


of the directly connected destination. This information along with the

SGACL that is automatically downloaded by the edge node from ISE allows

the device to decide whether to forward the packet or drop the packet. The

reader may notice that for data path traffic in SDA, policy enforcement is

always at the egress edge of the fabric. In other domains, policy enforcement

may be at ingress; however, with SDA, it is always performed at egress from

the fabric.

For traffic between a source and destination in two different virtual networks,

if routing between the two virtual networks has not been configured, then it

will not be possible to forward traffic between the endpoints. However,

imagine an environment similar to Figure 8-1 where a firewall has been

directly attached to the layer 3 border node in the SDA fabric. In this

scenario, traffic egressing the fabric in Virtual Network A is forwarded to the

firewall in the VLAN associated with VN A. The firewall may now perform

the appropriate inspection of the packet before returning the traffic towards

the SDA border node, but now, the packet is returned on the VLAN

associated with VN B. At this point, the fabric devices now process the

packet as belonging to the VN B instead of VN A. Depending on the

configuration of the SDA border nodes and the firewall, the source SGT

information in VN A embedded in the packet may get lost; however, since

the firewall is performing inspection, this may not be relevant.
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Figure 8-1 SDA Fabric with an External Firewall

However, if instead of having a firewall to perform the hairpinning between
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the virtual networks, some other layer 3 device is utilized, configuration is

required in order to apply policy. By default, when the layer 3 border node

forwards data packet towards the external router, the source SGT information

is lost since the VXLAN header is removed. To retain the information with a

device, SGT inline tagging may be utilized. Here, the SGT information is

embedded in the Cisco Meta Data, CMD, portion of the frame header. This

information along with the dot1Q VLAN identifier maintains the macro and

microsegmentation information within the data packet itself. By enabling this

feature on both the SDA Border Node and the directly connected router, the

source SGT information is propagated out of Virtual Network A in the frame

header, and then returned to the border node in Virtual Network B in the

same manner. This then prevents the source SGT information from being lost

in transit and allows the egress fabric edge node to perform policy

enforcement on egress. Figure 8-2 illustrates how the packet and the

information changes at it progresses in the scenario.
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Figure 8-2 SGT Propagation between SDA Virtual Networks via Inline

Tagging

Not all vendors support SGT Inline Tagging. Therefore, there are other

options to consider in order to preserve the source SGT and enforce policy.

One could statically configure IP to SGT mappings on the SDA border

node(s) for the IP addresses in other VNs. This is a simple solution, but

clearly, it does not scale well and is not very manageable. A more dynamic

solution would be to utilize an SXP peering from each VN on the SDA

Border Node to ISE. This would allow the border node to dynamically learn

the IP to SGT mappings in each virtual network. The concern with the SXP

solution is that the ISE itself can only support 200 SXP peerings per pair of

dedicated SXP Policy Service Nodes, up to 800 on four pairs of nodes. For
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large scale SDA deployments with multiple border nodes at each location

supporting several virtual networks, the enterprise would surpass 200

peerings quickly. The SXP peerings can be scaled by using an intermediate

level router to peer directly with ISE and with the remote border nodes. As

shown in Figure 8-3, the intermediate level router acts as an SXP reflector

forwarding the dynamically learned IP to SGT mappings from ISE to the

SDA border nodes throughout the topology.

Figure 8-3 Scaling SXP Peerings with a Reflector

For traffic between two hosts in different SDA sites, or between an SDA site

and external to the fabric, the same considerations for the source SGT must

be made. Either the source SGT must be propagated with the data packet, or

the IP to SGT mapping information must be available on the SDA border
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node. Otherwise, since not all of the source and destination SGT information

will be available to the edge node, it will forward the policy based on the

Unknown SGT. By default, then, the traffic would be forwarded as long as

routing is in place appropriately.

Earlier in the chapter, it was mentioned that the default behavior inside a

single virtual network is to permit all traffic. This is a configurable option

within the ISE TrustSec matrix configuration that can be set to deny all traffic

by default. Using the default setting, when the enterprise begins to create

their individual rules governing allowed and dropped traffic between user

groups, those configured rules supersede the default permit behavior. For

traffic flows between groups where a rule is not defined, the default

configuration is used. Consider the TrustSec matrix in Figure 8-4. When

traffic sourced from the user Block1 to the Block2 user, the Block3 user or

the Block4 user, this traffic is denied due to the specific rule; however, any

traffic sourced from the Block1 user towards other users where no policy is

defined, such as, Admin_Server, that traffic is permitted due to the default

Permit IP, as shown at the bottom of the matrix.
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Figure 8-4 TrustSec Matrix

The default Permit IP behavior in ISE is the preferred setting. For most

security engineers, this would most likely not be their first thought. When
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changing the default permissions, as shown in Figure 8-5, the user can create

a default ACL that is utilized; however, making this change should be done

with utmost care. This ACL will be applied to any traffic in the fabric where

a more specific rule does not exist, including normal control plane traffic

inside fabric. Incorrectly changing the default permissions could prevent the

fabric itself from communicating between switches or prevent AP to WLC

communications, for instance. Therefore, an enterprise that is changing the

default permissions on the matrix should carefully plan and fully test the new

default permissions prior to implementing them in production. The

recommended approach is to retain the default Permit IP ACL, define policy

for users in the same virtual network appropriately, and use virtual networks

for macrosegmentation where appropriate.
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Figure 8-5 Default TrustSec Permissions

Security and SDWAN

The past several years have seen a shift in the enterprise environments to

hybrid work and work from home models, as well as, a heightened presence

of applications in the cloud. Cisco’s Catalyst SDWAN solution facilitates

integration with all of these rapidly emerging environments and strengthens

the enterprise’s overall security posture. Before tackling the cloud and

internet components themselves, a discussion of the security of SDWAN is in
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order.

Securing the SDWAN Underlay

As most SDWAN users are aware, the SDWAN underlay is normally

referred to as VPN0 within the SDWAN environment. This is actually the

global routing table on a Cisco Catalyst router. The underlay provides

connectivity between the edge nodes across the various transport providers

— MPLS, internet, LTE, etc. Communication across VPN0 is secured

between devices in SDWAN using DTLS. With traditional routers, if a user

did not apply an ingress ACL to the external interface, then the interface

would accept all traffic by default. That would make the router susceptible to

many different attacks, as well as, the networks behind the router. With

SDWAN, an implicit ACL is created on VPN0 TLOC interfaces. The implicit

ACL will allow SDWAN traffic, i.e., DTLS traffic using the SDWAN ports,

and only the allowed service traffic configured as part of the VPN0 tunnel

interface. For instance, on an internet facing port, the tunnel configuration

may require allow-service DNS and allow-service DHCP while disabling the

other services. In that scenario, the implicit ACL would allow the permitted

services and SDWAN traffic while blocking other traffic to the router, such

as, BGP. The implicit ACL feature may be augmented with an explicitly

configured ACL on the VPN0 interface, as well. When relying on the implicit

ACL feature in code prior to 17.9, the enterprise should consider the tunnel

source to ensure that security is properly applied as tunnels sourced from

loopbacks had different behavior for implicit ACLs versus the implicit ACL
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feature applied to tunnels sourced from physical interfaces.

Therefore, the SDWAN underlay itself is fairly hardened using only

encrypted communications between devices and implicitly blocking traffic

outside of the allowed services. The astute observer may have noticed there

was no discussion of allowing IKE traffic or ESP, etc. This is a direct result

of how SDWAN creates and shares its IPsec security associations. Instead of

negotiating the security parameters with each device individually, an edge

device shares its current IPsec key with vSmart via OMP. The vSmart will

then share the IPsec key with the other edge devices. So, when edge device 1

sends traffic to edge device 2 over VPN0, both devices already have the

required security information to send encrypted traffic.

Securing the SDWAN Overlay

The SDWAN overlay, or service VPNs, are used to provide macrosegmented

connectivity between remote locations; however, SDWAN provides

numerous security features and enhancements in addition to connectivity.

In a multidomain environment, the established security policy should be

applied at one location or domain and be maintained and enforced throughout

the enclave, including in the SDWAN environment. Cisco SDWAN provides

numerous security features that may be utilized to enhance the security

posture. Considering multidomain environments, then SGT classification and

propagation and Cisco TrustSec enforcement are both fully supported on the

Cisco cEdge routers. With SGT propagation, SDWAN may be used to
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connect two SDA locations. This mitigates some of the concerns with SXP

discussed earlier, as now, the SDWAN environment prevents the border

nodes from having learn the IP to SGT mappings, either statically or

dynamically. But the SDWAN domain does not necessarily have to hand off

to an SDA location. At a small branch location, the SDWAN router may be

the only layer 3 device at the location. It is able to perform the ingress SGT

classification and marking, as well as, the egress policy enforcement. This is

also beneficial for larger locations that may not have migrated to SDA to be

able to extend the security policy from the migrated SDA environments to

other non-SDA locations.

But the SDWAN provides so many more security features than just what is

made available through Cisco TrustSec. For instance, the cEdge router itself

may be configured as a stateful firewall using zones. An interface or a service

VPN, as well as, multiple interfaces or service VPNs, may be configured to

belong to a specific zone on the router. Policy may then be created to permit

or deny traffic between zones with stateful inspection. Even more, the policy

rules themselves can take advantage of the SGT markings to further improve

the overall policy all while taking advantage of the classification and marking

that may have been performed in a different domain in the environment.

In Figure 8-6, the location has a mini-DMZ with local services that should be

internet facing. To minimize complications of routing, this particular site has

a single service VPN. For simplicity, imagine that the DMZ servers should

only be accessible via TCP port 80 from the internet. The servers are
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maintained as read-only servers, so they should not be initiating traffic to the

corporate environment.

Figure 8-6 Remote Site DMZ Services

When considering zone based policy, the policy should be designed as

unidirectional using inspect instead of allow where possible to allow the
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return traffic without complicating the policy application. There are three

zones in the scenario. The enterprise zone consists of the corporate users and

devices that have already been authenticated within the environment. The

dmz zone consists of these read-only servers, and the internet zone is the

untrusted world beyond the internet facing interface.

From a policy perspective, any traffic originating in the enterprise zone

should be allowed towards the servers in the dmz zone; however, to simplify

the policy and improve the security, the traffic will be inspected instead of

simply allowed. The policy could be written with tighter controls. Perhaps,

the policy should only allow replication traffic, management and monitoring

traffic. If that were the case, then an SGT or IP based policy could be written,

as well. To demonstrate in this scenario, all traffic from the enterprise zone

will be allowed and inspected going to the dmz zone. Since the policy

inspects the traffic, then any return traffic from the dmz zone in response to

the enterprise zone initiated traffic is allowed back through the zone based

firewall. Keep in mind, that the protocol utilized may not be allowed back

through the firewall without a permit in the reverse direction. For instance,

inspection with SIP traffic tends to cause issues with return traffic. Therefore,

as always, care should be taken when creating the final security policy to

ensure traffic flows appropriately. In this scenario, the idea is to simply

demonstrate the behavior.

Policy application on the zone based firewall is from a source zone to a

destination zone. Therefore, for the zone pair of enterprise zone to dmz zone,
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the inspect all policy is applied. It is not necessary in this scenario to apply a

policy in the reverse direction. Since the security policy states that the dmz

zone should not initiate traffic towards the enterprise zone, then by not

applying a policy in that direction, only the return traffic that matches the

previously created inspection entries will be allowed. All other traffic will be

dropped.

This then leaves the discussion of the internet traffic. This is actually the

same premise. Here, the only traffic that should be allowed into the dmz zone

from the internet is TCP port 80 traffic. Therefore, a security policy is created

for the single traffic rule to inspect traffic from the internet zone to the dmz

zone destined for TCP port 80. This policy is applied to the zone pair with the

source zone of internet and the destination zone of dmz. Once again, since

inspection is used instead of simply permit, the return traffic is allowed and

no other policy configuration would be required.

This now means that the dmz servers themselves cannot initiate traffic to any

location. This may be satisfactory for some use cases while others may

require the servers themselves to be actively monitoring the internet circuit or

perhaps querying back-end services. In that case, unidirectional policy

written with the dmz zone as the source zone may be utilized to add the

additional support.

The following code snippets provide the example policy configuration

discussed previously. In Example 8-1, the policy to inspect all traffic from
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the enterprise zone to the dmz zone is illustrated. Example 8-2 demonstrates

inspecting only the TCP port 80 traffic from the internet to the dmz zone. In

Example 8-3, the enterprise zone to dmz zone policy is refined to

demonstrate only permitting (via inspection) traffic from the admin SGT, the

monitoring_servers SGT or the replication_servers SGT.

Example 8-1 Zone-Pair Policy: Enterprise Zone to DMZ Zone

! Enterprise Zone to DMZ Zone Example
! Create zones
zone security Enterprise
zone security DMZ
!
! Associate zones with interfaces
interface GigabitEthernet0/0/1
 zone-member security Enterprise
interface GigabitEthernet0/0/2
 zone-member security DMZ
!
! Create the unidirectional policy
ip access-list extended ACL-ALL
 10 permit ip any any
!
class-map type inspect match-any CM-ALL
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 match access-group name ACL-ALL
!
policy-map type inspect SPI-ENT-TO-DMZ
 class type inspect CM-ALL
  inspect
 class class-default
  drop log
!
! Create the zone pair which is unidirectional
zone-pair security ZP-ENT-TO-DMZ source Enterprise destination DMZ
 service-policy type inspect SPI-ENT-TO-DMZ
!

Example 8-2 Zone-Pair Policy: Internet Zone to DMZ Zone

! Per-VN Tunnel Interface
! Create zones if not already created
zone security Internet
 vpn 0
zone security DMZ
!
! Associate zones with interfaces
interface GigabitEthernet0/0/2
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 zone-member security DMZ
!
! Create the unidirectional policy
ip access-list extended ACL-TCP80-ONLY
 10 permit tcp any any eq 80
!
class-map type inspect match-any CM-TCP80-ONLY
 match access-group name ACL-TCP80-ONLY
!
policy-map type inspect SPI-INET-TO-DMZ
 class type inspect CM-TCP80-ONLY
  inspect
 class class-default
  drop log
!
! Create the zone pair which is unidirectional
zone-pair security ZP-INET-TO-DMZ source Internet destination DMZ
 service-policy type inspect SPI-INET-TO-DMZ
!

Example 8-3 Zone-Pair Policy: Using SGTs with Inspection

! Using SGTs in Policy
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! Create the unidirectional policy
class-map type inspect match-any CM-ALLOWED-USERS
 match identity user-group source Admin
 match identity user-group source MonitoringServer
 match identity user-group source ReplicationServer
!
policy-map type inspect SPI-ENT-TO-DMZ
 class type inspect CM-ALLOWED-USERS
  inspect
 class class-default
  drop log
!
!

Note that the identity class created in the final example could be part of a

subsequent class-map definition that matches on NBAR applications, for

instance, that further restrictions the allowed permissions.

SDWAN Security and the Cloud

In the modern world of hybrid work and cloud applications, ensuring security

and secure communications is now even more critical. SDWAN facilitates

this with support for both remote access and the Secure Internet Gateway

features. For the remote access feature, remote users with Secure Client client

software installed can create a secure connection into the enterprise
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environment whether on-premise or in the cloud through an SDWAN cEdge

router configured to accept the connections.

With Secure Internet Gateway, SIG, the Cisco cEdge creates either a GRE or

encrypted tunnel to the cloud security service provider, for instance,

Umbrella. Once the tunnel has been created, then local service side traffic

destined for the internet may be directed through the SIG tunnel instead of

routing over the SDWAN tunnels to the centralized data centers via policy.

Not only does this allow for internet traffic to be handed off directly to the

internet circuit at the local site reducing the load in the data centers, it also

allows for additional layers of security and inspection from cloud based

services. For instance, normal web traffic on ports 80 and 443 may be

inspected not only via a Cloud Delivered Firewall, but also proxied via the

Secure Web Gateway. Thereby allowing the security and inspection

environment to ensure that end clients are protected from malicious files and

websites.

Since each remote enterprise location is capable of creating SIG tunnels into

the cloud security provider’s environment globally, then security itself may

be centrally managed while protecting end hosts from across the enterprise

estate. It should be noted that the security provided by umbrella does not

require SIG tunnels from SDWAN cEdge devices though they provide an

exceptional means to control and steer traffic. For instance, end hosts

themselves may utilize client software, such as, AnyConnect, to provide the

same cloud security services without the SIG tunnels configured.
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Security and DMVPN

Not all environments have migrated their traditional IOS-XE routers to

controller mode for Cisco’s Catalyst SDWAN. There is also still a place in

the multidomain environment for DMVPN. As with every other point in the

enterprise environment, security in DMVPN is of paramount importance.

Securing the DMVPN Front Door

Unlike SDWAN which provides the use of the implicit ACL feature to ensure

that only SDWAN encrypted packets and the specified allowed services are

permitted inbound on the service provider facing link, DMVPN will allow all

traffic inbound without configuring protection. There are two fundamentally

recommended best practices for DMVPN security from the start: usage of a

front-door VRF and application of an ingress ACL to protect the router.

The usage of a front-door VRF facilitates both an improved security posture,

as well as, simplifies the overall routing design and configurations since

recursive routing over the tunnel is no longer a concern. Example 8-4

illustrates the configuration concept of a front door VRF. Only the relevant

configuration is shown for simplicity.

Example 8-4 DMVPN Front Door VRF Configuration

! Front Door VRF
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vrf definition Underlay
 address-family ipv4
!
interface GigabitEthernet0/0/0
 vrf forwarding Underlay
 ip address 192.168.0.1 255.255.255.252
!
interface Tunnel100
 ip address 10.0.0.1 255.255.255.0
 tunnel vrf Underlay
 tunnel source GigabitEthernet0/0/0
 tunnel mode gre multipoint
!

In this configuration, the tunnel interface is maintained in the Global Routing

Table, GRT. The lack of a vrf forwarding command configures the router to

place the IP address of the tunnel in the GRT. The subsequent tunnel vrf

command configures the router to use that particular VRF for tunnel packets.

The VRF used in the tunnel vrf command matches the VRF configured for

forwarding on the physical interface that is the tunnel source. Therefore, from

a route-switch perspective, traffic arriving to the router in the global routing

table will be forwarded out the tunnel interface based on the information in

the GRT; however, once that data has been encrypted and/or encapsulated,

based on the tunnel configuration, then the configured tunnel VRF routing
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information will be used to route the tunnel packet to the remote end. This

same method of a front door VRF is used automatically in SDWAN itself;

however, the GRT is used for the front door VRF instead of the specified

VRF.

Next, the router itself must be protected on the service provider facing circuit.

This is achieved via an ingress ACL. When constructing the ingress ACL, it

is important to only allow the required inbound traffic for normal operations

and no more. For the DMVPN tunnels to function normally using IPsec, it

would be expected to allow in UDP ports 500 and 4500, as well as, the ESP

protocol. The UDP ports allow for the IKE phase one and two exchanges and

NAT traversal while the ESP protocol permits the actual encrypted packets

into the router. For some use cases, this may be all that is required for the

ingress ACL configuration. From a security perspective, note that using

source and destination IP addresses to further limit the attack surface area

exposed by the ingress ACL is recommended; however, the authors realize

that some interfaces may be internet facing making the use of the any

keyword for the source IP address the more practical solution.

The ingress ACL may require additional ports and protocols; however, for

normal router functionality. For instance, BGP with the service provider may

be required for MPLS facing circuits or DHCP for dynamic addressing on

broadband circuits. For each of the scenarios faced by the user, only the ports

and protocols required for that location should be utilized. While maintaining

a single standardized ACL that exposes all the conceivable combinations of
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ports and protocols across the global environment, it unnecessarily exposes

the router to potential attack vectors. Instead, the organization should create a

single ingress ACL that has the components that address the possible

configuration permutations; however, only the required ACEs for a particular

site should be applied. In Example 8-5, a standard configuration example is

shown. Notice that the ACL includes remark entries allowing for the end

operations engineers to know which entries should be applied and which

should not.

Example 8-5 DMVPN Ingress ACL Example Standard Configuration

! Standard Ingress ACL
ip access-list extended ACL-INGRESS
 10 remark Security ACL Version: 1.0
 20 remark Permit Tunneled Traffic – All Locations
 30 permit udp any any eq 500
 40 permit udp any any eq 4500
 50 permit esp any any
 60 remark BGP Locations Only
 70 permit tcp any any eq bgp
 80 permit tcp any eq bgp any
 90 remark DHCP Services Required
 100 permit udp any eq bootps any eq bootpc
!

Technet24

https://technet24.ir
https://technet24.ir


Security and DMVPN

As mentioned briefly in the previous section, the DMVPN environment

should be configured to use IPsec profiles on the DMVPN tunnels to encrypt

the traffic. GRE encapsulation for DMVPN is supported; however, the

recommended approach is with the IPsec encryption on top of the multipoint

GRE. As with all IPsec point to point communications, identity verification is

fundamental to secure tunnel establishment. The reader should utilize the

latest recommended and secure methods for IKE phase 1 and phase 2 key

exchange and identity verification. Most enterprises utilize a shared secret on

their routers to limit configuration. While operations and management

normally dictate this behavior, the reader should realize that PKI is the

preferred option though this creates additional overhead around certificate

signing requests and renewals, etc. With the shared secret approach, it is

recommended to use key chains with rotating keys. In this way, routers are

able to utilize the current key; however, the overall security posture is

enhanced with the changing keys.

Additionally, the NHRP configuration should be further secured via NHRP

authentication. While only adding a small additional layer of configuration

and support, it does strengthen the overall security posture of the control

plane with a security in depth approach.

In the earlier section, the DMVPN tunnel was placed in a front door VRF. It
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would not be expected that data or management plane traffic would arrive to

the router from that VRF. As such, the router should not allow traffic to the

control or management plane from that VRF. Using some keywords, such as,

vrf-also, on the access-group configuration of the VTY line permitting SSH,

for instance, should be done with care. Since the tunnel is in a VRF, the

keyword would allow access to the VTY lines from that space. Therefore, in

a multi-VRF environment, where management and/or control plane access is

required in one VRF but not another, it is recommended to ensure proper

filtering is in place to prevent the undesired behavior. An access-list denying

inbound control and management traffic to all of the router’s IP addresses

attached on the exposed interfaces would reduce the attack surface while still

allowing traffic from the corporate VRFs on other interfaces.

Security and ACI

Cisco's Application Centric Infrastructure, or ACI, which has been discussed

in depth in other chapters of this text provides the data center environment

with intent based networking based on policies. As with the other IBN

domains, both macrosegmentation and microsegmentation are supported.

While the hardware between SDA and ACI are different, the security

concepts are not.

Just as SDA utilizes SGTs for microsegmentation and policy enforcement

within a single virtual network as described previously, ACI uses an

Endpoint Group, or EPG, to do the same. Likewise, ACI supports
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macrosegmentation via tenants. This allows the enterprise to create tenants to

separate end client environments or production from QA environments.

As is the recommended practice, the concept of zero trust should be applied

where possible. In the ACI environment, part of this may come from an

allowlist approach for the contracts. With an allowlist approach, a contract is

explicitly configured to allow traffic from EPG1 to EPG2. Without the

explicit contract, all traffic is dropped between the two EPG hosts.

One feature that ACI provides that should be used with care is contract

inheritance. The idea of the feature is to simplify policy configuration. This is

done by configuring EPG2 to inherit the contracts of EPG1. In doing so,

EPG2 now has all of the contracts that are configured for EPG1, and it will

obtain any new contracts that are subsequently added to EPG1. This does

simplify the configuration of EPG2; however, care should be taken to ensure

that reconfiguration of EPG1 does not provide EPG2 with additional

unneeded privileges.

An interesting feature in ACI that provides the equivalent of a private VLAN

is the intra-EPG isolation. With this feature, an EPG host is unable to send

traffic to another host with the same EPG. Each host can send traffic to other

EPGs if the contract is created to permit the traffic. Alternatively, an intra-

EPG contract could be created to limit what communication is allowed.

As with SDA, communication between EPGs is stateless. The contract either
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permits the ports and protocols or it does not. With either service graph

insertion or network stitching of the L2 ACI fabric, either a NGFW or NGIPS

may be added into the ACI fabric virtually or physically. This allows for

security inspection between hosts. The networking stitching is meant to be

more of a static solution where the service insertion allows for more dynamic

management of the security posture. With the service graph approach, traffic

destined to a particular EPG is forwarded first through the security

environment, inspected, and then forwarded if appropriate.

Security and the Cloud

The transition to hybrid work, work from home, and cloud-based applications

has made security in the cloud vital to normal business operations. Most

cloud service providers, including AWS, Azure and GCP, visualize security

as a shared responsibility between the service provider and the consumer, the

enterprise. The service provider is responsible for the security of the physical

environment that is the cloud. For instance, the service provider will maintain

the physical security of the locations where their data centers reside, as well

as, ensuring the segmentation between cloud environments of different users.

The consumer, that is, the enterprise, is responsible for the security of the

virtualized environment itself, the virtual routers and endpoints within the

environment. Depending on the service offering, the service provider may

provide the security for an application all the way through to the application

layer. For instance, a database offering provided by a cloud provider may

include operating system, security and application updates to the underlying
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application and hardware, allowing the end user to focus only on the data and

secure access.

While the level of support from the service provider varies depending on the

offering, the responsibility of security is shared between the consumer and

the service provider in every case. Therefore, the security of the cloud, its

applications and endpoints, should be part of the single enterprise security

policy.

When considering security in a cloud environment, the enterprise should

consider the cloud as another physical location in their environment with

direct internet access. With private cloud providers, the enterprise does have

a secure link into their environment. This may make some aspects unneeded,

but maintaining that mindset from a security perspective will improve the

deployment and decision making.

As with all environments, the premises of zero trust and least privilege should

be followed in the cloud, as well as, segmentation and firewalling where

appropriate. As with a data center, the cloud environment should be designed

using a two or three tier approach depending opon the actual requirements.

The outer tier, facing the internet or provider edge, should be an isolated

networking space that provides hardened security services, such as,

firewalling and inspection. Similar to the ingress ACL approach seen in

SDWAN and DMVPN earlier, only the allowed ports and protocols expected

from the external world should be allowed in past this tier or zone. The next
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tier or tiers should provide the segmentation required of the cloud

environment to perform the required enterprise services. The correct

terminology for the subnets and services used varies between cloud service

providers; however, the concepts are the same. These virtual tiers should

provide the enterprise with the required segmentation, isolation and

inspection as would be seen in an on-premise location.

Security and Zero Trust

The digital world continues to evolve making it virtually impossible for one

book, much less, one chapter of a book, to fully address all of the

recommended best practices and requirements for hardening an environment;

however, one over-arching premise should be the guide for enterprises

security moving into the future: zero trust.

The concept of zero trust is simple. No user or device can access any resource

or data in the environment until their context (user, device, location) has been

verified and is permitted. This is done with every access request even if that

context was previously verified. The concept of context is critical here.

Perhaps a corporate user should be allowed permission to access the

corporate internal website from any device; however, access to sensitive

corporate information should only be allowed for an authenticated user from

a corporate managed device connected to the corporate network in a secure

fashion (directly in a building or via a secure VPN).
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All of the discussions within this chapter on security and security policy work

fully with a zero trust policy. It would be expected that authentication and

authorization access to any of the network devices or services is performed

via AAA or IdP in order to maintain a zero trust posture.

Summary

This chapter focused on the security aspects associated with each of the

domains in the enterprise environment. It should be noted that new security

threats are always emerging, as well as, new security standards to address

them. Normal security best practices and device hardening mechanisms

should be utilized, in addition to, the topics discussed to enhance the overall

security posture of the enterprise. All of these mechanisms should be

designed to follow the single governing security policy.
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Chapter 9. Automation

SD-WAN Also, see the following (changes made in this chapter):

This chapter discusses the following topics:

• Incorporating automation for deployments

• Utilizing automation in individual domains

• Utilizing automation as orchestration across multiple domains

Technet24

https://technet24.ir
https://technet24.ir


Automation Overview

While working in network engineering, users will come across a wide range

of definitions for the term automation. To some, it may mean a simple script

that logs in to one or more devices and retrieves some show command

output. For others, the term may apply to a system that orchestrates

provisioning across multiple locations, devices, and architectures. In the

scope of this chapter, automation refers to a more advanced system of

utilizing a CI/CD pipeline to manage the production environment while

ensuring that the production environment follows what was previously

designed and validated in quality assurance testing.

As with all of the architectures discussed within this chapter, numerous other

publications go into the intricate details of what a CI/CD pipeline is, as well

as how to implement and deploy one. This chapter focuses on setting up a

CI/CD pipeline with the various multi-domain architectures and its potential

uses.

CI/CD Pipeline

The obvious first question, then, is what is a CI/CD pipeline? CI/CD refers to

continuous integration and continuous deployment. Alternatively, many

consider the CD to signify continuous delivery. We will use the first

definition going forward. The goal of a CI/CD pipeline is to create a system

where the design, environment, and configurations that are deployed into

production are exact replicas of the environment utilized for testing. In this
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way, the errors that are introduced into production through human error,

differing environmental constraints, and so on, are eliminated, therefore

reducing the risks in production.

Many network engineers are all too familiar with keeping the configurations

for devices in Excel spreadsheets. We (the authors of this book) have worked

with large global enterprises that used Excel spreadsheets to create the

configuration standards deployed across the global enclave. This approach is

quite common and allows engineers a shared location to reference what a

configuration should be. However, the spreadsheets do not always lead to

viable automation use cases. Instead, they may require interpretation by an

engineer and must be converted into a device specific configuration, often

manually.

The next evolution of configuration management and standardization with

support for automation leads to code repositories. At this point, you would

imagine the discussion is based on just CLI configurations; however, the

various IBN architectures discussed in this chapter all come with controllers

that can utilize REST API interactions. Therefore, our code repository can be

a collection of both CLI configuration text files, as well as scripts required to

effect change via APIs. The single best code repository tool is Git or GitHub.

With Git, design engineers can create branches to work on new configuration

snippets. These snippets can then be validated in testing prior to merging into

the mainline and becoming the standard. As shown in Figure 9-1, this is the

very heart of the continuous integration part of the pipeline. There is a single
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standard configuration to start. A new feature enhancement must be

configured, for instance. The network design engineer creates a branch for

this new feature enhancement configuration and develops the code.

Figure 9-1 Continuous Integration

Because the configuration changes are isolated on the newly created branch,

other engineers are able to continue to access the current standards via the

main branch. In the meantime, the design engineer is free to work on the
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configuration and test, as appropriate. After the target configuration has been

created, the design engineer can promote the intended configuration branch

for testing in the next testbed. Depending on the client, the number of test

environments may vary—local developer testbed, system testbed, quality

assurance testbed, or other. This is part of the beauty of the CI/CD pipeline in

that it may be modular to fit the requirements of the client. Regardless of the

number of testbeds, the same process will occur. That is, first the code is

pushed into Git for acceptance. This triggers the code to move into the next

testbed for deployment and testing. As shown in Figure 9-2, after a new

feature has moved completely through the pipeline, is tested, and then

accepted, it is merged into the main branch, making it available for

deployment into production. The same tools that are used for deployment in

the testbeds are used for deployment in production. This then ensures that the

production environment and configuration are exactly the same as what was

tested in each of the testbeds.
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Figure 9-2 Continuous Deployment

For all of this to happen, multiple tools must be utilized to handle the various

pieces of the puzzle. For the code repository, Git and GitHub tend to be the

preferred choice. The test environment should mimic what is used in

production. For smaller environments, especially for initial code development

and deployment, virtualized environments provide a cost-effective way of

providing virtual hardware to the designers. This is not the complete setup

though. The CI/CD pipeline still needs to be able to actually automate the

testing, creation, and configuration of the testing. This is done via other tools.

For instance, GitLab supports integration with Git repositories. When there is

a new commit, GitLab can use runners to instantiate a testbed, configure the

devices with the newly updated code, perform test cases, revert the

environment, and provide the test results. This allows the developers and the
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approvers to determine whether the code is ready to be promoted to the next

level or requires additional work.

With a CI/CD pipeline, new deployments in production are always capable of

taking advantage of the latest validated configurations, allowing for faster

adoption of new features while also improving the production environment

quality by identifying issues early on through testing and prohibiting features

that are not ready for production.

The rest of this chapter examines using automation via a CI/CD pipeline with

each of the various multi-domain architectures. Note that combining the

automation concepts from each of the domains allows for a fully orchestrated

multi-domain environment.

Automation and SDA

A critical part of Cisco's Software-Defined Access, or SDA, is the Cisco

Catalyst Center (formerly DNA Center). The Catalyst Center supports

numerous applications that provide automation and orchestration across the

managed devices in the SDA environment. The Catalyst Center allows users

to provision new virtual networks (VNs) with new IP address space, as well

as many other aspects to new or existing sites. This section examines how to

develop and utilize a CI/CD pipeline to support the automated deployment of

a new virtual network to one or more targeted SDA site locations. While

creating a new VN may not be common, provisioning it to a new site for a
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service offering may be. Therefore, we discuss the complete picture.

Imagine the steps required to create and deploy a new virtual network to an

existing SDA location for a single engineer. The engineer first would have to

create the virtual network in Catalyst Center. This would require the engineer

to navigate to the Provisioning > Virtual Networks page in Catalyst Center,

select Create Virtual Network, and then create the name correctly. In a

production scenario, even typing the name would be subject to human error.

In the CI/CD pipeline, these simple mistakes are eliminated because data is

validated as part of the approval processes.

Now that the new VN, called AUTO1 in Example 9-2, has been created, the

engineer must identify what site the VN will be deployed to, what subnets

will be utilized, whether multicast is required for that particular location and

VN, as well as numerous other settings that may be required both for wired

and wireless functionality. However, all of these settings are just variables

that may be part of the code repository managed pipeline. Consider the

sample network hierarchy shown in Figure 9-3.
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Figure 9-3 SDA Sample Hierarchy

In this environment, there are several areas under the US area, where the

focus will be building RTP10 that is part of the LB-RTP area. The new

AUTO1 VN will be deployed to this site. As part of the deployment, the site

will need two new subnets: one for wired users and one for multicast support.

Additionally, the Layer 3 border nodes must handle the handoff to the

external environment, so the WAN subnet and target border nodes also must

be addressed. These are characteristics that would occur at any potential site.

How would this be managed as code? The answer is simple. The repository

will host two files. The first file will handle the required order of API calls.

This could be written in Python or some other language. There are numerous

SDKs for Catalyst Center available that could also be leveraged. With that in

mind, the API file will be shown as pseudocode, as shown in Example 9-1.
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Example 9-1 Catalyst Center Pseudocode for Site VN Creation

! Load site data from YAML variables file
sitedata = Load(data_yaml_filename)
! Acquire Catalyst Center token through user authentication
token = dnac.login()
! Determine if the VN exists in the Catalyst Center deployment
VN = dnac.GetVN(sitedata[‘VN’])
if (not VN) then dnac.CreateVN(sitedata[‘VN’])
! Create required subnets in the site
site = sitedata[‘site’][‘name’]
for network in sitedata[‘site’][‘subnets’]:
    dnac.CreateNetwork(site, network)
!

In this pseudocode, the variable information is all passed in from the YAML

configuration file specific for the deployment. The automation tool would

then log in appropriately to Catalyst Center and determine if the VN with the

provided name exists. If it does not, it is created. Then the required subnets

are created for a particular location that will be used for the deployment.

Example 9-2 shows what the YAML configuration file could look like at this

point.
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Example 9-2 SDA YAML Parameters

---
# AUTO1 YAML Parameters for Site: Global/US/LB-RTP/RTP10
VN: AUTO1
site:
  name: Global/US/LB-RTP/RTP10
  subnets:
    - RTP10-AUTO1-WiredUsers:
      type: Generic
      ipv4:
        globalpool: 10.0.0.0/8
        prefixlength: 24
        subnet: 10.0.1.0
        gateway: 10.0.1.1
        dhcp:
          - 10.127.0.1
        dns:
    - RTP10-AUTO1-Multicast:
      type: Generic
      ipv4:
        globalpool: 10.0.0.0/8
        prefixlength: 24
        subnet: 10.0.2.0
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        gateway:
        dhcp:
        dns:
!

The YAML file now contains the required information to create the target

virtual network and the subnets for the site. With the correct ordering of API

calls, an automation system can now repeatedly provision the target site or

multiple sites with the virtual network and the wired user subnet. It is not

enough for full connectivity, but it did not take much effort just to get to this

point. Additionally, remember that this data is kept inside the CI/CD pipeline

code repository, so numerous individuals are able to review the data for

correctness, as well as multiple test environment validations.

Imagine a CI/CD pipeline where all of the subnets at all of the individual site

locations are already maintained as a collection of YAML variable files,

perhaps one for each location or even one file for each VN at each location. If

the enterprise wishes to add networks to a single location, the YAML file is

updated appropriately, which keys the entire CI/CD pipeline and approval

processes. The changes are tested in a testbed, passed and approved through

the approval ticketing system, and pushed to production automatically either

instantly at each step or at specific maintenance window times based on the

requirements.
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Automation and SD-WAN

This chapter has already shown how a working CI/CD pipeline can be

utilized to facilitate automation of tested and approved changes into

production. With Cisco’s Catalyst SD-WAN solution, the same principles

apply for the Cisco Catalyst Catalyst SD-WAN Manager, formerly known as

vManage. Essentially, everything that may be configured or monitored via

the UI in Catalyst SD-WAN Manager is an accessible REST API that may be

utilized for automated monitoring and configuring. This makes integrating

the SD-WAN solution into a CI/CD pipeline for configuration and test case

analysis rather straightforward.

This section looks at automation of the following use case: the enterprise has

three cloud-hosted environments for SD-WAN—one for production, one for

quality assurance, and one for development. The production environment

should always consist only of standardized versions of templates that have

been approved through prior testing in the QA environment. If a particular

version of a template does not exist in the QA environment, it cannot exist in

the production environment. There is one exception to this rule. Because

operations may have to make real-time break-fix solutions, an operations

correcting template may exist in production, but the service ticket must be

prepended to the template name. In all other cases, the name of the template

in production must match exactly the QA template name, which includes the

version number.
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How does a template get into the QA environment and approved? This is

where the development environment comes into play. The architects and

engineers can put whatever templates are needed for feature development,

break-fix analysis, and so on, into the development environment. Whatever

they may be working on, the version number of the template in development

will always be one iteration higher than the currently approved version in the

QA environment. The same rule exists for templates between the QA

environment and the development environment: a template in the QA

environment must match exactly the same version template in the

development environment. Therefore, a developer creates a new version of a

template in the development environment. When the developer feels the

template is ready to progress to the next level, the QA testing environment,

that template is promoted. If the template does not pass testing in QA for

whatever reason, it is removed from the QA environment, and the developer

is able to continue testing and development in the dev environment.

This entire process could be performed manually; however, usage of a CI/CD

pipeline improves the management and efficiency of the entire process.

An SD-WAN template may be exported from the development environment

Catalyst SD-WAN Manager as a JSON file with an API call. This one file

can then be added into a GitHub repository. Once the file is committed into

the repository, the CI/CD pipeline tool, such as GitLab, is triggered to initiate

the deployment of the template file into the QA environment. Based on the

template use case, this could include provisioning of a new SD-WAN Edge
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with the template attached and various validation steps. Once the QA testing

has been completed and the appropriate service tickets are marked as

approved, that specific template is promoted to the production environment,

again via API calls, making the template available for production usage.

Figure 9-4 shows the workflow for the template as it progresses through the

pipeline.

Figure 9-4 SD-WAN Template CI/CD Pipeline Workflow

Now that you understand the process, the following pseudocode examples

will demonstrate the coding steps required to facilitate the workflow shown

in Figure 9-4. It should be noted, as before, the pseudocode is only for

illustration purposes and not written in any specific language. In Example 9-

3, the developer has created a target test template in the development

environment. Now the template itself must be added into the GitHub
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repository or updated, if appropriate.

Example 9-3 Pseudocode for Template Addition to Repository

! Template name may come from an external source
templateName = Load(externalSourceWithName)
! Create an authenticated session to development Catalyst SD-WAN
Manager
session = vManage.login()
! Obtain the JSON information required of the template
data = session.DownloadAPI(templateName)
! Add/update the file in the GitHub repository
github.AddFile(data)
! Commit the change to trigger the next phase
github.Commit(message)
!

The preceding example shows the pseudocode that could be used to extract

an SD-WAN template from the development Catalyst SD-WAN Manager

and add it into the GitHub repository. Once the file has been committed,

presumably on its own branch, the CI/CD pipeline tool is triggered to move

to the next portion of the pipeline. In this use case, which would be

promoting the template from the development environment to the QA
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environment. The pseudocode shown in Example 9-4 demonstrates how this

could be coded.

Example 9-4 Pseudocode for Template Promotion

! templateName is known from the filename information
!
! Create an authenticated session to QA Catalyst SD-WAN Manager
session = vManage.login()
! Add the file contents to the Catalyst SD-WAN Manager
session.CreateTemplate(templateName, fileData)
!

At this point, the template that was developed by the engineers and architects

in the development environment has been added and committed into the

GitHub repository, which has triggered the pipeline tool to add the template

into the QA environment and has triggered any required test cases associated

with the template. These test cases may be carried out via automatic tests

configured in the pipeline tool or manually via the QA testers or a

combination of both. Regardless of the tests that are carried out, either the

template passes, or it does not. In the latter case, the template is removed in

the same automated fashion from the QA Catalyst SD-WAN Manager, and

the developer is informed of the results to continue development.
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If the template does pass the required tests, however, then the same method

used in Figure 9-4 to promote the template from development to QA is used

to promote the template from QA to production. Notice that because the file

is kept in a GitHub repository, only the final committed form of the template

(based on the JSON data file) is allowed into the QA and production

environments.

While maintaining the SD-WAN templates in a GitHub repository for a

CI/CD pipeline is a good illustration of how automation may be leveraged in

an SD-WAN environment, it is not the only possible use case. Maintaining

the various variable information required for devices across the environment

may be tedious and can lead to human errors. Having those data files as part

of a CI/CD pipeline and approval process helps reduce production issues

arising from copy/paste errors while also providing additional data backup to

the Catalyst SD-WAN Managers themselves.

Automation and DMVPN

With the various Cisco IBN architectures, it is rather straightforward to

integrate the architecture with the enterprise automation systems due to the

well-developed REST API each offers through its various controllers.

However, DMVPN does not require any controller for provisioning and

operations. As such, the enterprise has to use either NETCONF or

RESTCONF directly with the routers or add the routers to some other

controller, such as the Cisco Catalyst Center, to abstract the
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RESTCONF/NETCONF layer with the particular controller. Other options

not previously discussed in this chapter are valid, including the use of NSO,

for instance. Because other sections of this chapter discuss the various Cisco

IBN controllers used with each architecture, this section focuses on usage

with NSO. As a future note, Catalyst SD-WAN Manager 20.15 software is

expected to support monitoring of autonomous mode routers with later

versions also supporting managing the devices. These enhancements will

significantly improve automating all of the routers in the environment

through a single controller API.

In the previous section with SD-WAN, the development environment, the

QA environment, and the production environment each utilized a separate

Catalyst SD-WAN Manager deployment. With NSO, a single NSO

deployment may be used to manage the different environments simply by

providing a different inventory file for each appropriate environment. The

inventory files allow the NSO to interact with the devices in the different

environments appropriately without affecting the other environments. By

adding the inventory files to the repository, the enterprise is now able to

utilize the same CI/CD pipeline systems created in other sections to provision

a tested and standardized DMVPN solution across the environment.

When an organization is designing the data file structures to store in the

repository, current and future enterprise requirements should be considered to

make the files more manageable. For instance, when any new solution is

implemented into production, there becomes a hybrid state where some sites
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or devices have been migrated, whereas others have not. Perhaps new

hardware or new locations are expected to come online in the future. Or, with

DMVPN and macro-segmentation, there may be multiple VRFs that should

be supported, though not all VRFs exist at every location. Example 9-5

provides a sample folder structure that illustrates having individual data files

within router and site-specific folders. The entire folder structure is added

into the file repository; then, whenever there is an update to a file in the

folder, the runner initiates the provisioning, test, and approval workflows as

required.

Example 9-5 Sample DMVPN Data Folder Structure

.
├── site1
│   ├── router1.yml
│   └── router2.yml
├── site2
│   └── router3.yml
└── site3
    └── router4.yml
!

While the preceding figure folder structure indicates using YAML files for

the data variable information, the enterprise could use any variable file
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format, such as CSV, based on their requirements.

Automation and ACI

The APIC APIs have been continually developed and improved over the

years since the advent of ACI. This has led to significant contributions in

open-source tools and SDKs for automating ACI.

One of the best systems for utilizing a CI/CD pipeline is through the

Terraform ACI provider. With Terraform, the entire ACI environment—for

instance, the bridge domains, contexts, tenants, and networks—is maintained

in Terraform data files. Terraform initialization creates a Terraform state file

on the current state of the deployed environment. When the user or system

deploys a change in the environment, Terraform obtains the current actual

state of the environment, compares the actual state and the desired state, and

makes the necessary changes to have the desired state in production.

This system not only ensures that the intended standard is deployed, but it

also corrects manual changes that may have been introduced incorrectly.

Interestingly, if Terraform is unaware of a tenant or other object deployed in

ACI, Terraform will not delete that object, allowing the enterprise to make

some manual additions if required with overwriting them.

Imagine a multi-tenant ACI environment where each tenant is perhaps an end

client of the enterprise. As clients are brought onboard and others are leaving,

it is necessary to automate the creation of the environment and ensure proper
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deletion later, if necessary. Terraform will read every file in the folder with

the correct file extensions (.tf, .tfvar). Therefore, each individual tenant may

be maintained in its own Terraform data file that includes the entire ACI

environment for that client. When the file is added into the file repository, the

commit triggers the CI/CD pipeline to initiate the Terraform workflow to

apply in the target environment. Terraform uses the ACI provider type to

connect to APIC and deploy the new state. Once automated testing and

validation are completed, the pipeline can move to the next phase to obtain

approval prior to deploying in subsequent test environments or production.

Example 9-6 illustrates how a single tenant with a single network might look

in a Terraform data file, as well as the Terraform code required to deploy it.

Example 9-6 Sample Terraform File

provider "aci" {
    username    = "theuser"
    password    = "thepassword"
    url         = "https://theapic.domain.com"
    insecure    = true
}
resource "aci_tenant" "tenant1" {
    name        = "TheTenant"
    description = "ACI Tenant for Client 1"
}
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resource "aci_vrf" "vrf1" {
    tenant_dn   = "${aci_tenant.tenant1.id}"
    name        = "Client1-VRF"
}
resource "aci_bridge_domain" "bd1" {
    tenant_dn          = "${aci_tenant.tenant1.id}"
    relation_fv_rs_ctx = "${aci_vrf.vrf1.name}"
    name               = "BD1-Name"
}
resource "aci_subnet" "subnet1" {
    bridge_domain_dn   = "${aci_bridge_domain.bd1.name}"
    name               = "BD1-Subnet"
    ip                 = "192.0.2.1/24"
}
resource "aci_application_profile" "app1" {
    tenant_dn          = "${aci_tenant.tenant1.id}"
    name               = "App1-Profile"
}
resource "aci_application_epg" "epg1" {
    application_profile_dn = "${aci_application_profile.app1.id}"
    name                   = "web"
    relation_fv_rs_bd      = "${aci_bridge_domain.bd1.name}"
}
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The enterprise can take this simple initial file and extend it with both variable

substitution and looping, as well as additional ACI feature support to create a

fully automated and CI/CD-incorporated ACI environment complete with

development, test, and production environments. Obviously, it is

recommended that credential information and other sensitive information not

be stored in any file that is part of the repository. Therefore, the username,

password, and server information would be expected to be provided via

environment variables, for instance, instead of manually configured as shown

here. This example is strictly for illustrative purposes only.

Automation Across Multiple Domains

As with all design questions for multi-domain architectures, it is often best

considered when broken down into the constituent domains. For instance,

consider an enterprise environment with ACI, SDA, and SD-WAN. The

enterprise has macrosegmentation for each line of business that is extended

from ACI through SD-WAN out to SDA. A new line of business is being

planned, and the network must be provisioned accordingly.

For ACI, the environment will require a new tenant with new VRFs, bridge

domains, networks, and so on, as shown in the previous section; perhaps this

requires a new Terraform file in the repository to create the multiple objects.

Meanwhile, SD-WAN will require a new Service VPN template that then

must be attached to device templates at sites A, B, and C. Therefore, the SDA

environments at sites A, B, and C must have the new SDA virtual network
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provisioned at those locations complete with end host IP subnets and

multicast support.

If the individual domain automation pieces have already been set up, this

becomes a simple matter of designing the CI/CD pipeline to perform

additional provisioning and testing that incorporates all three domains at each

phase.

With multiple systems and controllers utilized, all with their own unique API

calls, keeping the automation segmented based on the domains is a viable

option, keeping in mind that simplifying where possible is also

recommended. For instance, data that is used by all the domains may be best

to exist in a single data file instead of in unique data files for each domain to

prevent accidental copy/paste errors.

Summary

Automation is a wide-open topic that improves operations, as well as

standardization and validation. There are numerous directions and usages for

automation across all of the domains. These may all be facilitated by the

usage of a CI/CD pipeline and Infrastructure as Code. In this chapter, so far

we discussed how scripts, and workflows for SD-Access, SD-WAN and ACI

help with simplified operations for those environments. It is understood that

controllers are primarily focused on specific domains, however, with CI/CD

pipelines and workflows, they can all be tied together for a larger intent-
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based networking. The possibilities are endless; this idea is just scratching the

surface of multi-domain integration with automation.
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Part 3 - Real World Use Cases
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Chapter 10. Manufacturing Use Case with SDA,
SD-WAN, and CNF

In this chapter, we will discuss the following:

 The requirements of a typical manufacturing plant and the resources it

needs to be able to function.

 How multiple technologies can integrate seamlessly and sustain for long

periods of time.

 Faster troubleshooting and operationalization.

 Understanding and dealing with various product SKUs and their integration

in a typical manufacturing plant.

Overview

Authors of this book got an opportunity to work on a large transformational

deal for a manufacturing entity. This case study has been derived from a

successful deployment of such network transformation, and it is befitting to

be part of this book as it covers the integration of multi-domain technologies

such as Cisco SD-Access, Cisco SD-WAN, and Carrier Neutral Facilities. In

this chapter, we will discuss the business and technical requirements, the

solutions that satisfy these requirements and deliver the outcome that has

proven to be a great success. This case study is a real-world deployment of
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fully integrated technology. Using this design as a framework, such solutions

can be deployed with added features and with little variances in terms of

hardware, routing protocols, and technologies being used. The most

important part is to understand the function and traffic flows how an

organization needs to segment the traffic, and let it flow in its organization.

One of the biggest outcomes of this transformation was to convert an IT

organization of a company from a cost center to a revenue-generating

organization with IT as a Business model. This transformation has been

reaping the rewards for the current organizations, and we hope this case study

will inspire new transformed networks.

Summary of Requirements

Manufacturing industries have vastly different requirements for network

architecture. Regardless of what products are being manufactured —

consumer goods, electronics, industrial machines or medicines — overall

logic is the same at a very high level. Raw material comes in from one end

which gets processed by various sets of machines to assemble and produce a

final product. Today, majority of the industries are very high-tech in nature.

Many of the machines are equipped with sensors and cameras that constantly

monitor the production and with the help of that telemetry data, production

pace or settings can be changed to affect final product quality or quantity.

Since machines are designed around specific products they are

manufacturing, they are highly custom and have different types of data and
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applications that are running them. These applications usually talk directly

with the machines and in most cases reside in the same VLAN as the

machines. There is a large amount of layer-2 communication between them.

These individual machines and their applications are considered as

Operational Technology (OT). Since a company’s revenue is directly tied

with the amount of production of goods, this network environment becomes

highly critical and needs to be secured.

The design of the manufacturing networks has evolved over the years, with

the major difference being physical versus logical design. Historically, to

prevent security breaches and provide the highest amount of uptime in the

network, manufacturing networks (OT Networks) were physically isolated

from corporate networks (IT Networks). All OT networks were joined to the

IT side via a firewall to ensure security and uptime. OT networks did not

change much and most relied on “configure once and forget” type

architecture and proper maintenance and patching of the network equipment

was not as frequent as on the IT side. With the advancement in high-

performance switches and routers and organizations achieving their

sustainability goals, corporations have started to leverage virtualization on the

network gear that provides similar security and maximizes their hardware

footprint in the IDFs. These solutions have become more integrated as well as

controller-driven.

Following sections in this chapter would identify some of the critical business

and technical requirements in a manufacturing industry and how the multi-
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domain solutions are able to solve them. Each industry vertical have their

own requirements to ensure their business runs as efficiently as possible. The

overall goal of the network architecture is to ensure manufacturing uptime as

high as possible and network maintenance should be proactive rather than

reactive. This ensures better predictability and business can pivot well ahead

in time. For example, if a manufacturing plant in the region needs a heavy

maintenance requiring two weeks of downtime in one of their production

lines due to an issue, knowing that ahead of time can help business plan to

offset their production goals to other region’s manufacturing plant while that

maintenance is carried out. This ensures constant production and loads can be

shared. This would have been very difficult if that particular issue had not

been diagnosed ahead of time and the machine had halted unexpectedly.

Business cannot just shift production of that line to other plants without

planning as a lot is dependent on the complex logistics of raw materials and

finished goods, and also, the workforce that is involved in producing that

good. Getting that early insight is very critical now, and it is one of the

foremost considerations in any manufacturing industry.

Today, the production lines producing high-tech goods today have a very

high downtime costs. Some can go upwards of millions of dollars an hour in

lost production time and personnel cost. A major outage in a production line

could impact the supply of incoming raw materials to outgoing good that are

being hauled by trucks. There can never be a perfect running score for a

production line, but by ensuring all the critical components of the production

lines are monitored via sensors and any digital devices, a near-perfect score

Technet24

https://technet24.ir
https://technet24.ir


could be achieved. The better the score, the better the production and more

predictable outcomes and operations.

The case study discussed in this chapter is not tied to a specific industry.

However, it does focus on some of the higher-value goods that are being

produced. Continuous production is critical due to demand. Fundamentally,

there are two types of requirements — business and technical. These two are

set by different stakeholders and different types of solution components are

mapped to them. For this scenario, we will be focusing on how Cisco SD-

Access, SD-WAN and CNF have been integrated to provide seamless end-to-

end connectivity. This use case also focuses on the usage of automation to

drive successful deployment of these new solution domains.

Business Requirements and Solution Mapping

Business requirements drive business outcomes. As the name suggests, they

are directed and governed by the business. They are more strategic in nature

and focus on growth of the business and impact financial and reputation of

the organization. For this case study, Table 10-1 showcases business

requirements of this organization and the mapped solutions for those

requirements.

Table 10-1 Business Requirements
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Technical Requirements and Solution Mapping

Technical requirements deliver the outcome of business requirements. These

are more tactical in nature. Once the business requirements are determined,
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they set the foundation of technical requirements. Implementation of the

technical requirements are the final outcomes of the business requirements.

For this case study, the requirements described in Table 10-2 are technical.

They are a lot more as they map to many of the business as well as solution

requirements and vice versa.

Table 10-2 Technical Requirements
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Deployed Solution

The business and technical requirements listed in Tables 10-1 and 10-2 show

the foundation and roadmap to the solution that is being deployed. Based on

those requirements, the solution that has been deployed on the LAN or

Campus side is Cisco’s SD-Access, on the WAN side it is Cisco’s SD-WAN,

and to ensure there is uniformity across all the manufacturing sites in terms of

data access and retrieval, all the sites are connected via CNFs across the

globe. This will completely transform the network and enable this

organization to run the IT as a Business for all of its manufacturing divisions.

To aide in faster deployment and consistency across the entire network from

day-0 to day-N, automation has been considered across all solution domains.

Figure 10-1 show how all the solution domains come together to form an

end-to-end segmented multi-domain network. Let us discuss each of the

solution domains briefly and how they were designed to address the business

and technical requirements. One of the critical points to remember is that the

deployed solution in this case study is highly flexible and scalable. These

were one of the key requirements. So regardless the size of the plant —

100,000 sqft to 4,000,000 sqft — the architecture remains the same. Only

change is the quantity and type of equipment being used. All of current

generation of Cisco equipment is built with unified operating systems in mind

— so regardless of the product number in the family (Catalyst, Nexus, etc.)

they would all be able to perform identically. Just the scale numbers would

be different in terms of capacity and throughput.
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Figure 10-1 High level multi-domain architecture

SD-Access

For SD-Access architecture, we will reference Figure 10-2. Here, SD-Access

solution has a significant advantage in terms of automation, sustainability and

providing highly modular architecture. With one of the significant advantage

being able to utilize same sets of physical devices for OT and IT parts of the

network, an organization is able to maximize their Return on Investment

(ROI) and also achieve sustainability goals by reducing number of physical

equipment. Fabric based architecture utilizes virtualization on the physical

switches. With that it increases serviceability and ability to add on new

virtual networks and VLANs without impacting other overlay networks. This

flexibility is vital when an organization is trying to achieve 99.999% of

uptime for its production.
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Figure 10-2 SD-Access Architecture

Access Layer Architecture

The Figure 10-2 shows a typical 3-tier architecture for core, distribution and

access. Starting from the bottom, Intermediate Distribution Frame (IDF)

architecture has been standardized. All IDFs include Catalyst 9400 series

chassis-based switches. These provide a flexibility in terms of line cards

containing UPoE+ as well as fiber-based ports. All the endpoints directly

connect to these switches. The advantage of chassis based architecture is the

ability to expand as needed, and also, maintenance. With redundant

Supervisor engines, resiliency is maintained. The UPoE ports on the switches

are used to connect WiFi 6E access points providing mGig connectivity. This

satisfies their WiFi first strategy. With the port density and adequate power

supplies on Catalyst 9400 series switches, their wireless infrastructure

provides ample coverage, even in brownout conditions. The solution was

design with port priority in mind which will selectively power down the

access points so that an entire section of the network is not in a blackout

mode.

Manufacturing plant of any magnitude requires some form of ruggedized

networking equipment. This is due to the environment these devices are put

in that may exposed to high heat, cold temperatures or even high dust and/or

abrasive environment. Cisco’s Industrial Ethernet switches are state of the art

and meant to be deployed in non-standard conditions. Manufacturing plants
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of this organization were no different. These IE switches were deployed in

the machines as well as acted as an extension of the IDF where clean room

for regular Catalyst 9000 series switches were not possible. All these

Industrial switches were PoE capable and were able to provide power to

some remote access points as well. The fiber ports on the Catalyst 9400 series

switches in the IDFs provided backhaul connectivity to the deployed

Industrial Ethernet switches. With this, a star-topology was designed for

extended network.

From security perspective, entire network was dot1x enabled with a

centralized Network Access Control (NAC) engine. For NAC, Cisco’s

Identity Services Engine (ISE) was used. Dot1x provided perimeter security

to all the endpoints that ended up connected via wired or wireless to the

network, regardless of the network domain they were in — IT or OT.

Knowing the OT and IoT side of the network, not all endpoints were dot1x

capable. For such endpoints, MAC Authentication Bypass (MAB) was

selected as a second option when Do1x fails. An exercise was conducted

ahead of time by the network and security team to identify all the endpoints

that were not dot1x capable and a database of known or trusted endpoint

MAC address was created. This database was then referenced by ISE when

dot1x failed and device went on to authenticate via MAB. Securing the

network starts at the source. If the edge network is not protected, then it

becomes difficult to enforce rogue traffic once it already has access to the

network. This perimeter security was the foundational first line of defense.

This model also provided with someone connecting a rogue 8-port

Technet24

https://technet24.ir
https://technet24.ir


unmanaged switch to temporarily expand the network. This way, all network

changes were controlled and unwanted organic growth was drastically

reduced.

Core and Distribution Layer Architecture.

Distribution layer (also known as Intermediate Layer) in SD-Access

functions as an aggregation layer — where access layer switches from all

IDFs and small closets were aggregated to a set of devices. Since, underlay

network is all routed infrastructure, there was no need to consider any

potential issues with VLANs and spanning tree. With the routed links, Equal

Cost Multi-Path (ECMP) was used and to ensure sub-second convergence in

the event of a link failure, Bi-Directional Failure Detection (BFD) timers of

300 milliseconds x 3 were used on the links. Only major difference with the

distribution layer is the type and the quantity of the platform used to

aggregate all those links and capacity. With the requirement of 40G

bandwidth from access to distribution, all the access layer switches in the

IDFs were provisioned with dual 40G uplinks to the distribution switches —

one to each distribution switch. For large manufacturing plants, Catalyst 9600

— chassis based — switches were used to aggregate all the links from the

access layers. In some plants, there were multiple buildings and a second pair

of distribution switches were needed to reduce the number of spanned fibers

from one building to another. In the medium sized plants, 48 port Catalyst

9500 switch was used. And lastly, in the small plants, sometime there was no

requirement of distribution switches as there were few access layer switches
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that connected directly to the border nodes. Regardless of the model of the

distribution switches, a careful consideration was made to ensure the uplinks

from distribution to the border nodes were at the minimum of 100G per port

for small and medium plants and 400G per port for large plants.

Border nodes are gateway for all traffic coming in and going out of the fabric.

The deployed solution had 3 Virtual Networks (VN) — IT, OT and Guest. At

the minimum, these three VNs were configured at all manufacturing sites.

Fabric border nodes handed off these VNs to different part of the networks.

As shown in Figure 10-3, IT VN from the border node was handed off

directly to the Backbone router. These routers were essentially high-

performance Catalyst 9500 series switches that provided 100G or 400G

connectivity to the fabric and was designed to function as high-speed traffic

aggregation point. The IT VN from border node was dropped into to the

Global Routing Table (GRT) of the backbone routers.
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Figure 10-3 Core and Distribution Layer

OT network, by compliance and security policy, has to traverse through the

firewalls. These firewalls are connected to the border nodes and backbone

router. The OT VN from the border nodes offloads all the OT traffic to these

firewalls, where it is inspected and firewalled. The scrubbed traffic then

traverses the links to the backbone router and gets merged in to the Global

Routing table. This is the only point in the entire network of the site where IT

and OT traffic are traversing in the same routing plane. For internet access,

all corporate traffic — OT and IT — will be backhauled to the CNF and will

pass through the security stack for inspection.

Guest network has its own use case. There is no need for guest traffic to

access any internal corporate resources. Hence, it is backhauled directly to

SD-WAN Edge, where the SD-WAN Edge will leverage Direct Internet

Access (DIA) to offload guest traffic directly to the internet. This guest traffic

handoff will use VRF-Lite approach and will have direct BGP peering

between border nodes and SD-WAN Edge. In this scenario, the backbone

router will act as a pure Layer 2 switch and passing the traffic between the

border nodes and SD-WAN Edge. Figure 10-4 shows block diagram of

routing amongst different components of the core and distribution network.
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Figure 10-4 Routing Block Diagram between Border Nodes and SD-WAN

Edge Routers

Wireless Architecture

One of the key business requirement was to have Wireless First architecture

for all of the manufacturing plants. The three fundamental pillars of the

wireless first architecture are:

1. Wireless coverage and RF design

2. The predominant use of WiFi-6 or 5GHz where possible

3. Utilizing mGig capabilities of access points for maximum data throughput

Wireless coverage is essential as black holes could cause significant

problems when it comes to manufacturing floors. Many pieces of equipment,

such as Automated Guided Vehicles (AGV), may stop functioning if they

lose their wireless signal causing business disruption. The transformed

network is highly resilient, and this network infrastructure requires an equally

robust wireless infrastructure. Additionally, with RF design, considerations

have been made to utilize access points with external antennas which can be

either omni or directional antennas to cover a long aisle with heavy metal

racks on both sides. Consideration has also been made to account for

industrial grade ruggedized access points which are needed at high vibration,

dust, or heat areas and still provide required coverage.
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These state-of-the-art access points support multiple frequencies like 2.4GHz,

5GHz, and also 6GHz. The deployed solution utilized 6GHz where possible

and 5GHz as an alternative, avoiding 2.4GHz frequency altogether. A

directive was set by the organization to ensure all the new equipment that was

being connected to this network, must supported 6GHz or 5GHz frequency to

ensure consistency as well as reliability.

Utilizing mGig ports for access point connectivity enables wireless

infrastructure to push traffic at 5G speeds on the proposed switches. With

usage of mGig there is also a design consideration of how to configure

wireless infrastructure. Using CAPWAP mode on the access points is not

recommended as the amount of traffic being pushed from the APs will easily

overpower wireless controllers which are not designed to push traffic at 100G

or more.

Wireless LAN controllers are another critical component that will be

connected directly to the border node. These nodes are scaled for the number

of access points rather than the capacity. With the Fabric Enabled Wireless

(FEW) architecture, there is no need to backhaul all data plane traffic to the

Wireless LAN controllers. All the traffic will be offloaded by access points to

their respective switches in right VNs using VXLAN. All the enforcement

will happen at the access layer switches. These WLCs will have CAPWAP

tunnel to all the access points for management and authentication.

As shown in the Figure 10-5, the controllers will be connected directly to the
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border nodes of the campus fabric where they provide direct connectivity to

the access points. The WLCs are in HA mode and connected to the border

node, each with a port-channel to a single border node for link redundancy.

WLCs uplinks will be dual 40G with 10G direct back-to-back connectivity

between each other for HA.
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Figure 10-5 Wireless Architecture

For high resiliency, all access points will be connected to two different switch

chassis within the same IDF. Additionally, the switch ports will be

configured with the power-shed feature which will set different priorities of

the interfaces based on the location of the access-points, so in the event of the

loss of a single power supply or a power feed, only selective APs will be shut

down to prevent blackouts.

SD-WAN

SD-WAN Edge is an essential component of any site as it provides

connectivity to rest of the corporate infrastructure. For the deployed solution,

Cisco’s SDWAN provided macro-segmented network architecture.

As shown in Figure 10-6, the SD-WAN Edge routers are Catalyst 8000 series

SD-WAN Edge routers supporting various bandwidth from 10G to 100G

based on the sites they are being deployed at. These chassis are redundant

and will be configured with two critical VRFs. The first VRF is the internal

VRF providing connectivity to the campus core and other domains of the

network. This will be a trusted zone and all the traffic will traverse between

campus core, SDWAN and perimeter firewalls. The second VRF is a Guest

VRF and the purpose of that VRF is to terminate Guest VN from the SD-

Access fabric and offload that to the internet transport using Direct Internet

Access (DIA). This is critical as there is no requirement to backhaul guest

internet traffic to centralized internet access. However, since the guest user
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authentication is provided by ISE that is located in an Internet DMZ in the

CNFs, only ISE specific prefixes are allowed over guest overlay to all the

sites. Default route in the guest VN is generated locally and pointed to local

internet transit for that VN.
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Figure 10-6 Regional WAN Architecture

SDWAN for this network is very simplified, but very effective. With only
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two overlay VPNs — Corporate and Guest — transiting across all the sites,

this solution plays a big role in simplifying operations and ensuring highest

uptime. The WAN is highly hub-and-spoke per region. Each of the region has

a pair of SDWAN headends that fully meshed with all regional sites. Any

inter-region traffic is handed off to the CNFs backbone router that form a ring

with other CNFs for data access. This hub-and-spoke network is then

replicated to all the regions for scalability. Figure 10-7 shows overall WAN

architecture.
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Figure 10-7 Global WAN Architecture

Carrier Neutral Facilities (CNF)

In this deployed case study, the Carrier Neutral Facilities acts as regional

hubs to aggregate and process all regional traffic. As shown in Figure 10-7,

Each region — Americas (AMER), Europe Middle East and Africa (EMEA),
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and Asia Pacific Japan and China (APJC) — had dual CNFs that connected

in a ring format. The inter-links between CNFs did not need to be high

capacity as sites. Hence, they were provisioned with 10G bandwidth between

each hub as compared to 100G or 400G at local sites. One of the major

reasons for low bandwidth between the backbone routers was localization of

traffic flow. To reduce cross-regional traffic throughput due to high latency

and long run fiber costs, bulk traffic such as cloud, internet, and VPN were

offloaded via local CNFs. Predominant cross-CNF traffic consisted of local

application sync and cross-regional backups. Hence there was no need to

have more than 10G of backbone connectivity between CNFs.

Figure 10-8 looks deeper into a single-CNF architecture.
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Figure 10-8 Single CNF Architecture

Looking deeper at the CNF level in Figure 10-8, each CNF consists of the

following set of equipment:

1. A pair of Nexus switches acting as a core of the CNF. These switches will

connect to different components within the CNF such as backbone router,

SD-WAN Edge, Perimeter Firewalls and local CNF Access switches.

2. A set of devices providing security stack. These devices include, DMZ

switches, internal and external firewalls, VPN concentrator, secure web

gateway, ISE for guest authentication, etc.

3. A pair of backbone routers providing connectivity to other CNFs.

4. A pair of SDWAN headends providing hub-and-spoke connectivity to all

the remote sites

5. Couple of pair of Nexus access layer switches providing connectivity to

internal ISE, DHCP, DNS and other mission critical servers that require low-

latency connectivity.

6. A pair of external routers that terminate all external links such as Internet,

Partner connectivity, and cloud connectivity.

This design is highly modular and replicable. The other five CNFs in the

network are exactly identical and provide similar level of connectivity. The
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way routing is configured between these CNFs, in the event if one CNF fails,

others can take over the traffic immediately. There are some restrictions such

as the internet sessions that rely on Network Address Translation (NAT), if

that fails, the sessions have to be re-established. To limit that, each CNF has

dual high capacity internet connections with organization’s own public IP

space. This provides NAT’ing capability across the region and traffic

movement is seamless across same CNF.

Automation Strategy

The deployed network is highly scalable, resilient and flexible, but it is also,

required good level of understanding to operate it efficiently. This is not a

traditional flat network. Although there are network controllers which are

responsible for deploying individual domains. Network operation is more

involved than that. Especially day-2 operations. Every time a new VLAN or a

VN needs to be created, there are many steps involved from configuring

Cisco Catalyst Center, Catalyst SD-WAN Manager, ISE and other non-

controller managed device. This particular use case provided us a great

opportunity to build a workflow-based framework, that ran small scripts and

Application Programming Interface (API) calls to various controllers and

deploy the desired intent. Looking that Figure 10-9, this high level block

diagram shows what the intent based network deployment looks like. Here,

there are individual technologies and solutions that need to be either directly

configured via CLI or via some form of a controller. For example, SD-Access

uses Catalyst Center to configure all catalyst switches and wireless
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infrastructure, Catalyst SD-WAN Manager configures all SDWAN

infrastructure, ISE, and traditional IOS-XE switches and routers and Nexus

switches needed to be configured directly. Firepower firewalls can be

configured via Firepower Management Console (FMC), similarly, Palo Alto

firewalls are configured and managed by Panorama.
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Figure 10-9 Automation Block Diagram

By utilizing some simple Ansible playbooks and python scripts, an intent

based workflow can be created. This workflow determines simple operational

tasks such as creating a VLAN or an Access Control List. These can be
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executed so that an order of operation can be followed and all relevant

controllers can be configured via API calls and the devices that are not

managed via APIs, an automated script can be run to configure devices that

are not managed by any form of controllers. This method drives

standardization and operational efficiency and most importantly, in order to

achieve 99.999%, it reduces human error element ensuring all change

controls execute without any impact to the network.

Security

For any network transformation, network security is paramount. It is implied

that with any network transformation, security is a given consideration.

However, when it comes to the network security of the manufacturing plants,

there is more than just the network access that needs to be validated. With

regards to security at a typical manufacturing facility, it has been divided into

two parts — one which is perimeter, IT DMZ and OT DMZ, and second is

NAC and micro-segmentation.

Perimeter, IT and OT DMZ

Perimeter security prevents unauthorized access to the network from outside

of the organization. These is determined by placing firewalls at the perimeter.

For this organization, any corporate users or endpoints traffic needing

internet access, was backhauled to the regional CNF. This design considered

a regionalized security stack to inspect the traffic and firewall as necessary.

Any vendors and organization employees needing remote access to the
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organization’s network, they VPN to the nearest regional CNF. Their internet

traffic is also backhauled to the CNF and then uses centralized security stack

for inspection and enforcement. For guest internet, the deployed solution did

not have a need to inspect the guest traffic due to low volume and complete

traffic isolation. Hence, all the guest internet traffic was offloaded directly to

the SD-WAN Edge routers using Direct Internet Access feature. Figure 10-10

shows high level Perimeter security architecture.
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Figure 10-10 Perimeter Security

IT Internet DMZ is required to host certain applications and servers in the

isolated space. These applications are to be determined and are inclusive of

partner and IT security stack components. There are dedicated 1 RU high

performance switches which will provide DMZ connectivity. As shown in

Figure 10-11, these switches will be connected to perimeter firewalls. These

perimeter firewalls will have separate inside and outside interfaces separated

by VLANs which will have different security zones and connectivity

requirements. Figure 10-11 shows high-level IT DMZ architecture.
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Figure 10-11 IT DMZ
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Similar to IT Internet DMZ, there will be OT DMZ which will support

critical OT applications behind the firewall. This DMZ will provide

controlled access to OT endpoints and their application servers. The overall

architecture of this design will be similar to Internet DMZ with dedicated 1

RU high-performance DMZ switches providing 1G, 10G, 25G, and

40G/100G connectivity to the servers and firewalls. Similar to Internet DMZ,

the inside and outside interfaces of the firewalls for the DMZ access will be

separated by VLANs and put into different security zones or dedicated

firewalls. OT DMZ will be connected to OT firewalls located in the MDF

room. Figure 10-12 shows the architecture of OT DMZ. Figure 10-12 shows

high level OT DMZ architecture.
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Figure 10-12 OT iDMZ

NAC and Micro-Segmentation

NAC and micro-segmentation are essential to secure the internal network.

NAC ensures the devices or users who are logging into the network are

legitimate authorized users and have appropriate types of access to resources

within the network. Micro-segmentation provides that additional layer of

enforcement to ensure access to resources is identity based and can be

configured dynamically and centrally. During the design phase of the project,

a detailed security assessment would need to be conducted to ensure right

policies are set across the board and are scalable. Micro-segmentation is

achieved via the use of Secure Group Tags (SGT) which are assigned to each

of the endpoints by Cisco ISE (NAC Appliance) which leverages TrustSec.

These SGTs can be enforced in a TrustSec matrix where specific access be

granted to each of the endpoints. These SGTs can be enforced at the switch

level which takes away the need for procuring additional firewalls on the

IT/OT side, reducing overall cost of deployment.

Another major advantage of micro-segmentation is the ability to integrate

Cisco or certain firewalls with Cisco ISE, where these firewalls can leverage

SGTs and TrustSec matrix to enforce inter-VN traffic dynamically as well.

This greatly reduces complex and legacy methods of enforcing traffic using

IP based ACLs, as dynamic identity based SGACLs are much more scalable

and can be enforced with centralized policy.
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Summary

Looking at the architecture in this case study, it is highly evident that all the

business and technical requirements were captured. All in all, this is a highly

scalable, supportable and sustainable network that can grow and expand as

needed. Factory of the future is not just about OT space and how to make that

more efficient, but also enabling networks connecting the OT space more

efficient. The model in this architecture enables IT as a Business, where

network team can cross charge for support and services to manufacturing

business units. This way, BU get their SLAs on problem resolution and IT

gets indirect revenue to make network more resilient and grow as needed.
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Chapter 11. Financial Use Case

This chapter will discuss a use case with the following topics:

 SDA in the campus environment.

 Multi-tier SDWAN topology in the WAN environment.

 An enhanced security posture with support for end host quarantining.

Use Case Overview

Within the financial sector, as with many verticals, there are numerous

regulatory agencies that force strict compliance policies. These policies may

vary from state to state, and may vary largely from country to country. While

a user at a site located in the United States should be able to make a phone

call to another user in Switzerland, that traffic path may need additional

security measures in place to protect the global financial institution. Imagine

a vulnerability in a workstation in one location being able to spread

throughout the entire global environment. This would be devastating for any

company. So, security and the WAN design must account for the ability to

isolate countries. But, what about multiple locations within a country. How

can the financial enterprise maintain banking operations while still ensuring

the overall security? How does one allow guests at a location to use the

wireless network while ensuring they do not have access to the corporate

environment. Additionally, the enterprise wants the end user experience to be
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the same regardless of how they connect to the network or where.

In traditional enterprise networking, all of these goals were achieved by

tightly managing the IP space and manually writing lengthy access control

lists to allow or deny the appropriate traffic. In many cases, this might also

require manually managed policy based routing to ensure traffic traversed the

security domain.

As the use case is discussed in this chapter, the following key points for the

business will be addressed:

 Segmentation must be introduced to isolate these groups: corporate users on

corporate devices, corporate users on their own devices, physical security

devices, guests, ATMs.

 IOT and physical security zones must be separated by vendor, and within a

specific vendor, must create security zones to limit traffic flows.

 Corporate traffic within a particular country does not require inspection. All

traffic ingressing/egressing a country requires inspection.

 Segmentation must be maintained between all campus locations.

 Any device may be quarantined based on posture. Any quarantined device

must not be able to access any resource except for remediation services.

 Individual countries connect to regional datacenters via regional SPs at a
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few chosen locations. Those in-country hub locations connect to other in-

country campuses via different WAN SPs.

 While dual fault tolerance is not specifically required, the loss of an entire

data center or the services at that data center is considered only a single fault.

 No single point of failure may take down the production system.

 Support for modularity, providing support for multiple campus topologies.

This use case will leverage SDA, SDWAN and security posture to meet the

desired design.

Campus Design Modularity

A financial institution has various campus locations spread across the

country, region or globe. Depending on the location of the campus, there may

be only a handful of users or multiple tall buildings full of employees,

contractors and additional endpoints. Additionally, the location may have a

requirement for on-site dedicated services, connectivity to business-to-

business clients, or dedicated trading floors. Also, a campus may have very

few users; however, it serves as a backup location for primary users in the

event the main location is unavailable.

Migrating to a new architecture in a global environment can be difficult. This

is often the case in many businesses. Personnel at one location have different
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requirements than at another. It is important to create a standard that

addresses all of the potential requirements, and more importantly, to strictly

follow the standard once it is created.

The first main design decision was to utilize the SDA-SDWAN two box

solution, putting the SDA Border Nodes as the Core of the local campus

network. This instantly allows the SDA and SDWAN environments to be

designed and deployed separately, as well as fuels the transition towards a

standardized, modular design. The SD-WAN Edges may be interchanged

based on throughput requirements without affecting the design of the SDA

campus. Meanwhile, the SD-WAN Edges handoff the required Service VPNs

for the location to the core (the SDA Border Nodes) regardless of the size of

the campus location or individual service requirements.

In order to maintain segmentation between the two environments, VLANs

across a dot1Q trunk are used for the macrosegmentation, as well as inline

tagging in the CMD header for the microsegmentation. In Figure 11-1, three

different campus environments are shown. Notice, that while the size of the

campus is changing, as well as the service requirements, the connectivity

between the SDA and SDWAN environments does not.
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Figure 11-1 SDA Campuses as a Module

Now that the SDA Border Nodes are at the core of the local campus network,

they also become the handoff point for all other services at the location.

Again, the size of the campus does not affect the support for the other

modules — B2B, local services, dedicated trading floors, etc. Figure 11-2

illustrates how the various other modules may be connected to the core layer

without changing the now developing standard. Not all connections are

shown for simplicity. The firewall connection remains an access layer link as

it was configured prior to migration. The SDA Border Nodes serve as the

Core of the network following network design best practices for modular

high throughput switching.
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Figure 11-2 SDA Campus with Modular Services

Campus Macrosegmentation

A high level discussion of how the various modules will connect to each

other has been presented, a discussion on the segmentation in the campus is

now needed. SDA itself requires a Virtual Network for the underlay, the

Infra_VN. This is actually the global routing table on the SDA Catalyst

switches; however, it is still a unique virtual network that must be included in

the design. This VN will be used to handle the management traffic of the
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Catalyst fabric switches, the connectivity between SDA devices for VXLAN

encapsulated traffic, and CAPWAP traffic for the wireless environment.

The next obvious Virtual Network to consider in the SDA environment is the

Corporate virtual network. The Corporate VN is composed of all of the

normal users. Additionally, when considering the modularity of the campus,

the services outside of the fabric are also part of the Corporate VN. In the

B2B scenario, the SDA Border Nodes are connected to a local firewall

environment, so the traffic is inspected and filtered prior to entry into the

Corporate VN. While the services domain is primarily end services for the

Corporate VN, there may be some other services that require additional

security segmentation. With that in mind, all handoffs from the SDA Border

Node, except to the local firewall, are dot1Q trunks to maintain the

macrosegmentation. The firewall handoff is an access link in order to prevent

any reconfiguration on the firewalls during migration. Figure 11-3 shows the

physical handoffs supported on a single SDA Border Node for the campus

modularity.
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Figure 11-3 One BN Physical Handoff

Two VNs have been defined for the campus environment; however, the

segmentation requirements are just starting to be met. Financial institutions

tend to characterize four main locations in the network enclave — the

datacenter, the campus, the branch and the ATM locations. Realistically, it is

not uncommon for two or more general locations to coexist at a single

physical location; however, how are these defined. The easiest to define is the

ATM machine. It is a specialized location in the network that provides a

kiosk to end clients. The datacenter is also easy to define since it provides a

centralized collection of services for the corporate environment. The terms

campus and branch seem to mean the same; however, for simplicity, accept
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that a branch is a location where money is exchanged with end clients in

person whereas a campus does not have that capability. It is possible for a

branch to be in the bottom floor of a downtown building that is itself a

campus, complete with an ATM machine outside; however, for the purposes

of our modular campus, they will still be considered as separate logical

environments.

At a high level, ATM machines connect to the network through a local router

and provide a kiosk to end clients to obtain or deposit currency or perform

electronic transactions. All of this automated business must be maintained

securely on the network. Additionally, this traffic should be segregated from

other traffic on the network, to ensure even internal users are not able to

interfere with these business operations. Therefore, the ATM machines

themselves will be a unique virtual network, the ATM VN.

In a large campus environment, it is not unusual to have guests and

contractors onsite to interact with the daily business operations. These are not

actual employees of the financial institution, but they are all providing service

or resources necessary to run the business. Therefore, it is not uncommon for

the enterprise to provide wireless and potentially wired connectivity for these

users. Also, corporate users may bring their own phones or other electronic

devices that need some access on the network. Therefore, two additional

virtual networks are created — Guest and BYOD. These two VNs will

perform similarly, traffic is not to be trusted until it is inspected in a security

domain in the network; however, the Guest VN will only provide users with
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internet access while the BYOD VN can provide corporate users with access

to limited corporate services as required.

The last virtual network addresses the requirements of our physical security,

as well as third party vendor equipment. This is the IOT VN. The IOT

environment has some unique additional requirements on zoning that will be

discussed in the microsegmentation section. From a macrosegmentation

perspective, traffic in the IOT environment must not interact with traffic from

the other Virtual Networks without first being inspected. Since any local

campus firewall is connected to the SDA BNs as an access port to handle

corporate-side B2B traffic, the local firewall cannot be used for this

inspection. It must be instead inspected as a central location. Since some

services may be offsite in the IOT VN, this is a viable inspection solution.

The six SDA Virtual Networks required are listed in Table 11-1.

Table 11-1 SDA Virtual Networks
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Campus Microsegmentation

As part of the macrosegmentation solution, there is a requirement for the

capability to quarantine any user, service or endpoint. Therefore, a unique

Quarantine SGT is defined with a straightforward policy. Quarantined

devices may only send and receive data to designated remediation services

with a Remediation_Servers SGT. The quarantine requirement means that the

ISE deployment will need to be able to issue Change of Authorization (CoA)

for any endpoint, not unusual for ISE in an SDA deployment, but it will also

require ANC, or Adaptive Network Control. The ANC will be utilized

without enabling Port Bounce. In this way, the endpoint will move to the

Quarantine SGT, but DHCP will not have to be reperformed leaving the

device in the same IP pool in the same VN with the same IP address initially

obtained (or statically configured). At this point, the primary security concern

of quarantining hosts, endpoints or users is achieved while allowing the

device access to correct issues.

However, this makes the assumption that ISE is the service performing all of

the profiling and analysis. How can this be extended further so that other

services issue a request to quarantine a host. This can be easily accomplished

via integration with ISE using pxGrid. In Figure 11-4, a third-party server is

monitoring the corporate environment. At some point in time, it is determined

that the host be moved to quarantining. The reason could be software

compliance, such as, out of date software, recognized malware, or perhaps

the user is doing something suspicious on the network. The third-party server
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sends a message via pxGrid to the ISE pxGrid Policy Services Node. Based

on the authentication session information, an ISE PSN will send the SDA

Fabric Edge node with the endpoint attached a CoA. The SDA Fabric Edge

node will now start sending the endpoints traffic with a source SGT of

Quarantine. All rules related to the Quarantine SGT will be applied

appropriately to isolate the end host. Once the CoA is changed successfully,

ISE will then use pxGrid to notify the third-party server of the successful

change.
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Figure 11-4 ISE-FE Quarantining with a Separate Profiling Service

Within the Corporate VN, other microsegmentation is mainly a function of

business requirements. At a minimum, one may want to consider such

microsegmentation as Admins, Users, Servers and Secure_Servers. This

minimal segmentation would allow Admins more access, such as, SSH, to

entities on the network that normal Users may not require. There could be

other use cases where certain services, such as, the Secure_Servers, require

heightened security with fewer users allowed access. Perhaps only HR_Users

should access HR_Servers via a proprietary protocol while the HR_Servers

should still be manageable by Admins. These are individual rulesets per use

case that can be easily worked out for that particular use case. This is not

limited to the financial vertical.

Moving outside of the Corporate Virtual Network, the Guest and BYOD VNs

are easy to address. For these VNs, the Guest users are only allowed to access

the internet, and the BYOD users are able to access resources only after

inspection. Therefore, each VN will have one SGT only, Guest or BYOD

SGT appropriately, and the traffic will be carried to a DMZ where internet

access is available for both, as well as increased security inspection for the

BYOD users before permitted access to the rest of the network.

The ATM machines are located in their own ATM VN. They will only need a

single ATM SGT for the environment. The centralized services the ATMs

interact with are part of the Corporate VN within the datacenter space, so
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traffic to/from ATMs to these services will be allowed while all other non-

management traffic will be denied.

This leaves the IOT VN which had the requirement around multiple vendor

specific zones. The easiest use case to visualize is that of the security camera.

In Figure 11-5, a particular vendor has been used for their security cameras

and DVRs. Depending on the campus size, the DVR may be at that particular

location or at another larger location. The security cameras are IP based and

connected to SDA Fabric Edge nodes. Realistically, an IP camera should be

streaming its video feed to the vendor's DVR which may be able to control

the pan, tilt and zoom of the camera. Other than basic network protocols,

such as, DHCP, the camera should not have any other flows. The vendor's

DVR does not need to interact with the HVAC unit. It should only be

interacting with its cameras and be accessible to the security admins. As

mentioned, and shown in Figure 11-5, these three entities — the security

admin, the DVR and the camera, may be a different locations. Therefore, the

IOT VN will need to be extended somehow between the campus locations. In

Figure 11-5, the traffic between two cameras in the IOT VN is blocked;

however, traffic between the camera and the DVR server is allowed. Even if

the DVR server exists at a separate location, the policy will continue to allow

just this specific traffic flow without any updates to ACLs. The admin exists

in the Corporate VN and is allowed to access the DVR server; however, the

traffic between the two is now forced across the centralized firewall and

inspection devices in order to traverse between the IOT VN and the

Corporate VN.
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Figure 11-5 IOT Camera Zones

From a policy perspective, there will be two SGTs that are required for this

one scenario. The IP cameras will utilize a vendor specific Zone-1 SGT,

Vendor1Zone1 SGT, while the DVRs will have a second SGT,

Vendor1Zone2 SGT. The rules for the Cisco TrustSec are straightforward.

Vendor1Zone1 SGT is only able to send and receive traffic with

Vendor1Zone2 SGTs. This means no users, no equipment from other

vendors, not even other cameras from the same vendor, are able to

communicate with an individual security camera. It can only send and receive

data with its DVR. Keep in mind if the camera needs specific network

services, those would have to be added to the permissions.

The rules for the DVR are also simple. The Vendor1Zone2 SGT can, of

course, send and receive data with the Vendor1Zone1 SGT, but also with the

Security Admins in the Corporate VN. Since traffic between the IOT

environment (the DVRs) and the Corporate environment (the Security

Admins) requires inspection, both virtual networks extend between campuses

via the SDWAN environment as separate service VPNs. Routing between the

two VNs occurs at the datacenter via security inspection devices. By

extending the IOT VN as a unique service VPN, the cameras at a small

campus, Site 1, may be controlled and recorded by the DVRs at larger

campus, Site 2. Meanwhile, the Security Admin may be in some other region

geographically in the Corporate VN, while their traffic with the DVR

traverses the datacenter security domain to interconnect the IOT and
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Corporate Virtual Networks. Table 11-2 shows the allowed traffic patterns

for the IOT VN. All other traffic is dropped in the IOT environment.

Table 11-2 IOT SGT Allowed Traffic

The same multizone logic applies for other vendor equipment. Each new

vendor in the IOT space gets two SGTs. The Zone 1 SGT is only permitted

traffic with the vendor's Zone 2 SGT. The Zone 2 SGT devices are then only

allowed traffic with the appropriate Admin SGT through the IOT-Corporate

interchange in the datacenter security environment.

Extending Campus Segmentation

As briefly mentioned in the previous section, some segmentation must be

maintained between different campuses. Therefore, what virtual networks

must be extended and how should be addressed.

The corporate VN is the easiest to address. It is needed at all locations.

Therefore, one SDWAN service VPN will be created for the interconnectivity

of campuses in the corporate space; however, in the requirements of the

financial institution, traffic between countries should be inspected. With that

in mind then, a country specific service VPN is created for the Corporate VN
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in that country. This means that traffic between countries will be required to

exit the SDWAN environment in the datacenter from one country service

VPN in order to be inspected prior to reentry in another country's service

VPN. Figure 11-6 illustrates the interconnectivity in the datacenter between

any two countries (A and B).
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Figure 11-6 SDWAN Country DC Connectivity

So, the SDWAN Country specific service VPN for Corporate is full mesh in

the country which allows traffic directly between any two campuses in the

same country, but SDWAN forces the traffic through the DC inspection to

reach another country. In the ATM VN, almost all traffic to/from the ATM

machine will be destined or originated from centralized services in the

datacenter; however, the potential exists in some countries for local in

country service requirements. In order to keep the SDWAN centralized

policy simplified, a country specific ATM service VPN is created. In the

discussion of the SDWAN centralized policy, the significance of this decision

will be visible. Just as with the Corporate country-specific service VPN, the

ATM country-specific service VPN will allow ATM traffic to local services

if required and otherwise force all traffic through the datacenter security

domain otherwise while isolated the ATM traffic from all other traffic in the

network.

For the same reasons discussed in the ATM country-specific service VPN,

the IOT environment will have a country-specific service VPN. This extends

the IOT VN between campuses in the same country allowing for the

application of the vendor Zone 1 and Zone 2 SGT policy. At this point,

SDWAN now requires three service VPNs for each country — one each for

Corporate, IOT and ATM. Each of these service VPNs will be full mesh

inside its respective country. What about the remaining three SDA Virtual

Networks in the country — Infra_VN, Guest and BYOD?
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The Infra_VN requires connectivity outside the campus for Catalyst Center,

management, etc. However, in this use case, continued macrosegmentation is

not a requirement. Therefore, the Infra_VN will extend to the SD-WAN

Edges; however, on the SD-WAN Edge the subinterface will be part of the

country-specific Corporate service VPN. An administrator on the location

that requires management access to an SDA fabric edge device will have their

traffic hairpin on the site's SDWAN device without having to leave the actual

location. The CTS policy configured in the Corporate VN will permit or deny

the traffic access appropriately.

For Guest, those devices require isolation and access to the internet only.

BYOD devices are the same as Guest except with the requirement of

additional access after inspection. Therefore, SDA CP/BNs are provisioned

inside the datacenter as a unique SDA site, and the location is setup as a

Multisite Remote Border. The actual term for the location seems to change

every few Catalyst Center/SDA releases, so it may also be known as other

terms, including VN Anchoring. Figure 11-7 illustrates the traffic flow from

one campus location to the DMZ environment in the datacenter via the

Multisite Remote Border. While there is a local Control Plane/Border Node

for the SDA Fabric Site, the device only serves as an underlay transit path

towards the DC DMZ. The traffic from the campus Fabric Edge node is

VXLAN encapsulated across the SDWAN environment in the country

specific Corporate service VPN to the Multisite Remote Border in the

datacenter. Remember that the Infra_VN was connected to the country

specific Corporate service VPN at the SD-WAN Edge at the campus location.
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While route summarization is allowed from the countries towards the

datacenters, the host RLOC routes of the Multisite Remote Borders must be

advertised non-summarized towards the remote country campuses. This is a

requirement of the SDA fabric edge nodes to ensure the appropriate VXLAN

encapsulation occurs.

Technet24

https://technet24.ir
https://technet24.ir


https://technet24.ir


Figure 11-7 DC Multisite Remote Border

SDA Datacenter Services

Before discussing the SDWAN policy requirements, an examination of the

datacenter services for the IBN architecture is required. As mentioned in the

requirements, no single failure may disrupt the functioning of the system.

Additionally, many financial entities are highly cloud adverse. Therefore, this

section discusses the design and deployment of a fully redundant SDA

management plane, as well as fully redundant SDWAN management and

control planes.

The SDA management plane consists of ISE and Catalyst Center. With ISE,

redundancy is fairly easy to achieve via a multinode ISE deployment. Two

PANs, or Policy Administration Nodes, are deployed, one in each of two

datacenters in the region. Likewise, two MNTs, or Monitoring and

Troubleshooting Nodes, are deployed, one in each datacenter. For the pxGrid

support, one dedicated ISE PSN is used in each datacenter for pxGrid

services. If SXP is required, then a pair of dedicated PSNs for SXP may also

be deployed, one in each datacenter. One pair of SXP PSNs will only support

200 SXP peerings, and only four pair of SXP PSNs are supported in a single

ISE multinode deployment. Therefore, consider using a pair IOS-XE routers

to scale the SXP peerings, if necessary. The PSNs are scaled based on

endpoint requirements and deployed at multiple locations. Figure 11-8

illustrates the ISE deployment model in a region across the two datacenter
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locations.

Figure 11-8 ISE Multinode Deployment

Many features and enhancements in the Cisco IBN portfolio arose from

support and design requirements of this use case. One of the more profound

features to evolve in SDA is the support of High Availability and Disaster

Recovery in Catalyst Center. If one were to deploy a single node Catalyst

Center deployment, then the loss of connectivity to the device would

interrupt fabric management, prevent streaming assurance data, limit scaling

capabilities, etc. This led to the support of a three node HA cluster in Catalyst

Center. As shown in Figure 11-9, the Catalyst Center has two interfaces

connected to a switch in the datacenter. One interface supports a layer 2 link

between the other two Catalyst Centers at the location allowing for
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communication and replication between the devices. The other interface is

the enterprise interface allowing for layer 3 connectivity of the Catalyst

Center to the remainder of the network. This interface supports a virtual IP

address that represents to the network all three cluster members on the same

subnet. The Catalyst Center supports two other interfaces to further isolate

management traffic flows; however, they are unused here for this use case.
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Figure 11-9 HA Catalyst Center with Single Interface Links

This deployment of Catalyst Center is more redundant than a single node

deployment; however, notice that a single switch may still disrupt the

management plane traffic or the assurance data for instance. This led to the

development of redundant interfaces in the Catalyst Center chassis, as is

normally seen in port-channels. This gives rise to the cabling shown in Figure

11-10.

Figure 11-10 HA Catalyst Center with Redundant Interfaces
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While the redundancy support is more robust, notice that all of the equipment

still exists in a single datacenter. The requirement was that no single failure

should take down the system. What if the single failure is the loss of a

datacenter due to catastrophic reasons? In order to fulfill the requirements,

Catalyst Center Disaster Recovery was introduced to allow for an identical

Catalyst Center deployment in a separate location receive incremental

replication data of fifteen minute intervals, as well as support to become the

active location. In order for the system to be fully automated for recovery, a

third node, the witness VM, is deployed at a third geographical location, as

shown in Figure 11-11.
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Figure 11-11 Catalyst Center Disaster Recovery

With an HA cluster and a single virtual IP in the subnet, it was easy for the

network devices to interact with Catalyst Center. They sent the traffic to the

HA VIP, and the datacenter routing brought the traffic to the DC and the

Catalyst Center cluster. However, now a virtual IP address must be created to

https://technet24.ir


support the two different Catalyst Center clusters. Therefore, the HA VIP for

each cluster is part of the local subnet, and another DR VIP that represents all

of Catalyst Center DR deployment is created. Additionally, the active side

Catalyst Center advertises the DR VIP host route via BGP to the directly

connected layer 3 device. The three locations, DR Primary, Secondary and

Witness, communicate with other directly to indicate which sites are online.

In order for a site to remain active, it must maintain two votes from the three

locations. If it only has its own vote, it will withdraw the route from BGP

thereby preventing a split-brain scenario since the other two locations are

most likely still connected. The DR BGP process is illustrated in Figure 11-

12.

Figure 11-12 Catalyst Center Disaster Recovery BGP
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SDWAN Datacenter Services

Just as with ISE and Catalyst Center, a fully redundant deployment on

premises for Catalyst SD-WAN Manager, Catalyst SD-WAN Validator and

Catalyst SD-WAN Controller is required across redundant datacenters. For

Catalyst SD-WAN Validator and Catalyst SD-WAN Controller, this

requirement is accomplished easily similar to the multinode ISE deployment

by deploying in pairs divided across both datacenters based on scaling

requirements. As all of these services are virtual machines, including the

Catalyst SD-WAN Manager, the physical cabling redundancy is handled by

the host server, in this case, a UCS chassis. Therefore, only a single interface

for VPN 0 and another for VPN 512 are presented to the Catalyst SD-WAN

Validator and Catalyst SD-WAN Controller. For Catalyst SD-WAN

Manager, additional VPN 0 interfaces are presented for clustering.

The datacenter redundancy requirement is more difficult for the Catalyst SD-

WAN Manager and led to the development of system-triggered disaster

recovery and administrator-triggered disaster recovery. The two DR systems

are deployed the exact same except the system-triggered disaster recovery

supports an additional third site, following the Catalyst Center model, to

prevent a split-brain scenario. At this time, support for the system-triggered

disaster recovery has been discontinued from engineering.

In both systems, the active Catalyst SD-WAN Manager replicates database

information to the standby Catalyst SD-WAN Manager deployment. Control
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connections are maintained from the active side Catalyst SD-WAN Manager

to all other devices. Remote devices do not have control connections to the

secondary Catalyst SD-WAN Manager deployment. During switchover, the

Catalyst SD-WAN Validator signals to all of the devices to move their

Catalyst SD-WAN Manager control connections to the standby Catalyst SD-

WAN Manager deployment. The control plane between the Catalyst SD-

WAN Controllers and the SD-WAN Edges are not disrupted during the

process. Figure 11-13 illustrates the OMP control connections between the

different devices in a Catalyst SD-WAN Manager DR deployment.
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Figure 11-13 DR Catalyst SD-WAN Manager Control Connections

SDWAN Centralized Policy

As discussed throughout this use case, this is a multinational environment

with high security requirements including segregation of countries. A

particular region will have two or more datacenters with headend SD-WAN
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Edges providing multiple countries with access to the shared services. Within

an individual country, there may be requirements for strict hub and spoke

topology or full mesh depending upon the service provider circuits.

Therefore, as shown in Figure 11-14, site IDs for SDWAN are created based

on a system that identifies the region and country to influence policy.
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Figure 11-14 Site IDs

Since a country specific VPN will only be deployed in the country or at the
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datacenter, per VPN control policy is not required. The three service VPNs

per country will all use full-mesh or hub and spoke with the datacenters based

on a country policy utilizing site IDs. In the configuration shown in Example

11-1, four site-lists are created, one for each datacenter, one that represents

all datacenters and one for all of the sites in the country. For simplicity, only

3 digit site IDs are used for illustration. Sequences 30 and 40 are required for

the full-mesh topology in the country and are omitted for hub and spoke.

Example 11-1 Site ID Based Country Control Policy

! Per-Country Control Policy
policy
 lists
  site-list SL-DCs
   site-id 100-199
  !
  site-list SL-DC1
   site-id 101
  !
  site-list SL-DC2
   site-id 102
  !
  site-list SL-CountryX
   site-id 500-599

Technet24

https://technet24.ir
https://technet24.ir


  !
control-policy CP-TO-COUNTRYX
  sequence 10
   match route
    site-list SL-DCs
   !
   action accept
   !
  !
  sequence 20
   match tloc
    site-list SL-DCs
   !
   action accept
   !
  !
  ! Seq 30 and 40 for full-mesh; omitted for hub-spoke
  sequence 30
   match route
    site-list SL-CountryX
   !
   action accept
   !
  !
  sequence 40
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   match tloc
    site-list SL-CountryX
   !
   action accept
   !
  !
  default-action reject
 !
!
apply-policy
 site-list SL-CountryX
  control-policy CP-TO-COUNTRYX out
!

The CP-TO-COUNTRYX control policy handles the hub and spoke and full

mesh requirements of individual countries, but the datacenters have firewalls.

How is symmetric routing maintained in order to ensure state on the

firewalls? The country side does not have firewalls deployed, so maintaining

state is not a requirement on the country side. Therefore, the previous policy

works for the country side.

Not only should the policy maintain state, but it should load balance traffic

across the datacenters. The best way to write the policy for the datacenters

then is to use the VPNs. Recall that each country will have three dedicated
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service VPNs. Therefore, if Country X prefers DC1 while Country Y prefers

DC2, and symmetric routing is maintained, both requirements for load

balancing and symmetric routing are met.

In Example 12-2, each datacenter is configured with one inbound and one

outbound control policy based upon VPN membership. As a note, the OMP

tag at the DC SD-WAN Edge is signaled to the service side devices in BGP

to maintain the route symmetry. Sequence 30 was created with a new site list

that includes all of the remote locations to allow the TLOC entries in.

Example 12-2 Headend Control Policy

! Per-Country Control Policy
policy
 lists
  vpn-list VL-CountryX
   vpn 1-5
  vpn-list VL-CountryY
   vpn 6-10
  site-list SL-ALL-REMOTES
   site 200-999
 !
 control-policy CP-FROM-DC1
  sequence 10
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   match route
    vpn-list VL-CountryX
   action accept
    set
     preference 100
  sequence 20
   match route
    vpn-list VL-CountryY
   action accept
    set
     preference 50
  default-action accept
 control-policy CP-FROM-DC2
  sequence 10
   match route
    vpn-list VL-CountryX
   action accept
    set
     preference 50
  sequence 20
   match route
    vpn-list VL-CountryY
   action accept
    set
     preference 100
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  default-action accept
 control-policy CP-TO-DC1
  sequence 10
   match route
    site-list SL-CountryX
   action accept
    set
     omp-tag 100
  sequence 20
   match route
    site-list SL-CountryY
   action accept
    set
     omp-tag 50
  sequence 30
   match tloc
    site-list SL-ALL-REMOTES
   action accept
  default-action reject
 control-policy CP-TO-DC2
  sequence 10
   match route
    site-list SL-CountryX
   action accept
    set
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     omp-tag 50
  sequence 20
   match route
    site-list SL-CountryY
   action accept
    set
     omp-tag 100
  sequence 30
   match tloc
    site-list SL-ALL-REMOTES
   action accept
  default-action reject
!
apply-policy
 site-list SL-DC1
  control-policy CP-TO-DC1 out
  control-policy CP-FROM-DC1 in
 site-list SL-DC2
  control-policy CP-TO-DC2 out
  control-policy CP-FROM-DC2 in
!

The logic of these policies can then be scaled out using the same format to

support additional datacenter headend locations and remote countries. It

should be pointed out that using TO and FROM in the control plane policy
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naming helps to ensure proper application of the policy at the apply-policy

site level.

Summary

This use case presented new engineering challenges with increased

redundancy in the datacenters, as well as stretching the limits on scalability in

the IBN portfolio. Breaking down all of the requirements and considering

each individually led to a successful design that stressed standardization and

modularity.
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Chapter 12. Retail Use-Case using CNF, SD-WAN
and ACI

In this chapter, we will discuss a retail use-case with focus on the following

topics:

 Data Center and Carrier Neutral Facilities (CNF) architecture for Retail

 SD-WAN architecture for Retail

 Catalyst and Meraki Campus/Branch Design for Retail

 Hybrid Cloud ACI integration for Retail E-Commerce Application

Use Case Overview

The retail enterprise we have used as a use-case for this chapter has an

expansive reach, with multiple stores serving communities nationwide, along

with critical backstage facilities like the Corporate HQ, Regional Division

Offices, District Offices, Distribution centers, and Supply Plants. A pivotal

part of the infrastructure for this retail enterprise is the Regional Carrier

Neutral facilities (CNF), which consist of different infrastructure

components. These components ensure connectivity to all retail and

backstage locations using SDWAN technology. Additionally, they offer

connectivity for public/hybrid-cloud services through Cloud exchange co-

location, manage the Internet edge, provide Datacenter Fabric (ACI) for
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hosting hybrid cloud retail applications, and serve as a core backbone

interconnecting all building blocks that constitute the retail infrastructure.

Within this chapter, we will address the following key points pertaining to the

business and operational objectives of this infrastructure which includes:

1. Streamlining the network by implementing enterprise-wide standards and

simplifying the WAN/access design across all retail and backstage locations.

2. Expediting the cloud strategy while minimizing costs and mitigating risks

by utilizing the Carrier Neutral Facilities as the central hub for WAN

connectivity, access to hybrid cloud services, and the internet edge.

3. Implementing end-to-end Macro-Segmentation across the WAN/access,

CNF, Datacenter Fabric (ACI), Internet, and Cloud Edge.

4. Implementing end-to-end Micro-Segmentation using automated and

distributed policies.

5. Enabling internet access through Secured Internet GWs (SIG) for all retail

and backstage locations.

6. Integrating Azure Cloud Native Services with ACI in the Datacenter

Fabric.

Overall Design
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The holistic blueprint for the architecture of this retail enterprise use-case

includes various critical elements. It encompasses Carrier Neutral Facilities

(CNFs) strategically positioned on both the eastern and western coasts of the

United States, connected via a dedicated backbone. The utilization of CNFs

across the East and West coasts offers significant advantages for nationwide

businesses. Key benefits include geographical redundancy, minimized

latency, and enhanced network resilience, allowing seamless traffic rerouting

during regional disruptions. This configuration ensures extensive coverage

for serving customers, partners, and suppliers nationwide, meeting the

operational needs of a retail enterprise on a nationwide scale.

Figure 12-1 offers a comprehensive view of the various building blocks that

constitute the overall enterprise architecture for this use-case.
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Figure 12-1 Overall Enterprise Architecture

The Carrier Neutral Facilities (CNFs) employ Cisco ACI as a software-

defined data center fabric. In this setup, ACI seamlessly integrates with

Microsoft Azure through the use of Cisco Cloud ACI (Cisco Cloud Network

Controller — CNC) and ACI Nexus Dashboard Orchestrator (NDO). This

integration facilitates smooth interconnection, abstraction, and normalization,

ensuring a uniform application of network and security policies for hybrid

applications across both Azure and on-premises ACI environments.
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Cisco SD-WAN plays a pivotal role in WAN overlay networking,

establishing a transport-independent overlay across all retail and backstage

locations. This allows the use of various transports in an active-active mode

to extend WAN connectivity to the CNFs. The Secured Internet Gateways

(SIGs) within the CNFs serve as secure gateways for internet traffic,

providing robust protection against a variety of cyber threats.

Additionally, Cisco Meraki switches and access points are deployed at retail

stores and backstage locations. Using a cloud-based management

architecture, these devices simplify deployment and management, providing

centralized visibility and insights into both wired and wireless networks

across all locations through a unified interface.

The CNF infrastructure comprises additional essential components, including

the MPLS Edge, facilitating the extension of MPLS WAN connectivity to the

CNFs. The infrastructure also includes the internet edge, interfacing with

multiple internet service providers to extend internet connectivity to the

CNFs and the SIG gateways housed within them.

The infrastructure features a CNF untrusted firewall as the first line of

defense against untrusted traffic from private and public WANs. This firewall

includes distinct zones for MPLS, the internet, a trusted zone for core

connectivity, and an SDWAN zone linking the WAN transport to the

SDWAN head-ends.
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Internally, dedicated SDWAN head-ends exist for both retail and backstage

sites, functioning as Tunnel Endpoints for SDWAN-encapsulated traffic from

remote sites. These head-ends facilitate connectivity for remote sites to the

data center services hosted in the CNF and the public cloud (Azure).

The CNFs also house a trusted firewall, including an SDWAN zone for

fusion routing and policy enforcement for service-side traffic across multiple

VPNs. This firewall includes a trusted zone for connectivity into the CNF

core, backbone/DCI, and for traffic bound for services in ACI and Azure

cloud.

Finally, the setup incorporates CNF/DCI backbone routers, providing peer

connectivity for L3OUT peering from the ACI fabric and DCI connectivity to

other CNFs located in different regions.

Datacenter and CNF Design

Each component within the CNF, as depicted in Figure 12-2, utilizes eBGP

as the routing protocol for route exchange. Correspondingly, each component

is configured with a unique private ASN. Although all routes are exchanged

using the default routing table, known as the GRT (Global Routing Table), a

dedicated inter-site-network VRF, referred to as the ISN VRF, exists to

enable control and data plane connectivity between ACI sites across CNFs

and between ACI sites on-premises in the CNF and ACI sites on the public

cloud, in this case, Azure Cloud.
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Figure 12-2 Overall CNF Design

Additionally, the services-side VPNs, which provide macro-segmentation

across the SDWAN, are incorporated into the default VRF (GRT) on the

trusted firewall. This means the trusted firewall has two functions. It acts as

the policy enforcer for traffic between SDWAN VPNs (east-west) and traffic

from the WAN to services in the ACI and Azure cloud (north-south). It also

enables fusion routing, which allows for inter-VPN route exchange by uniting

all SDWAN VPN routes within the default routing table.
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Figure 12-3 shows the routing policies between the various functional blocks

within the CNF network.

Figure 12-3 CNF Routing Design and Policies

Internet Edge

The Internet Edge functional block includes two routers set up to exchange

routing information with two distinct Internet Service Providers (ISPs) to
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ensure redundancy. These routers establish Internal BGP (iBGP) peering

between them and External BGP (eBGP) using the retail customer's Public

ASN, and they advertise the Public IP address space designated for that

specific CNF/DC. Additionally, these routers are set to perform Source

Network Address Translation (NAT) for internal infrastructure devices

requiring outbound internet communication in the SDWAN block and

Management (MGMT) network block.

The routing policy implemented at the Internet Edge functional block is as

follows:

 Accept Public IP address space designated for the local CNF/DC as well as

Public IPs for SDWAN, SIG tunnel transport and advertise to the internet.

 All traffic aimed for advertised public IP prefixes is received from the

internet.

 Accept default-route (0.0.0.0/0) from the ISP provider and advertise to the

external untrusted firewalls.

MPLS Edge

The MPLS exchange block consists of two routers configured as head-end

Provider Edge (PE) routers. They exchange MPLS infrastructure prefixes for

SDWAN underlay reachability between the remote SDWAN Cisco Edges

and the CNF SDWAN Cisco Edges (aka SDWAN head-ends). In this
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scenario, the head-end PEs establish Internal BGP (iBGP) peering between

them and External BGP (eBGP) peering with the untrusted FW cluster pair.

The routing policy implemented at the MPLS exchange block includes:

 Advertise SDWAN Tunnel Transport prefixes for the local SDWAN head-

end routers in the CNF.

 Receive SDWAN Tunnel Transport prefixes for remote SDWAN Cisco

Edge routers at backstage locations.

Un-Trusted FW

Untrusted firewalls, in CNF, refer to firewalls that manage traffic coming

from untrusted networks or sources. These networks could be public

networks like the internet, or any external network like the unmanaged MPLS

network that is not under the control of the organization. The term

"untrusted" does not necessarily mean the network or source is harmful or

malicious, but it is a way to categorize and manage network traffic based on

its origin. This firewall encompasses distinct zones for MPLS, the internet, a

trusted zone for core connectivity, and an SDWAN zone linking the WAN

transport to the SDWAN head-ends.

The routing policy implemented at the Un-Trusted firewall block includes:

From the CNF Core:
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 Accept local MGMT block IP prefixes.

 Accept summary prefixes for all local CNF, ACI prefixes and Azure CIDR

prefixes.

 Accept summary prefixes for all remote CNF, ACI prefixes and Azure

CIDR prefixes with prepended BGP AS-Path.

To the CNF Core and SIG Gateways:

 Advertise default-route (0.0.0.0/0) received from the internet edge.

From the Internet Edge:

 Receive default-route (0.0.0.0/0)

To the Internet Edge:

 Originate/Advertise Public IP address space and Public NAT pools

designated for the local CNF/DC.

 Advertise Public IPs for SDWAN, SIG Tunnel transport.

From the MPLS and Internet Edge:

 Receive SDWAN tunnel transport prefixes for remote backstage and retail

sites and advertise them to the SDWAN head-ends.
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To the MPLS and Internet Edge:

 Advertise SDWAN Tunnel Transport prefixes for the local SDWAN head-

end routers in the CNF.

SD-WAN Head-ends

SDWAN head-ends in this infrastructure serve as the central or hub nodes,

connecting all spokes (backstages and retail stores) in the network. All

enterprise traffic from backstages and retail stores (except internet traffic) are

backhauled through the SDWAN head-ends.

The routing policy implemented at the SDWAN head-ends includes:

From SDWAN retail stores and backstages:

 Accept retail stores IP prefixes.

 Accept backstage IP prefixes.

To SDWAN retail stores and backstages:

 Advertise summary prefixes for all local CNF, ACI and Azure Prefixes

using OMP network statements.

 Advertise summary prefixes for all remote CNF, ACI and Azure Prefixes

using OMP network statements.
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Note:

Network statements in OMP is used on all SDWAN head-ends

in all CNFs to advertise local and remote CNF, ACI and

Azure Prefixes. Using network statements for summary

prefixes using a common configuration template on CNF

head-ends ensure that the same set of summary prefixes are

advertised to the remote backstage and retail stores from both

CNFs and there is no deviation.

From the Trusted FW:

 Accept summary prefixes for all local CNF, ACI and Azure Prefixes.

 Accept summary prefixes for all remote CNF, ACI and Azure Prefixes

To the Trusted FW:

 Advertise local backstage and retail store prefixes.

 Advertise remote backstage and retail store prefixes with prepended BGP

AS-Path

Note:

In the case the remote backstage and retail store prefixes are
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prefixes from remote sites which consider the other CNF to be

their primary hub site.

Trusted FWs

The trusted FWs controls the traffic between the trusted internal network and

the SDWAN network. The trusted firewall encompasses a SDWAN zone for

fusion routing and policy enforcement for service-side traffic across multiple

SDWAN VPNs AND a trusted zone for connectivity into the CNF core,

backbone/DCI, and for traffic bound for services in ACI and Azure cloud.

The routing policy implemented at the Trusted FW includes:

From the CNF Core:

 Accept summary prefixes for all local CNF, ACI and Azure Prefixes.

 Accept summary prefixes for all remote CNF, ACI and Azure Prefixes with

prepended BGP AS-Path.

To the CNF Core:

 Advertise local backstage and retail store prefixes.

 Advertise remote backstage and retail store prefixes with prepended BGP

AS-Path
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Note:

Again, the remote backstage and retail store prefixes are

prefixes from remote sites which consider the other CNF to be

their primary hub site.

Core

As the name suggests, this functional block facilitates connectivity to every

other functional block within the CNF. The following route policies are

implemented on the Core:

From the Un-Trusted Firewalls:

 Accept the default-route (0.0.0.0/0).

To the Un-Trusted Firewalls:

 Advertise local MGMT block IP prefixes.

 Advertise summary prefixes for all local CNF, ACI prefixes and Azure

CIDR prefixes.

 Advertise summary prefixes for all remote CNF, ACI prefixes and Azure

CIDR prefixes with prepended BGP AS-Path.

From the Trusted Firewalls:
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 Accept local backstage and retail store prefixes.

 Accept remote backstage and retail store prefixes with prepended BGP AS-

Path.

To the Trusted Firewalls:

 Advertise summary prefixes for all local CNF, ACI prefixes and Azure

CIDR prefixes.

 Advertise summary prefixes for all remote CNF, ACI prefixes and Azure

CIDR prefixes with prepended BGP AS-Path.

From MGMT block:

 Accept MGMT block IP prefixes.

To MGMT block:

 Advertise default-route (0.0.0.0/0)

From CNF Backbone:

 Accept summary route(s) for local ACI L3Out learned IP prefixes.

 Accept summary route(s) for remote ACI L3Out learned IP prefixes.

 Accept summary route(s) for local CNF IP address spaces.
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 Accept summary route(s) for remote CNFs IP address spaces with

prepended BGP AS Path

 Accept summary route(s) for local Azure CIDR prefixes.

 Accept summary route(s) for remote Azure CIDR prefixes with prepended

BGP AS Path

 Accept retail stores IP prefixes from remote CNF.

 Accept backstage IP prefixes from remote CNF.

To CNF Backbone:

 Advertise MGMT block IP prefixes.

 Advertise local backstage and retail store prefixes.

 Advertise remote backstage and retail store prefixes with prepended BGP

AS-Path.

 Advertise default-route (0.0.0.0/0) learned from the untrusted firewalls

(Internet block).

From Cloud-Edge:

 Accept EVPN TEP (Tunnel Endpoint) addresses for local Cisco Cloud

Routers (CCRs) in VRF ISN
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To Cloud-Edge:

 Advertise EVPN TEP (Tunnel Endpoint) addresses for the spines on the

local ACI fabric in VRF ISN.

Cloud Edge

The cloud edge routers employ CNF's Azure Express Route (ER) Cloud

Exchange peering to establish EBGP peering with Microsoft Enterprise Edge

Routers (MSEE). This EBGP peering, when combined with the EBGP

peering between the Cloud Edge routers and the core routers in VRF ISN,

creates underlay connectivity between the on-site ACI fabric in the CNF and

the Cisco Cloud Routers (CCRs) in Azure Infra VNet. The primary role of

the underlay IP network is to ensure IP reachability necessary for the

communication of the overlay control plane (BGP EVPN) and data plane

(VXLAN) between the CNF on-site ACI location and Azure. The following

route policies are implemented on the Cloud Edge:

From Core:

 Accept EVPN TEP (Tunnel Endpoint) addresses for the spines on the local

ACI fabric in VRF ISN.

To Core:

 Advertise EVPN TEP (Tunnel Endpoint) addresses for local Cisco Cloud

Routers (CCRs) in VRF ISN
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From Microsoft Edge Router (Express Route):

 Accept EVPN TEP (Tunnel Endpoint) addresses for local Cisco Cloud

Routers (CCRs) in VRF ISN

To Microsoft Edge Router (Express Route):

 Advertise EVPN TEP (Tunnel Endpoint) addresses for the spines on the

local ACI fabric in VRF ISN.

MGMT

Management block provides Out of Band (OOB) Management connectivity

for ACI Spine and Leaf switches, APICs, Nexus Dashboard Orchestrator

(NDO) and other infrastructure appliances and networking nodes in the CNF.

The following is the proposed routing policy for this block.

From Core:

 Accept the default-route (0.0.0.0/0)

To Core:

 Advertise MGMT block IP prefixes.

CNF Backbone

This operational module encompasses a set of routers designed to establish
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DCI connectivity among CNFs. Additionally, these routers are linked to ACI

border leafs to engage in BGP peering with L3Outs, facilitating route

exchange between CNFs and the associated ACI fabric.

The backbone relies on the default routing instance (VRF GRT) to manage

local and remote CNF, ACI, SDWAN, and Azure Prefixes. Furthermore,

VRF ISN is utilized to ensure underlay reachability between ACI sites and

connectivity both among ACI sites and with Azure Cloud. The ISN VRF

serves as the platform for exchanging IP reachability information concerning

multi-site TEPs (Tunnel Endpoints). These TEPs are configured on Spines

within each on-premise ACI fabric, and in the case of Azure Cloud, they

convey TEPs for Azure Cisco Cloud Routers (CCRs).

The following route policies are implemented on the CNF Backbone:

From remote CNFs, on the default VRF (VRF GRT):

 Accept remote CNFs IP address space (summarized)

 Accept remote ACI L3Out learned prefixes (summarized)

 Accept remote Azure CIDR prefixes (summarized)

 Accept Retail Store IP prefixes.

 Accept Backstage IP prefixes.
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From remote CNFs, on VRF ISN:

 Accept remote ACI Multi-Site TEP prefixes.

To remote CNFs, on the default VRF (VRF GRT):

 Advertise local CNFs IP address space (summarized)

 Advertise local ACI L3Out learned prefixes (summarized)

 Advertise local Azure CIDR prefixes (summarized)

 Advertise Retail Store IP prefixes learned from local SDWAN block.

 Advertise Backstage IP prefixes learned from local SDWAN block.

To remote CNFs/DCs, on VRF ISN:

 Advertise local ACI Multi-Site TEP prefixes.

From ACI Fabric, on Production L3Out:

 Accept IP prefixes belonging to the ACI fabric.

 Accept Azure CIDR prefixes.

To ACI Fabric, on Production L3Out:

 Advertise default-route (0.0.0.0/0) learned from Internet Edge block.
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From ACI Fabric, on VRF ISN:

 Accept ACI Multi-Site TEP prefixes advertised by local ACI Spine

switches via eBGP and place them in VRF ISN

To ACI Fabric, on VRF ISN:

 Advertise ACI Multi-Site TEP prefixes learned from remote backbone

routers.

 Advertise Azure CCR TEP prefixes learned from the Cloud Edge block.

From Core:

 Accept local backstage and retail store prefixes.

 Accept remote backstage and retail store prefixes with prepended BGP AS-

Path.

 Accept default-route (0.0.0.0/0) learned from the untrusted firewalls

(Internet block).

To Core:

 Advertise summary route(s) for local ACI L3Out learned IP prefixes.

 Advertise summary route(s) for remote ACI L3Out learned IP prefixes.
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 Advertise summary route(s) for local CNF IP address spaces.

 Advertise summary route(s) for remote CNFs IP address spaces with

prepended BGP AS Path

 Advertise summary route(s) for local Azure CIDR prefixes.

 Advertise summary route(s) for remote Azure CIDR prefixes with

prepended BGP AS Path

 Advertise retail stores IP prefixes from remote CNF.

 Advertise backstage IP prefixes from remote CNF.

From Core, on VRF ISN:

 Accept Azure CCR TEP prefixes learned from the Cloud Edge block.

To Core, on VRF ISN:

 Advertise ACI Multi-Site TEP prefixes advertised by local ACI Spine

switches.

ACI

The ACI fabric at each CNF is set up with two L3Outs (see Figure 12-4). The

first is the Production L3Out, utilized for external routing peering within the

Production Tenant/VRF. This tenant/VRF encompasses BD subnets for
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internal production workloads, including on-prem web workloads, on-prem

Kubernetes clusters for backend services, and on-prem shared services such

as internal DNS, NTP, Active Directory, MS Exchange, Identity Store, and

on-prem SQL databases. The second L3Out is the ISN L3Out, which

facilitates TEP reachability to EVPN peers in other ACI fabrics across

different CNFs. Additionally, it enables TEP reachability to Cisco Cloud

routers on Azure Cloud.

In this specific deployment scenario, the VRF instance for the Production

environment extends its presence not only across the multi-site fabric in the

CNFs but also into Microsoft Azure. The communication flow between on-

prem EPG instances and between on-prem EPG instances and those in the

cloud occurs over the overlay inter-site network. Contracts play a crucial role

in enabling and enforcing communication and route exchange between on-

prem workload groups and their counterparts in Azure Cloud. The

responsibility for creating VRFs, EPGs, and contracts between on-prem and

Cloud EPGs lies with administrators, utilizing NDO. NDO, in collaboration

with Cisco APIC (Application Policy Infrastructure Controller) and the Cloud

Network Controller (CNC), manages the deployment and standardization of

these configurations across various environments.

The two pertinent use-cases for this configuration are as follows:

1. Connectivity to private enterprise SDWAN and CNF destinations

using on-prem L3Out connectivity: This use-case is relevant as there is a
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requirement to establish connectivity between CNF, backstage, retail stores,

and public cloud workloads through the on-prem ACI fabric. To advertise

CIDR prefixes associated with EPGs in the public cloud, the cloud CIDR

prefix are configured within the external EPG connected to the on-prem

L3Out. It’s crucial to set the flag to “Export Route Control” for cloud CIDR

prefixes to advertise those prefixes outbound to the CNFs. Additionally, to

propagate externally learned prefixes (e.g., prefixes for retail stores,

backstage, and CNF) from the on-prem ACI to the cloud site through the on-

prem L3Out, associate the externally learned prefixes with the external EPG

and set the flags to “Shared Route Control” and “External Subnet for the

external EPG.”

2. Consumption of shared-services resources between on-prem and

cloud: Shared-services provider resources, such as commonly used

databases, DNS, and Active Directory (AD) services, are shared between on-

premises and cloud applications and users. Workloads on the ACI Fabric are

configured to consume services from the Cloud, including cloud-native

services like Azure SQL managed instance and Azure Active Directory

services. Enabling east-west communication between on-prem and cloud

workloads/services requires a contract relationship between consumer and

provider EPGs to facilitate the exchange of routes between the two sites

using EVPN overlay and the configuration of cloud-native and on-prem

security policies.
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Figure 12-4 ACI Logical Design

The Following route policies are implemented on the ACI fabric:

To Core, on Production L3Out:

 Advertise IP prefixes belonging to the ACI fabric.

 Advertise Azure CIDR prefixes.

From Core, on Production L3Out:

 Accept default-route (0.0.0.0/0) learned from Internet Edge block.
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To Core, on VRF ISN:

 Advertise ACI Multi-Site TEP prefixes advertised by local ACI Spine

switches via eBGP and place them in VRF ISN

From Core, on VRF ISN:

 Accept ACI Multi-Site TEP prefixes learned from remote backbone routers.

 Accept Azure CCR TEP prefixes learned from the Cloud Edge block.

SD-WAN Design

The SD-WAN network is designed using a hub-and-spoke structure, utilizing

MPLS and Internet transports as the "IP underlay" for connecting SD-WAN

tunnel IP sources and destinations. Backstage sites are set up to use both

MPLS and the Internet as the two underlay transports for SDWAN, while

Retail stores rely on dual internet connections from different providers for

underlay connectivity. This underlay routing system, supported by MPLS and

Internet providers, facilitates both control and data plane tunnels for overlay

connectivity:

 Control Plane tunnels use Datagram Transport Layer Security (DTLS)

between cEdge and SD-WAN Controllers. This environment defaults to

DTLS. For this specific use-case, the SDWAN controller deployment

employs a Cisco CloudOps deployment model with dedicated controllers.
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 Data Plane tunnels use IPSEC between cEdge devices, opting for “IPSEC”

over “GRE” due to the encryption requirement in this environment.

The illustration in the Figure 12-5 provides an overview of the SDWAN

design.

Figure 12-5 SDWAN Design Overview

cEdges establish connectivity with controllers hosted on the internet through
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all accessible transports. To enable cEdges in forming DTLS tunnels with

cloud controllers, traffic originates from the VPN 0 "transport" interface, a

component of the underlay. In the case of cEdges within CNF, these underlay

interfaces are associated with the Retail and Backstage Zones on the Un-

Trusted firewalls. These firewalls are specifically configured to permit

outbound traffic from Retail and Backstage zones to the INET zone.

Furthermore, they dynamically facilitate the return traffic from controllers on

the INET zone back to the cEdges transport linked to the retail and backstage

zones.

For retail store cEdges, they establish connectivity to the controllers using the

internet transport, which terminates on their uplink interfaces. Similarly, in

the case of backstages, connectivity to the controllers via the internet

transport directly traverses the ISP network. However, for backstages

utilizing the MPLS transport, controller connectivity follows a northbound

path to the CNF, traverse the MPLS zone on the untrusted firewalls, and then

be permitted outbound to route through the INET zone towards the internet.

Each cEdge, whether in the CNF, retail store, or backstage sites, is equipped

with two interfaces in VPN0, requiring the assignment of two distinct colors

on each edge. In the CNF, for edge routers serving as head-ends for retail

stores, VPN0 interfaces are designated with the colors "biz-internet" and

"public-internet." For CNF backstage head-ends, the colors are "mpls" and

"biz-internet." In retail stores, uplinks in VPN0 to the first internet provider

receive the "biz-internet" color, while the uplink to the second internet
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provider is assigned the "public-internet" color. Likewise, for backstage sites,

the uplink to the MPLS transport in VPN0 is configured with the "mpls"

color, and the uplink to the internet transport is configured with the "biz-

internet" color.

In designing the SDWAN solution, a notable challenge was achieving

scalability and ensuring that traffic sourced in the same region as the CNF

maintains affinity to local CNFs. Scalability concerns were mitigated by

implementing scalable pods, while addressing the traffic affinity challenge

involved defining centralized policies to control traffic flows between CNFs

and remote locations, all while maintaining active-active redundancy.

A pod comprises devices designated as SDWAN head-ends, each dedicated

to serving specific remote sites. This implies that each pod includes pairs of

cEdge routers at each CNF, specifically assigned to a set (group) of remote

sites. Different instances of pods are utilized for retail stores and backstage

sites, uniquely identified by tunnel-group identifiers (see Figure 12-6). These

identifiers offer precise control over the tunnel establishment process. In this

setup, a TLOC (transport locator — a unique identifier for a router's WAN

interface serving as a tunnel endpoint) establishes tunnels exclusively with

remote TLOCs sharing the same tunnel-group. Consequently, all TLOCs

configured for a pod, whether backstage or retail, have a dedicated tunnel-

group identifier. This configuration ensures that tunnels are established solely

between TLOCs within the same pod or group. Additionally, with the restrict

option enabled alongside the tunnel-group option, TLOCs form an overlay
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tunnel exclusively with remote TLOCs possessing the same tunnel-group ID

and TLOC color.

Figure 12-6 SDWAN Scalable Pod Architecture

Table 12-1 offers a summary of the configuration parameters employed in

achieving the scalable pod architecture. The table lists only one Pod for each

backstage and retail for brevity.
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Table 12-1 TLOC Tunnel-Groups and Color

In the context of this deployment, the estimated capacity for the pod was

around 160 Gbps, with an allocation of 80 Gbps per CNF and 40 Gbps per

cEdge. However, the actual throughput is contingent on the interplay of

hardware, software, features, and the specific uplink/downlink bandwidth

utilized on the cEdges. For this particular deployment, it was considered both

secure and within well-tested scalable limits to designate 40 Gbps of

throughput per cEdge. Despite the fact that each cEdge has the capability to

handle more than 40 Gbps of traffic individually, the decision to opt for 40

Gbps was a precautionary measure. This choice ensures that if an entire CNF

were to fail, a single cEdge pair could proficiently manage the entirety of

stores and backstages traffic for that specific pod.

It's also essential to note that approximately 40% of traffic from retail stores

and backstage sites is anticipated to be directed to the internet and rerouted to

the SIG gateways hosted in the CNF. This consideration was factored in

when calculating the expected throughput for each pod head-end pair and
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determining the sizing for the SIG gateways. For instance, in a scenario with

900 retail stores having a bandwidth of 100 Mbps and 20% SIG bandwidth,

the total expected throughput on the pod acting as the head-end for these

stores would be 54 Gbps. This calculation, derived from 900 * 100 Mbps *

0.6 (Non-SIG BW), falls below the estimated limit of 80 Gbps per CNF.

Another critical consideration is the BFD scale per cEdge on the head-ends.

In this deployment, each cEdge had the capability to support 8000 BFD

tunnels. For example, in a hub-and-spoke topology comprising 900 remote

sites per pod, 2 cEdges per remote site, and each cEdge equipped with 2

TLOC colors for uplink transport, the total number of tunnels/BFD sessions

would be approximately 3600. This figure comfortably remains below the

maximum supported limit of 8000 tunnels.

Advertising Routes to Remote Sites

Concerning the route advertisement to remote sites, it is imperative that CNF

cEdges advertise "non-SIG" prefixes consistently from the CNF cEdge

routers to the retail/backstage cEdge routers. The prefixes being advertised

are identical from both CNF1 and CNF2. This uniformity ensures that remote

sites learn identical prefixes from both CNFs, and SD-WAN centralized

control policies help maintain traffic affinity to local CNFs for destinations in

the same region as the remote site. However, if one CNF advertises a unique

prefix not advertised by the other CNF, the remote site will direct traffic to

the CNF advertising the distinctive prefix. Hence, it is crucial that CNFs only
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advertise identical prefixes. The cEdges utilize OMP network statements to

specify the non-SIG subnets that are advertised to the remote sites. These

OMP network statements are uniform across all CNF cEdge routers in a

given pod and are controlled by configuration templates that prohibit any

deviation.

Figure 12-7 illustrates the functioning of routing advertisement from the CNF

to the remote sites. We employ centralized route-policies (outbound control

policy) from vSmart to remote sites, utilizing TLOC preferences to guide

remote sites in favoring paths learned from either CNF East or CNF West. It

is essential to note that while an inbound control policy influences vSmart

RIB, impacting the entire overlay fabric, the outbound control policy

influences specific routers matched by the applied site-list. In this case, we

employ two distinct outbound control policies—one with a higher TLOC

preference for paths learned from CNF East, utilizing the site-list SPOKES-

CNF-EAST, and another with a higher TLOC preference for paths learned

from CNF West, utilizing the site-list SPOKES-CNF-WEST.
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Figure 12-7 Advertising routes to remote-sites

Receiving Routes from Remote Sites

Routes acquired from remote sites through Overlay Management Protocol

(OMP) undergo redistribution into BGP at the CNFs. The issue lies in the

default behavior where both CNFs redistribute the prefixes from remote sites

into the CNF core with identical BGP AS Path lengths, resulting in uniform

BGP metrics. Consequently, the routing within the CNFs becomes
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unpredictable when directing outbound traffic to a remote site.

To rectify this and introduce more predictability, configurations are

implemented to ensure that traffic destined for the same region as the CNF

adheres to local CNFs. In essence, policies and configurations are

orchestrated to control the flow of traffic, directing outbound traffic from the

CNFs to the remote sites to prefer the local CNF egress.

There are two key tasks to achieve this objective:

1. Identification of routes from remote sites that prefer CNF East versus

routes that prefer CNF West. A centralized control policy is used to identify

these routes based on the site-id of the SD-WAN remote-sites and assign an

OMP tag (1 for sites preferring CNF East, 2 for sites preferring CNF West).

2. The CNF cEdges are configured with OMP-to-BGP redistribution

configuration featuring a route-map. This route-map is used to match the

OMP tag and apply AS-path prepending to the routes into the CNF

core/backbone based on the tag.

Consequently, the CNF cEdges utilize BGP AS-path prepending towards the

CNF core/backbone for all routes originating from remote sites that do not

favor the local CNF cEdge.

Figure 12-8 illustrates the functioning of the route-advertisements to make

this strategy work.
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Figure 12-8 Receiving Routes from Remote Sites

SDWAN VPN

The Cisco SD-WAN architecture supports granular traffic segmentation

through use of VPNs. Each VPN has its own forwarding table which provides

isolation within the vEdge router, using labels which are communicated as

service attributes to the vSmart controllers and encapsulated in the incoming

packets for identification in the forwarding plane on the vEdge routers.
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Every interface and dot1Q sub-interface on a Cisco vEdge router must be

mapped to a particular VPN, depending on whether the interface connects to

the WAN (VPN 0), a management network (VPN 512), or a service-side

LAN interface (VPN1-511).

In the context of this deployment, the VPNs shown in Table 12-2 were

defined for specific purposes.

Table 12-2 SDWAN VPNs

Application Aware Policies

Application Aware Routing (AAR) policies empower the SD-WAN fabric to

continually monitor real-time network path quality and conduct SLA-driven

assessments across optimal transports. While traditional routing protocols
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excel at detecting network blackout scenarios, AAR policies stand out in

identifying subtle brownout conditions or soft failures marked by

performance degradations. Utilizing BFD for real-time evaluation of packet

loss, latency, and jitter on data plane tunnels, app route policies promptly

respond to worsening IPSEC tunnel characteristics by automatically rerouting

application traffic to avoid performance degradation. Upon the network's

recovery from the brownout, the AAR policy seamlessly restores the traffic

to its original path.

In this particular deployment, AAR policies (centralized data policies) were

implemented, allowing cEdge routers to evaluate the performance

characteristics of available data plane tunnels when determining network

paths for applications. SLA-Class specifications were employed to define the

maximum jitter, latency, and packet loss for data plane tunnels catering to

Realtime, Critical, and Best Effort (BE) traffic types.

1. SLA-Realtime

a. Jitter: 30 msec

b. Latency: 300 msec

c. Loss: 1%

2. SLA-Critical
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a. Jitter: 100 msec

b. Latency: 300 msec

c. Loss: 3%

3. SLA-BE

a. Jitter: 500 msec

b. Latency: 500 msec

c. Loss: 3%

The following applications were mapped to each SLA-Class in the AAR

policy:

1. SLA-Realtime

a. VOIP

b. Video

2. SLA-Critical

a. POS (Point-of-Sale)

3. SLA-BE
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a. All traffic

Within the AAR policy, applications undergo categorization based on DSCP

and/or IP Prefix on the service-side interface for all cEdges. For Retail,

applications follow ECMP routing over all transports meeting SLA

requirements. However, in the backstage scenario, even when multiple

transports meet SLA criteria, the AAR policy is set to prioritize MPLS

transport as the preferred choice for real-time applications.

Note:

This deployment features enterprise-wide QoS classification

and queuing, extending end-to-end per-hop-behavior

following the 6-class model. In SD-WAN, local ingress

policies for QoS classification and marking, as outlined in

Table 12-3, are consistently applied before AAR policies for

SLA-based routing.

Table 12-3 Enterprise-Wide Classification and Marking
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Securing Internet access with SIG

The Secure Internet Gateway (SIG) is a network security service positioned

between users and the internet, offering advanced network protection by

scrutinizing web transactions across multiple security levels. In this

deployment, SIG functions as the next hop to the internet for all remote sites,

including retail stores and backstage sites. cEdges at the remote sites

establishes an IPSEC tunnel to the SIG private gateways in the CNFs,

utilizing active/standby tunnels based on the regional proximity of the CNF

to the remote site.

Automated tunnels are employed to provision the data-plane IPSEC tunnels

from the remote site to the primary (active) and secondary CNFs (standby).

This entails a three-step process that includes:

1. Configuring API credentials supplied by the SIG provider.
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# Remote cEdge

secure-internet-gateway
 <SIG credentials for API access>

2. Configuring data plane tunnels on the cEdge for primary and secondary

CNF and defining which tunnel is primary and which tunnel is backup.

# Remote cEdge

interface Tunnel100101
 description Primary CNF Tunnel 1
 no shutdown
 ip unnumbered GigagbitEthernet1
 ip mtu 1400
 tunnel source GigabitEthernet1
 tunnel destination dynamic
 tunnel mode ipsec ipv4
 tunnel protectional ipsec profile if-ipsec1-ipsec-profile
 tunnel vrf multiplexing

interface Tunnel100201
 description Secondary CNF Tunnel 1
 no shutdown
 ip unnumbered GigagbitEthernet1
 ip mtu 1400
 tunnel source GigabitEthernet1
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 tunnel destination dynamic
 tunnel mode ipsec ipv4
 tunnel protectional ipsec profile if-ipsec1-ipsec-profile
 tunnel vrf multiplexing

interface Tunnel100301
 description Primary CNF Tunnel 2
 no shutdown
 ip unnumbered GigagbitEthernet2
 ip mtu 1400
 tunnel source GigabitEthernet2
 tunnel destination dynamic
 tunnel mode ipsec ipv4
 tunnel protectional ipsec profile if-ipsec1-ipsec-profile
 tunnel vrf multiplexing

interface Tunnel100401
 description Secondary CNF Tunnel 2
 no shutdown
 ip unnumbered GigagbitEthernet2
 ip mtu 1400
 tunnel source GigabitEthernet2
 tunnel destination dynamic
 tunnel mode ipsec ipv4
 tunnel protectional ipsec profile if-ipsec1-ipsec-profile
 tunnel vrf multiplexing
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sdwan
interface Tunnel100101
 tunnel-options tunnel-set secure-internet-gateway-zscaler tunnel-dc-preference primary-dc source-
interface GigabitEthernet1
 exit
interface Tunnel100201
 tunnel-options tunnel-set secure-internet-gateway-zscaler tunnel-dc-preference  secondary-dc source-
interface GigabitEthernet1
 interface Tunnel100301
 tunnel-options tunnel-set secure-internet-gateway-zscaler tunnel-dc-preference primary-dc source-
interface GigabitEthernet2
 exit
interface Tunnel100401
 tunnel-options tunnel-set secure-internet-gateway-zscaler tunnel-dc-preference  secondary-dc source-
interface GigabitEthernet2

sdwan
 service sig vrf global
  ha-pairs
   interface-pair Tunnel100101 active-interface-weight 20 Tunnel 100201 backup-interface-weight 20
   interface-pair Tunnel100301 active-interface-weight 80 Tunnel 100401 backup-interface-weight 80

3. Directing user traffic to SIG using centralized data policies (on vSmart),

note although using a data policy is enough to steer the internet bound traffic

to SIG GWs, a static route is needed to on the backstage cEdge’s at the

remote sites to advertise the default route to the site-local L3-switches via
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OSPF.

#vSmart

policy
 data-policy SPOKES
  vpn-list ALL-VPNs
   sequence 11
    match
     destination-ip 0.0.0.0/0
    !
    action accept
    sig

# Remote cEdge

ip sdwan route vrf <vpn-id> 0.0.0.0/0 service sig
ip cef load-sharing algorithm src-only

Campus/Branch Design

Figure 12-9 provides an overview of the LAN design for both the retail stores

and the backstage sites.
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Figure 12-9 LAN Design Overview

Backstage Site

These locations utilize a single MPLS and Internet transport. One cEdge
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router connects to the MPLS connection, while the other is linked to the

Internet transport. The MPLS-connected router is set up with a private tunnel

color "mpls," while the Internet-connected one is configured with the public

tunnel color "biz-internet." Direct interconnect links between the two routers

establish TLOC extensions for MPLS and the internet, with each extension

being unidirectional. Specifically, one link extends cEdge-1 MPLS to cEdge-

2, and the other link extends cEdge-2 Internet to cEdge-1.

On the LAN side, the cEdge routers interface with a Cisco Layer-3 (L3)

switch. In the presence of two L3 switches, they are consolidated into a single

switch stack. VLANs at the sites terminate on Switched Virtual Interfaces

(SVIs) on the L3 switch, which handles inter-VLAN routing. The default

gateway for each VLAN points to the SVI on this L3 switch. The L3 switch

connects through multiple /30 routed sub-interfaces, with each sub-interface

providing VRF-Lite routing for individual VRF/VPN to the SD-WAN cEdge

router. Each of these sub-interfaces is configured with OSPF for route

exchange of corresponding VPN routes with the SD-WAN cEdge routers. For

all VPNs, the L3 switch receives a default route from the SD-WAN cEdge

and advertises all local subnets to them. On the SD-WAN routers, different

subnets for the site received in OSPF across different VPNs are redistributed

into OMP.

Downstream from the L3 switch or switch-stack are the Meraki access

switches; user endpoints and other endpoints in the site terminate directly on

the front-panel ports of these Meraki L2 switches. Meraki access points also
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terminate on the same switches on a designated set of front-panel ports

trunked with wireless SSID VLANs. Each of these Meraki switches has port-

channel trunk uplinks upstream to the L3 switch to trunk all wired and

wireless VLANs. The VLAN list per site-type is listed in Tables 12-4 through

12-7.

Table 12-4 VLAN List - Division Segments

Table 12-5 VLAN List - Backstage Distribution Centre

Table 12-6 VLAN List - Backstage Plant
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Table 12-7 VLAN List - Backstage District Office

Retail Site

These sites employ dual internet transport, with one cEdge connecting to

ISP1 and the other to ISP2. The router linked to ISP1 is set up with a public

tunnel color "biz-internet," and the other router is configured with a public

tunnel color "public-internet." Once again, direct-connection links between

these routers establish TLOC extensions, enabling dual ISP connectivity from

each cEdge.

For LAN connectivity, user endpoints and other site endpoints terminate

directly on the front-panel ports of Meraki L2 switches. Meraki access points

also terminate on the same switches, utilizing a specific set of front-panel
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ports trunked with wireless SSID VLANs. In contrast to backstage sites,

retail stores, considering their scale and size, do not incorporate L3 switches

in the overall LAN design. Instead, the Meraki switches feature direct port-

channel trunk uplinks upstream to the SDWAN cEdge routers, facilitating the

trunking of all wired and wireless VLANs. All VLANs at the site terminate

on sub-interfaces on the LAN service-side facing interface of each SD-WAN

cEdge router within their respective VRFs. The default gateway for each

VLAN points to the virtual VRRP IP address configured on both SD-WAN

cEdge routers. The determination of which SD-WAN router is the Active or

Standby for each VLAN is based on the requirements of each VLAN. No

routing is configured toward the LAN, and different subnets are advertised

into OMP on the SD-WAN cEdge by redistributing connected subnets.

The VLAN list for the retail store is provided in Table 12-8.

Table 12-8 VLAN List — Retail Stores

Cisco TrustSec and Meraki Adaptive Policy
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Security policies governing this retail deployment necessitated both macro-

segmentation of traffic from remote sites to the CNF and micro-segmentation

for east-west traffic within and between sites. As previously mentioned, the

design of the retail network ensures that communication between macro-

segments (VRFs) from remote sites is facilitated by the trusted firewall in the

CNF, thereby enforcing policy for all inter-VRF traffic through an L4-L7

firewall in the CNF.

However, traffic within a VRF—whether it's between VLANs within the

same site or across remote sites within a pod—undergoes micro-segmentation

using Cisco TrustSec and Meraki Adaptive Policy. The choice of these

technologies for configuring and enforcing micro-segmentation in intra-VRF

traffic stems from their operational simplicity compared to alternatives such

as access-lists or distributed firewalls at the remote sites.

Cisco TrustSec and, correspondingly, Meraki adaptive policies streamline the

provisioning and administration of secure access to network services and

applications by categorizing traffic based on the contextual identity of the

endpoint rather than its IP address. Both Cisco TrustSec and Meraki adaptive

policies leverage Security Group Tags (SGTs) at the point of network access.

SGTs represent a policy group assigned to a network endpoint based on user,

device, and location attributes. Endpoints can have SGTs assigned in various

ways, such as static assignment to a switch port, static assignment per SSID,

dynamic assignment via Radius (Wired and Wireless dot1x), and static IP to

SGT mapping. In this deployment, a combination of static and dynamic
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assignments was employed based on the capabilities supported by the

endpoints.

The SGT serves as the endpoint's access entitlement, and all traffic

originating from the endpoint carries the SGT information as inline traffic

tags, providing the endpoint's group identity to the next-hop in the path.

Similar to 802.1q trunking, inline tagging adds an ether-type called Cisco

MetaData (CMD) before the IP header of the packet, with the SGT for the

endpoint carried in the CMD header (see Figure 12-10). Inline tagging

encapsulates every packet from a source, and the CMD encapsulation is

preserved on a per-hop basis. Therefore, each hop must support preserving

and propagating the CMD header through the network as policies are

enforced at the destination hop (final hop). In this deployment, all devices at

the remote site, including Meraki Access switches, Meraki Access Points,

Cisco L3 Switch Stack Core, and Cisco SDWAN cEdge routers, are capable

of preserving and propagating the inline tags.
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Figure 12-10 CMD with SGT for inline tagging

SGTs and the associated Security Policies (Allow All, Deny All, Custom

ACL) for Meraki adaptive policies constitute organization-wide

configurations established in the Meraki Dashboard, which are then

propagated to all requisite Cisco Meraki devices. In parallel, Cisco ISE

operates as the policy administration point for defining SGTs, Security Group

ACLs (SGACLs), and pushing them onto Cisco Catalyst devices. Since this

deployment encompasses both Cisco Catalyst and Cisco Meraki devices, we

leverage the inherent integration within ISE to synchronize Cisco ISE

TrustSec policies, covering Security Group ACLs (SGACLs) and Security

Group Tags (SGTs) to the Meraki Dashboard (see Figure 12-11). This

synchronization process transforms them into Adaptive Policy Groups

(SGTs) and custom ACLs (SGACLs) within the Meraki Dashboard,
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facilitated through the use of Meraki Dashboard APIs. This strategic

approach streamlines the configuration of Security Groups and Policies, with

ISE acting as the centralized and the only policy source for defining policies

across both the Cisco TrustSec domain and the Meraki Adaptive policy

domain.
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Figure 12-11 IST Meraki SGT Trust
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Table 12-9 lists the security policy groups and their associated SGT values

along with a description of each group’s function.

Table 12-9 SGT Assignments
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East-West Enforcement Between Endpoints in the Same Site

SGT assignment and enforcement for East-West traffic (traffic which remains

within the LAN of the site) is achieved by the Meraki equipment in case of

both the backstage sites and the retail stores (see Figure 12-12). Meraki

switches and APs are configured to tag endpoint traffic, propagate SGT tags,

and enforce policies. Polices are enforced within a VRF (micro-

segmentation) wherein wired and wireless users in the same SGT are allowed

to communicate while wired and wireless users in different SGTs denied by

default, with specific use-cases for allow traffic using custom ACLs

(SGACLs).
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Figure 12-12 East-West enforcement using inline SGTs.

The tagging process on Meraki switches through the Meraki Dashboard

includes two options: static tagging, where a switchport is directly assigned

to a tag, or dynamic tagging using radius attributes.
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For static assignment (Figure 12-13), you can allocate a switchport to a

specific tag by navigating to switching > monitor > switch ports in the

Meraki Dashboard.

Figure 12-13 Static Tagging on Meraki Switch

For dynamic assignment through radius attribute value (AV) pair and dot1x,
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to allocate an SGT value to a client, the radius server must incorporate the

cts:security-group-tag AV pair in the radius access-accept message (Figure

12-14).

cisco-av-pair:cts:security-group-tag={SGT value in HEX}-{revision number}

Figure 12-14 Cisco AV-Pair results

Similarly for Meraki access points (APs), applying a static tag to an SSID is

configured under wireless > access control > radius > adaptive policy

group (Figure 12-15).
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Figure 12-15 SSID Tagging on Meraki AP

In this scenario, all clients connected to the SSID receive the designated tag.

However, if the SSID is set up to authenticate wireless clients through a

radius server, the SGT obtained via the radius AV pair is applied.

The network for backstage sites has been standardized with Catalyst

switching in the core of the network and Meraki switching in the access, so
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the catalyst switches are required to support inline SGTs.

To enable SGT transit support on Catalyst switches, a minimal configuration

is required, as shown in Example 12-1. Given that these Catalyst switches

serve as aggregation switches without direct endpoint connectivity, there is

no need for them to carry out any enforcement measures.

Example 12-1 SGT transit configuration on Catlayst switch

# Global Configuration

configure terminal
!
#sets the system/infrastructure sgt
cts sgt 2

#enables SGT policy globally on the switch
cts role-based enforcement

#enables SGT policy on the specific VLANs
cts role-based enforcement vlan-list <vlan-list>
!

#creates a global default permit policy
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ip access-list role-based Permit_Any
 permit ip
!

#sets the default policy to the SGACL configured above
cts role-based permissions default Permit_Any
!
exit

# Interface Configuration for interface connected to Meraki access switches

configure terminal
!
interface <interface>
description <link-connectivity-description>
switchport mode trunk
switchport trunk native vlan <native-vlan>
switchport trunk allowed vlan <vlan-list>

#Enables SGT encapsulation and will bounce the port
cts manual

#Sets the port to an infrastructure trusted port
 policy static sgt 2 trusted
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#Disables enforcement on the port allowing for enforcement to happen downstream
no cts role-based enforcement
!
exit

With the configuration on the interface shown in Example 12-1, the

following will occur:

 If a frame is received with an SGT assigned, the switch will honor that tag.

 If a frame is received with no encapsulation, it will be encapsulated and

marked 0 - Unknown.

 No policy enforcement will occur inbound on this port.

 This is desired to make sure that policy is enforced where the destination

endpoint is attached.

The Meraki uplink interface connected to the Catalyst switch is set up to

permit CMD encapsulation. Additionally, it is configured with a standard

infrastructure-to-infrastructure tag. The configuration for the Meraki uplink

interface on the Meraki Dashboard is outlined in Figure 12-16:
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Figure 12-16 Meraki Uplink Configuration for Peer SGT

 Type: Trunk — Required for SGT propagation to be configured

 Peer SGT capable: Enabled — Turns on CMD encapsulation.

 Adaptive Policy Group: 2: Infrastructure — enables a peer-to-peer tag of 2

(standard infrastructure to infrastructure tag). This is the best practice for all

tag-based security deployments.

East-West Enforcement Between Endpoints in Different Sites

Communication between SD-WAN sites within a pod is facilitated through

the SD-WAN fabric, routing traffic to the SD-WAN head-end routers in the

CNF. This is achieved by configuring spoke-to-spoke route advertisements

with a TLOC next-hop set to the CNF head-ends. The SD-WAN routers

support inline SGTs, ensuring the propagation of tags end-to-end between

sites, with policy enforcement occurring on the destination Meraki device

within each site (see Figure 12-17).
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Figure 12-17 East-West enforcement between Sites

In the illustrated setup, both Site-1 and Site-2 are equipped with TrustSec-

enabled Meraki switches/APs and Cisco Catalyst switches, interconnected

with SD-WAN cEdge devices. The Meraki switch or Meraki AP in Site-1

assigns SGT labels to traffic from endpoints, propagating SGT Inline tags

within the Ethernet CMD frame towards the Catalyst switch. The Catalyst

switch, in turn, forwards the SGT inline tag to the cEdge routers in Site-1.

These cEdge routers then de-encapsulate the CMD frame, extract the SGT,

and propagate it over SD-WAN IPSec tunnels towards the CNF.
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Figure 12-18 depicts the inclusion of SGT within an SD-WAN packet.

Figure 12-18 SDWAN — SGT Propagation

Within the CNF, the cEdge routers extract the SGT while performing an IP

lookup for the destination in site-2, reinforcing the SGT on the tunnel

towards the cEdges in Site-2. The cEdge routers in Site-2 extract the SGT

from SD-WAN, generate the Ethernet CMD frame, and replicate the received

SGT. The Meraki switch in Site-2 inspects the received SGT, cross-

referencing it against the destination SGT to determine whether the traffic

should be allowed or denied.

SGT Mapping for DC Endpoints for North-South Flows and SIG Traffic

The enforcement of SGT policies operates bidirectionally, meaning that the

destination device in any direction of a flow should not only be capable of

tagging and propagating SGT but also enforcing allow or deny policies by

cross-referencing the source-SGT against the destination-SGT.

Regarding traffic directed to the datacenter, despite the presence of an L4-L7

firewall for policy enforcement, it is imperative to tag all datacenter prefixes

in the CNF under one SGT. This facilitates the adaptive policy process for all

traffic inclusive of datacenter traffic since devices in both the SD-WAN

domain and the Meraki domain at remote sites are configured to enforce
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TrustSec/adaptive-policies. By consolidating all prefixes from the CNF under

a single SGT at the source (CNF head-end cEdge routers), any traffic

destined from the CNF to remote sites is explicitly allowed under a policy

checked on the Meraki destination devices. Similarly, traffic originating from

remote sites (Meraki access) to the CNF is scrutinized on the CNF head-end

cEdge, assigned a destination tag of CNF, and explicitly allowed. This

ensures comprehensive inline tagging for all prefixes, preventing datacenter

traffic from being untagged or in an unknown state within the TrustSec

domain (see Figure 12-19).
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Figure 12-19 SGT mapping for DC endpoints and SIG traffic

Similarly, for SIG traffic, all traffic received on the SIG tunnels is configured

with a SIG tag to enable tag propagation and enforcement of SIG flows

across the SD-WAN and Meraki TrustSec domains.

Hybrid Cloud Integration

In this specific deployment, a hybrid cloud integration is employed,

connecting Azure and Cisco ACI. With workloads distributed across the ACI

fabric in CNFs and Azure VNets, the ACI and Hybrid Cloud integration

empowers this enterprise to uphold a unified security and network policy

stance throughout their hybrid environment. The management of these

policies as well as the overlay interconnectivity between the sites is

centralized through the Cisco NDO (Nexus Dashboard Orchestrator) and

Cisco Cloud Network Controller (CNC).

While the ACI fabric within the CNFs caters to internal components of the e-

commerce application (on-premises web workloads, on-premises Kubernetes

clusters for backend services), and on-premises shared services such as

internal DNS, NTP, Active Directory, MS Exchange, Identity Store, and on-

premises SQL databases, the deployment on Azure focuses on external

components of the same microservices-based e-commerce application

utilizing Azure Web App Service, Azure Kubernetes Service, Azure

Managed SQL Instance service with a multi-region deployment.
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Key features of this solution for application development include:

 Developed as microservices and deployed using Azure Kubernetes Service

(AKS).

 The application is active in two regions, with load balancing facilitated by

Azure Front Door.

 Utilize Availability Zones (AZs) for all considered services to maximize

availability within a single Azure region, distributing components across

physically separate data centers inside a region.

 Utilizes a Content Delivery Network for low-latency global access to static

content.

 Implements continuous integration and continuous deployment (CI/CD)

with Infrastructure as Code using Azure DevOps. Use same container images

to deploy both to the public cloud and on-premises.

The outlined architecture in Figure 12-20 presents the framework for the e-

commerce retail application, encompassing a web application frontend,

backend services, a database, and additional functionalities.
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Figure 12-20 Azure Architecture — Retail Ecommerce Application

 Web Application Frontend:

The frontend of the e-commerce application serves as the user interface for

customers, facilitating interaction with the application. It is responsible for

displaying product information, enabling users to add products to their cart,

and initiating the checkout process.

External access to the web application over the internet is facilitated through

Technet24

https://technet24.ir
https://technet24.ir


Azure Front Door and Azure Application Gateway hosted in the public

subnet. For internal (employee) access, the Azure Application Gateway alone

is utilized. Azure Front Door aids in load balancing traffic across regions

with global traffic routing capabilities. On the other hand, the Azure

Application Gateway functions as a layer 7 (HTTP/S) load balancer and web

traffic manager. It employs URL path-based routing to distribute incoming

traffic across availability zones and offloads encryption to enhance

application performance. The Azure Application Gateway also incorporates

the Web Application Firewall (WAF) to safeguard against common web-

based attack vectors.

The compute for the web frontend is hosted on Azure Web App service,

offering fully managed hosting for web applications, including websites and

web APIs. Utilizing Web App for Containers, developers have the capability

to deploy and operate containerized web applications on either Linux or

Windows. In this specific deployment, we employ Linux containers. This

service provides a managed platform for deploying a single artifact

containing an app and its dependencies. Containerized web apps on Azure

App Service can scale as needed and utilize streamlined CI/CD workflows.

The web app service frontend communicates with the backend through an

API gateway.

 API Gateway:

The API gateway serves as a single-entry point for all client requests to the
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backend services. It manages incoming requests, directs them to the

appropriate backend service, and returns the corresponding response to the

client.

Embracing an API-first approach, the application gateway integrates with the

API manager. The API manager is configured with separate base URLs for

internal and external access. The application gateways, in turn, are configured

with path-based routing rules to redirect URL requests from both internal and

external users either to the API manager or to a backend pool for the web app

service. Alternatively, it directs requests to a backend pool with no target

(dead end - sink pool). This configuration safeguards the internet-facing

public endpoint of the API manager and provides flexibility to expose only

selected APIs externally while keeping others internal.

 Backend Services:

The backend of the e-commerce application encompasses various

microservices, each dedicated to specific functionalities:

 Authentication Service: Responsible for user authentication and

authorization, the authentication service provides endpoints for user

registration, login, and logout.

 Product Service: Tasked with managing product information, the product

service provides endpoints for retrieving product details, creating new

products, and updating existing products.
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 Cart Service: Manages user shopping carts, offering endpoints for adding

products, updating quantities, and removing items.

 Order Service: Oversees orders placed by users, providing endpoints for

creating new orders, retrieving order history, and updating order statuses.

A microservice represents a unit of code that is loosely coupled and can be

independently deployed. These microservices commonly communicate

through well-defined APIs and are identified through some form of service

discovery. It is essential for this service to remain accessible even when

workloads are in flux. The Kubernetes Service object offers a natural

approach to model the needs of a microservices architecture. In this

deployment, the Azure Kubernetes Service (AKS) offers a managed

Kubernetes cluster specifically hosted in the Azure Cloud for backend

microservices.

 Database and Data Management:

The database serves as the repository for all essential data within the e-

commerce application, encompassing user details, product information,

shopping cart contents, and order history. Its role extends to both storing and

retrieving data, with a primary focus on ensuring data consistency and

integrity.

In the context of a microservices architecture, a fundamental principle is to

prevent services from sharing data storage solutions. Each service should
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autonomously manage its unique dataset to mitigate hidden dependencies and

inadvertent coupling arising from shared data schemas. This approach also

allows each service to utilize the most suitable data store based on its specific

requirements. In this deployment, the avoidance of local cluster storage aims

to decouple data from individual nodes, opting instead for external services

like Azure SQL Managed Instance Database and Azure Cosmos DB to

handle persistent data for each service.

Azure Cosmos DB, a fully-managed, high-performance NoSQL database

service, serves dual purposes as a session store for persistent session data,

such as shopping cart details, and as the product database. Its schema-less

nature offers considerable flexibility in seamlessly incorporating new product

categories and attributes into the existing catalog.

The Azure SQL Managed Instance (MI) database hosts user and orders

databases, providing a reliable, structured, and scalable solution that strongly

supports data integrity, security, and the execution of complex queries.

In addition to the core database, supplementary services like Azure

RedisCache and Azure Cognitive Search play crucial roles. Azure

RedisCache serves as both a session store for volatile data and a caching

layer for the product catalog, effectively reducing I/O and associated costs on

CosmosDB. Furthermore, Azure Cognitive Service facilitates the loading of

product catalog data into the Azure Cognitive Search Index, delivering rapid

and highly scalable search functionality.
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All the services mentioned boast multi-region and multi-zone capabilities,

fortified with support for replication and disaster recovery.

Azure Service Deployment and Connectivity Considerations

It's crucial to note that while various services such as Azure Application

Gateway, Azure API Manager, Azure Web App, Azure EKS, Azure SQL MI,

Azure Cosmos DB, Azure Web App, Azure RedisCache, and Azure

Cognitive Search are inherent Platform as a Service (PaaS) offerings by

Azure, only specific services among them can be deployed as dedicated

instances within a virtual network (VNet). These can be directly accessed

through either private or public connectivity to the VNet. Conversely, there

are services that cannot be deployed within a VNet and are exclusively

accessible through Azure Private Endpoints and\or Azure public Service

Endpoints.

Private Endpoint establishes a secure and private connection to an Azure

service using Azure Private Link. It utilizes a private IP address from your

virtual network, seamlessly integrating the service into the virtual network.

On the other hand, Service Endpoints leverage public routable IP addresses,

allowing the virtual network resources to use private IP addresses to connect

to an Azure Service public Endpoint through the Azure backbone network.

With Service Endpoint enabled when you access the resource from inside

Azure you still use the public IP, but the traffic never leaves Azure. It also

allows you to lock a resource down, so it is only accessible from one or more
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of your Azure VNet's. On the other hand, Private Endpoint gives a resource a

private IP in addition to a public IP, this means it's possible to access it from

anywhere on your internal network, not just Azure VNet's.

In this particular deployment, as illustrated in Figure 12-21, most service

instances, including the Application Gateway, API manager, Web App

service, and EKS, are deployed as dedicated instances within individual

subnets within the same VNet. Precise control over inbound and outbound

network access for each subnet or service is maintained through Network

Security Groups. Services like Cosmos DB and Azure Cognitive Search,

which cannot be deployed as dedicated instances within a VNet, are accessed

using Private endpoints.
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Figure 12-21 Azure Service Deployment and Connectivity

 Internet Users Connectivity Management:

For external internet users, connectivity is overseen through global resources

like Azure Front Door, which acts as a universal entry point for all incoming

HTTP(s) traffic from the internet. Azure Front Door ensures load balancing

between regions based on proximity and service availability. Additionally,

Azure CDN is utilized to serve static images and content to internet users.
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Traffic directed from Azure Front Door is channeled to Application

Gateways, where the application gateway, equipped with URL path-based

routing, strategically redirects API traffic to the API manager and web-portal

traffic to the Web App Service. The Application Gateway is enhanced with

Network Security Groups and a Web Application Firewall to regulate

incoming requests. It further facilitates routing to targets with no services

attached, often referred to as dead-ends.

At the API manager level, APIs are configured to accept calls using either the

/internal pattern or the /external pattern. Serving as an API gateway, the API

manager functions as a single-entry point for all client requests to backend

services. This encompasses direct API requests from external and internal

users, as well as API requests from the web app service portals. The backend

services are configured to access services within the same VNet, such as the

SQL MI database and Redis-Cache, or services outside the VNet, such as

Cosmos DB and Search services, using private links.

 Internal Users Connectivity Routing:

Internal user connectivity is routed through the ACI overlay connectivity

between the Cisco Cloud routers and the ACI Spines in the CNF. The overlay

network leverages Azure Express Cloud Exchange connectivity, which

includes redundant on-prem CNF routers, the Microsoft Enterprise Edge

router, and the Express Route Gateway, forming the underlay. This setup

ensures IP reachability from the Spines to the Cisco Cloud routers.
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Using BGP as the control plane, the overlay connectivity engages in the

reciprocal exchange of Cloud CIDRs with the on-prem network. A contract

relationship between Cloud EPGs and the on-prem ACI L3Out facilitates the

exchange of Cloud CIDR prefixes out the L3Out in the CNFs to the CNF

core and backbone. Additionally, it enables the exchange of CNF and

SDWAN prefixes learned via the on-prem L3Out to the Cloud. VXLAN

serves as the mechanism for data transport between the Spines and the Cisco

Cloud Routers.

Each CNF establishes a direct connectivity link to the corresponding Azure

Region. Specifically, CNF-East establishes a connection to Azure East, while

CNF-West connects to Azure West. The CNF backbone network plays a

crucial role in facilitating interconnectivity between Azure Regions and

remote sites.

Cloud Services (PaaS) Integration with ACI

Cisco ACI provides robust support for the seamless integration of Azure's

cloud-native (PaaS) services. This integration is designed to streamline

workload connectivity and automate security rule enforcement for these

services using ACI. PaaS services supported by ACI can take two forms: they

can either be cloud-native managed services deployed within a VNet, created

and managed through CNC (Cloud Network Controller) and NDO (Nexus

Dashboard Orchestrator), or they can be cloud-native services accessible to

the managed VNet through private and public services endpoints.
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All cloud-native services are encapsulated within a cloud service Endpoint

Group (EPG) for each service instance, as illustrated in Figure 12-22.

Contract and/or service-graph relationships between these cloud service

EPGs facilitate network communication and security policy (Network

Security Group Policies) enforcement for communication between cloud

EPGs and the cloud, as well as between the cloud EPGs the on-premises

EPGs.

Figure 12-22 Integration of Azure Cloud Native Services with Cisco ACI
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Configuring a cloud-native service EPG, with either public or private

connectivity, involves the following steps:

1. Azure Service-Type Selection: Choose the specific Azure service type,

such as Azure-SQL, Azure-AKS, or Azure-APIGW.

2. Deployment Type Choice: Opt for PaaS (cloud-native), PaaS managed

(cloud-native managed), or SaaS (third-party marketplace/service) as the

deployment type.

3. Access Type Selection: Determine whether the access should be private or

public.

4. VRF (Virtual Routing and Forwarding) Selection: Specify the Virtual

Routing and Forwarding context.

5. Private Link Label Assignment: If the access type is private, assign the

private link label to associate the service EPG with a private subnet.

6. Service Endpoint Selector Choice: Choose from options like Tag,

Region, IP, Service Resource-Name, Cloud Resource ID (Azure’s ID for the

resource), or URL (alias or FQDN identifying the service).

Summary

This chapter delves into the evolving landscape of retail networks,

highlighting the growing trend of adopting a cloud-first strategy. The
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infrastructure revolves around essential components such as Carrier Neutral

Facilities, SDWAN for WAN overlay, Meraki for user access, and Cisco ACI

for data centers and hybrid cloud applications. This strategic combination

empowers retailers with enhanced control, flexibility, and resilience in

overseeing their network infrastructure, remote users, and applications. The

chapter provides a detailed exploration of each building block and their

seamless integration, contributing to the development of a robust and

efficient retail network design tailored to the industry's requirements.
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Chapter 13. Public Sector Use-Case

In this chapter, we will discuss a public-sector use-case with focus on the

following topics:

• Managing lifecycle of private applications using ACI

• Private WAN design, segmentation and architecture using MPLS Segment-

Routing (MPLS-SR)

• Private Infrastructure-as-a-service platforms and their integration with ACI

• Infrastructure automation using network-as-a-code concepts

Use Case Overview

This chapter delves into the enterprise architecture within the public sector

domain, encompassing components and technologies designed to uphold the

mission-critical communication and data exchange needs of government

organizations. Public sector networks encounter unique challenges due to the

sensitivity of government data and the imperative to comply with specific

regulations. Security, scalability, and reliability emerge as the primary

considerations in the infrastructure of public-sector networks.

The public-sector network examined in this chapter serves as a mission-

critical network spanning a major U.S. city, connecting 450 remote stations

via MPLS-SR (Segment Routing). It incorporates three hub locations with
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Data Center (DC) and Disaster Recovery (DR) functions utilizing

Application Centric Infrastructure (ACI) to support private applications,

internet connectivity, connections to external vendors, and cloud exchanges.

Additionally, there are five core locations housing campus offices and

providing point-of-presence capacity for terminating sub-loop connectivity

for MPLS rings originating from remote sites.

Within this chapter, we will delve into key aspects related to the business and

operational objectives of this infrastructure, including:

 Streamlining application deployment by enabling seamless transition of

applications/services across different lifecycle phases (production,

development, user-acceptance testing), while reducing complexity, and

enhancing simplicity.

 Implementing workload micro-segmentation in data centers and enforcing

L4-L7 policies for segments across remote sites, Wide Area Network

(WAN), and the data center. This ensures authorized users access designated

information through approved means, emphasizing data integrity.

 Ensuring high availability through redundant systems and a redundant

architecture deployed enterprise wide.

 Enhancing operational efficiency through automation, leveraging

capabilities to expedite deployment of new sites and new services, while

actively managing risks via automated testing and validation.
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Overall Design

The enterprise architecture in this public-sector context involves several key

components, including an extensive private Wide Area Network (WAN) that

utilizes MPLS and Interior Gateway Protocol (IGP) with Segment Routing

(SR) capabilities. This network seamlessly connects remote locations to data

centers, ensuring smooth connectivity across the entire enterprise.

Additionally, private software-defined fabric-based data centers leverage

Application Centric Infrastructure (ACI) with two fabrics at each data center

site. The core fabric is dedicated to hosting essential private applications,

while the DMZ fabric is designed for public-facing workloads. The DMZ

fabric also facilitates connectivity to the internet, cloud exchanges, and other

affiliated networks, encompassing vendor networks and those of other public-

sector agencies.

Furthermore, remote sites utilize Cisco Catalyst switches and Cisco Catalyst

access points to provide both wired and wireless LAN connectivity for users

and devices at each location. The LAN segments at each site extend onto the

MPLS-SR WAN, enabling access to services deployed in the data center and

supporting inter-site connectivity for services like VOIP. Wireless controllers

are deployed in the data center, with all wireless traffic being tunneled or

encapsulated back to the data centers, covering both corporate employee and

guest access. Throughout the network, traffic between various building

blocks or network segments is directed through policy enforcement points at

different locations for L4-7 inspection. Figure 13-1 offers a comprehensive
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view of the enterprise architecture encompassing datacenters, MPLS WAN

core, and remote sites.

Figure 13-1 Overall Enterprise Architecture

The MPLS-SR core network is composed of a core-ring/core-loop spanning

three datacenter locations and five additional core sites. Furthermore, there

are 60 sub-loops that connect back to the core-ring/core-loop, establishing

connections with approximately 450 remote stations. The foundational
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physical connectivity for both the core and the sub-loops is facilitated

through a privately managed optical transport network (OTN), incorporating

Cisco Optical Controllers, Cisco OTN switching, Cisco transponders, and

Cisco Reconfigurable Optical Add-Drop Multiplexers (ROADMS), details of

which go beyond the scope of this chapter.

MPLS-SR and SDN (Software Defined Networking) equip enterprises with

capabilities to support traffic engineering and optimized routing for all flows

across the WAN network. This includes:

 Explicit path control and traffic prioritization, ensuring optimal resource

utilization for bandwidth and latency-sensitive critical applications.

 Congestion and failure mitigation using topology-independent loop-free

alternate (TI-LFA) paths.

 Automated service provisioning and topology visualization.

The SDN capabilities for this enterprise are provided through Cisco

Crossworks Network Controllers. This SDN controllers manage the Cisco

XR devices (Cisco NCS) within the MPLS-SR domain. The CNC controller

not only provides data-gateway capabilities to ingest telemetry data using

SNMP and gNMI from all nodes in the network, offering insights into device

and service health across the IP network, but also includes a segment-routing

path computation element (SR-PCE). This dynamically calculates and

optimizes label switch paths for applications based on bandwidth
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requirements and other constraints such as latency, metric, hop-count, flex-

algo, affinity, disjoint, protected/unprotected links, and importantly, local

congestion mitigation. CNC controllers also feature the NSO (Network

services orchestrator) configuration engine to manage device configurations,

define service packages, and provision L2VPN, L3VPN services, in addition

to configuration provisioning for the SR-MPLS service transport.

The illustration in Figure 13-2 presents an overview of the routing

architecture (BGP) design for this use-case.
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Figure 13-2 Enterprise Routing Architecture using BGP

While BGP is the default protocol for exchanging VPNv4 and EVPN service

prefixes (ELINE, ELAN, ETREE) within the MPLS network;external BGP

(EBGP), in particular, is the protocol of choice within the enterprise design

for route exchange between the various domains in this enterprise network.

BGP provides inherent loop prevention using AS-numbers and, more

importantly, offers tighter route controland path manipulation through a

plethora of BGP attributes, making it the preferred protocol for this
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enterprise. Each individual customer-edge (CE) device at a remote site, i.e.,

layer-3 catalyst switch, is configured with a dedicated 4-byte AS number to

peer EBGP on a per-VRF basis with the upstream provider-edge (PE) pair.

Similarly, each of the ACI fabrics, including both the Core and the DMZ

fabrics, is configured with dedicated AS numbers for each VRF to peer

EBGP for route exchange. Importantly, the ACI fabrics peers EBGP with the

MPLS DC PE routers using BGP-LU (BGP Labeled Unicast) and EVPN

(Ethernet VPN). Further details on why BGP-LU and EVPN are chosen will

be discussed later in the ACI — MPLS-SR integration section.

The Core ACI fabric is structured with distinct VRFs, namely PROD, DEV,

and UAT VRFs, each representing a designated segment for hosting

applications as they progress through their lifecycle. Additionally, there is a

shared-services VRF for services utilized by all applications in the core

network. In contrast, the DMZ fabric is configured with individual VRFs,

including IDMZ (Internet DMZ) for hosting public-facing workloads and

connecting to internet edge routers, CEXC (Cloud Exchange) for direct

connectivity to cloud edge routers configured with AWS Direct Connect and

Azure Express routes to Gov Cloud instances, and EDMZ (External DMZ)

for connectivity to vendors and other government agency networks using

external edge routers.

The internet edge routers at DataCenter-1 (DC-1) and DataCenter-3 (DC-3)

are multi-homed to the same set of internet service providers, also

establishing a full-mesh EBGP network between themselves. This design
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ensures fallback routing and redundancy in the event of upstream failure,

device, or link failures. It guarantees continuous accessibility to citizens

consuming mission public-facing applications through the internet, even in

the face of catastrophic failure. Connectivity to vendor networks and cloud

providers through external vendor edge and cloud edge routers utilizes BGP

attributes along with BGP communities when exchanging routes with

external peers. This is done to define preferred ingress and egress datacenter

paths among the three datacenters for vendors and cloud regions attached to

more than one datacenter.

Routes learned through various datacenters, when consumed in the VRFs on

the MPLS DC-PE headend routers, are annotated with distinct route-targets

for each VRF in each data-center site. For common prefixes (e.g., default

route or other datacenter routes) learned from multiple datacenters on the

MPLS core, individual route-targets for routes from each datacenter assist

MPLS PEs at remote sites. They use these route-targets in a route-policy to

determine their preferred DC-PE to transit to datacenter and external

destinations—be it the internet, a vendor network, or a cloud. In this scenario,

PE routers at remote sites are configured with distinct BGP weights against

each route-target for each VRF learned from individual DCs. All routes

learned from DC-1 are assigned higher weights compared to routes learned

from DC-2 and DC-3 across all remote sites. This configuration ensures that

remote sites consistently prefer routes from DC-1 over other duplicate routes

learned from other DCs.
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In the context of this use-case, the VPNs listed in Table 13-1 were defined on

the MPLS Core.

Table 13-1 MPLS-SR VPNs

For the remote sites, the illustration in Figure 13-3 presents an overview of

the LAN design. At each remote site, a dedicated pair of IOS XR NCS
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Provider Edge (PE) devices facilitates WAN delineation between the MPLS-

SR network and the LAN network. These PE devices are configured to

establish VPNV4 peering with the route-reflectors in the MP-BGP MPLS-SR

domain. Additionally, they are configured for EBGP peering with the

downstream layer-3 catalyst switch (Customer Edge (CE)) on each Virtual

Routing and Forwarding (VRF). The EBGP peering serves to advertise the

remote MPLS-SR-learned (best) prefixes down to the CE, and reciprocally,

the CE advertises local routes towards the MPLS-SR domain.

The PE-CE link at each site is a Layer-3 point-to-point configuration with

multiple sub-interfaces, where each sub-interface corresponds to a specific

VRF for establishing EBGP peering. The layer-3 catalyst switch (CE) is

multihomed to both PEs using the same layer-3 point-to-point links and is

configured with Equal-Cost Multipath (ECMP) to enable load-balancing

across both uplinks to the PE devices for all flows directed towards the

datacenter or other remote sites.
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Figure 13-3 Connectivity at Remote Sites

Furthermore, the layer3-switches (CE) function as the routed gateway for

each specified VLAN, where each Switched Virtual Interface (SVI)

associated with a VLAN is linked to an individual VRF. These VLANs are
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then trunked downstream to layer2-switches, connecting directly to

user/device endpoints. In the case of wireless access, the downstream layer2-

switches establish access connectivity to Cisco Access Points (APs). These

APs are centrally managed through a wireless controller positioned in the

data center ACI network, overseeing both enterprise and guest wireless

access. All traffic originating from wireless points is tunneled through the

MPLS-SR network, traveling upstream to the data center controllers before

reaching termination points on routed gateways defined within the ACI

fabric.

ACI MPLS-SR Integration

The integration of MPLS-SR with ACI offers an automated and scalable data

center (DC) handoff by employing a unified control-plane session (BGP

EVPN) for all Virtual Routing and Forwarding (VRF) instances. This

approach, as opposed to utilizing a per-VRF interface and routing protocol,

makes it the preferred solution for implementing multiple VRFs between the

ACI DC and DC-PEs. Through this integration, a singular EVPN-based

control-plane session is utilized to convey both DC and WAN prefixes,

employing the EVPN address family. Additionally, MPLS labels for VRFs

and the SR color community are carried within this session. Moreover, a

single BGP label unicast (BGP-LU) session is employed for the exchange of

underlay SR/MPLS labels. This integrated solution is highly suitable for this

deployment, particularly considering the substantial number of VRFs

implemented in both the WAN and the data centers.

https://technet24.ir


Figure 13-4 illustrates the logical design for ACI and MPLS-SR integration

on the Core ACI fabric. In this deployment, an SR-MPLS infrastructure

L3Out is configured in the Infra Tenant on the ACI border leaves for the

Core fabric. This setup facilitates the establishment of underlay BGP-LU and

overlay BGP-EVPN sessions with the DC-PEs in each datacenter. Tenant

VRFs are defined and linked to the infra L3Out to import/learn MPLS-VPN

WAN prefixes from the DC-PEs. Simultaneously, they export/advertise the

DC prefixes to the MPLS-VPNs on the DC-PEs.
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Figure 13-4 Core-Fabric — MPLS-SR integration

Several key considerations for this deployment include:

1. Each VRF on the MPLS-VPN corresponds to a tenant VRF (VRFA to

VRFG) defined on the Core ACI fabric. Each of these VRFs is configured

with distinct import/export route-targets (RTs) that match both on the ACI

VRF L3Out and the DC-PEs (see Figure 13-5 and Example 13-1). Import

route-targets are utilized to import remote-site WAN prefixes from the DC-

PE VRF instance into the corresponding ACI tenant VRF instance. Export

RTs are employed to advertise the DC prefixes to all the DC-PE VRFs.

Figure 13-5 VRF Configuration on ACI (DC1)
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Example 13-1 VRF Configuration on DC-PE (DC1)

 description Enterprise
 address-family ipv4 unicast
  import route-target
   65001:100
   65001:11100 stitching
  !
  export route-target
   65001:101
   65001:11100 stitching
  !
vrf VRFB
 description Peripherals
 address-family ipv4 unicast
  import route-target
   65001:200
   65001:11200 stitching
  !
  export route-target
   65001:201
   65001:11200 stitching
  !
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vrf VRFC
 description VOIP
 address-family ipv4 unicast
  import route-target
   65001:300
   65001:11300 stitching
  !
  export route-target
   65001:301
   65001:11300 stitching
  !
vrf VRFD
 description Quarantine
 address-family ipv4 unicast
  import route-target
   65001:400
   65001:11400 stitching
  !
  export route-target
   65001:401
   65001:11400 stitching
  !
vrf VRFE
 description Survelliance
 address-family ipv4 unicast
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  import route-target
   65001:500
   65001:11500 stitching
  !
  export route-target
   65001:501
   65001:11500 stitching
  !
vrf VRFG
 description Management
 address-family ipv4 unicast
  import route-target
   65001:600
   65001:11600 stitching
  !
  export route-target
   65001:601
   65001:11600 stitching
  !
!

2. Tenant VRFs connect to a fusion firewall, which consolidates routing

across VRFs into one global routing table and enforces policies for inter-VRF

traffic between remote sites. This design meets the business requirement for

centralized L4-7 firewall enforcement of all inter-VRF communication
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between remote sites. The fusion firewall originates a default route towards

the remote sites in each VRF (VRFA to VRFG), ensuring that all inter-VRF

traffic follows the default route through the MPLS WAN core to the fusion

firewall before routing into the other VRF. Additionally, DC subnets from

PROD, DEV, UAT, and Shared-Services VRFs are advertised downstream to

the remote sites.

Example 13-2 presents a configuration snippet detailing EVPN and BGP-LU

peering between the DC-PE in DC1 and the Core ACI fabric. From the

configuration, it is evident that only routes originating from BGP ASNs

sourced in the DCs are permitted inbound on the DC-PEs from the ACI

fabric. Additionally, routes learned from the Core Fabric in DC-1 are

configured with higher local-preference to prioritize the default route and

summary prefixes originated in DC-1 over those in DC-2 and DC-3.

Example 13-2 EVPN and BGP-LU Configuration on DC-PE (DC1) for Core

ACI fabric

as-path-set ORIGINATED-IN-DC1
  ios-regex '_64601$',
  ios-regex '_64602$',
  ios-regex '_64603$',
  ios-regex '_64604$',
  ios-regex '_64609$',
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end-set
!
route-policy ALLOW-BGP-EVPN-CORE-ACI-IN
 if as-path in ORIGINATED-IN-DC1 then
  set local-preference 500
  pass
 else
  drop
 endif
end-policy
!
route-policy ALLOW-BGP-EVPN-CORE-ACI-OUT
 pass
end-policy
!
prefix-set ALLOW-BGP-LU-2-ACI-IN
  <ACI Loopback addresses>
end-set
!
prefix-set ALLOW-BGP-LU-2-ACI-OUT
  <Local DC-PE Loopback0 address>
end-set
!
route-policy ALLOW-BGP-LU-ACI-IN
 if destination in ALLOW-BGP-LU-2-ACI-IN then
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   set community NO-ADVERTISE
   pass
 endif
end-policy
!
route-policy ALLOW-BGP-LU-ACI-OUT
 if destination in ALLOW-BGP-LU-2-ACI-OUT then
   pass
 endif
end-policy
!
router bgp 65001
neighbor-group ACI_BORDER_LEAF_BGP-LU
  address-family ipv4 labeled-unicast
   route-policy ALLOW-BGP-LU-ACI-IN in
   route-policy ALLOW-BGP-LU-ACI-OUT out
  !
 !
 neighbor-group ACI_CORE_FABRIC_BORDER_LEAF_BGP-EVPN
  ebgp-multihop 2
  update-source Loopback0
  address-family l2vpn evpn
   route-policy ALLOW-BGP-EVPN-CORE-ACI-IN in
   route-policy ALLOW-BGP-EVPN-CORE-ACI-OUT out
   import stitching-rt reoriginate
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   advertise vpnv4 unicast re-originated stitching-rt
   advertise vpnv6 unicast re-originated stitching-rt
   next-hop-self
  !
 !

3. Defaults originated on the fusion firewalls are also advertised to the DC

workloads VRFs (PROD, DEV, UAT, Shared-Services), ensuring that all

inter-VRF east-west and north-south traffic originating locally from the DC

workloads undergoes L4-L7 enforcement.

4. Apart from the tenant VRFs used for WAN extension onto the ACI fabric,

three distinct VRFs—VRF-INET, VRF-EDMZ, and VRF-DCI—are

configured exclusively onlyon the DC-PEs (see Example 13-3). These VRFs

facilitate route-exchange for core DC prefixes between datacenters and for

internet, cloud, and external prefixes between the Core and DMZ fabrics,

locally and between datacenters. Unique route-targets are configured for each

of these VRFs on the DC-PEs and the ACI fabric, allowing the import/export

of VRF routes within their respective VRFs between the ACI and MPLS

WAN domains. WAN summary prefixes for remote sites are originated on

the fusion firewall and advertised to the EDMZ and INET VRFs, this allows

the EDMZ and INET sourced traffic to route back to the remote sites through

the core fusion firewall. WAN summary prefixes originated in the DC-1 are

preferred using higher local-preference over summary prefixes originated in

Technet24

https://technet24.ir
https://technet24.ir


DC-2 and DC-3.

Example 13-3 VRF Configuration on DC-PE for INET, DCI and EDMZ

(DC1)

vrf DCI
 description Enterprise
 address-family ipv4 unicast
  import route-target
   65001:997
   65001:11997 stitching
  !
  export route-target
   65001:997
   65001:11997 stitching
  !
vrf EDMZ
 description Peripherals
 address-family ipv4 unicast
  import route-target
   65001:998
   65001:11998 stitching
  !
  export route-target
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   65001:998
   65001:11998 stitching
  !
vrf IDMZ
 description Peripherals
 address-family ipv4 unicast
  import route-target
   65001:999
   65001:11999 stitching
  !
  export route-target
   65001:999
   65001:11999 stitching
  !
 !

5. The DCI VRF on ACI serves as an ingress/egress transit VRF for all east-

west DC communication between workloads across the three datacenters. The

IDMZ VRF on ACI facilitates east-west transit routing to all internet-bound

destinations from DC and remote-site workloads, while the EDMZ VRF on

ACI enables east-west transit routing to all external-bound destinations

(vendor prefixes, cloud CIDRs) from DC and remote-site workloads.

Similar to the Core Fabric, the DMZ Fabric (see Figure 13-6) is configured

with an SR-MPLS infrastructure L3Out within the Infra Tenant on the ACI
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border leaves. This configuration enables the establishment of underlay BGP-

LU and overlay BGP-EVPN sessions with the DC-PEs in each datacenter,

mirroring the setup in the core fabric. Tenant VRFs dedicated to IDMZ and

EDMZ are defined and associated with the infra L3Out. This association

allows them to import/learn MPLS-VPN WAN prefixes from the DC-PEs

while concurrently exporting/advertising IDMZ/EDMZ prefixes to the

respective MPLS-VPNs on the DC-PEs.

Figure 13-6 DMZ-Fabric — MPLS-SR integration
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The IDMZ and EDMZ VRFs on DC-PEs across the three datacenters utilize

BGP local-preference to prioritize DC-1 originated IDMZ/EDMZ routes over

any duplicate prefixes learned from DC-2 and DC-3. This configuration

ensures consistent preference for IDMZ/EDMZ prefixes learned from DC-1

over other duplicates from DC-2 and DC-3.

Example 13-4 EVPN and BGP-LU Configuration on DC-PE (DC1) for DMZ

fabric

route-policy ALLOW-BGP-EVPN-DMZ-ACI-IN
 set local-preference 500
 pass
end-policy
!
route-policy ALLOW-BGP-EVPN-DMZ-ACI-OUT
 pass
end-policy
!
prefix-set ALLOW-BGP-LU-2-ACI-IN
  <ACI Loopback addresses>
end-set
!
prefix-set ALLOW-BGP-LU-2-ACI-OUT
  <Local DC-PE Loopback0 address>
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end-set
!
route-policy ALLOW-BGP-LU-ACI-IN
 if destination in ALLOW-BGP-LU-2-ACI-IN then
   set community NO-ADVERTISE
   pass
 endif
end-policy
!
route-policy ALLOW-BGP-LU-ACI-OUT
 if destination in ALLOW-BGP-LU-2-ACI-OUT then
   pass
 endif
end-policy
!
router bgp 65001
neighbor-group ACI_BORDER_LEAF_BGP-LU
  address-family ipv4 labeled-unicast
   route-policy ALLOW-BGP-LU-ACI-IN in
   route-policy ALLOW-BGP-LU-ACI-OUT out
  !
 !
 neighbor-group ACI_DMZ_FABRIC_BORDER_LEAF_BGP-EVPN
  ebgp-multihop 2
  update-source Loopback0
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  address-family l2vpn evpn
   route-policy ALLOW-BGP-EVPN-DMZ-ACI-IN in
   route-policy ALLOW-BGP-EVPN-DMZ-ACI-OUT out
   import stitching-rt reoriginate
   advertise vpnv4 unicast re-originated stitching-rt
   advertise vpnv6 unicast re-originated stitching-rt
   next-hop-self
  !
 !

Figures 13-7 through 13-9 showcase the SR-MPLS handoff label exchange:

1. ACI-BL advertise aggregate label for VRF using BGP EVPN address-

family.

2. BGP-LU advertises implicit null label since DC-PE and ACI-BL are

directly connected.
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Figure 13-7 SR-MPLS Handoff Label Exchange — 1

3. Server leaf encapsulates the packet into VXLAN header and forward to

Border Leaf

4. Border Leaf de-encapsulates VXLAN header and encapsulates packet into

SR-MPLS with inner (aggregate) VRF label, since BL and DC-PE are

directly connected outer label won’t be present in packet due to “implicit

null” label advertisement from DC-PE
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5. DC-PE de-encapsulates the packet coming from BL and encapsulates it

again based on prefix/color for the destination.

Figure 13-8 SR-MPLS Packet Walk — ACI to SR-MPLS

6. DC-PE receives the SR/MPLS packet from the SP core.

7. DC-PE sends the SR-MPLS packet to BL with inner (aggregate) VRF
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label. Since BL and DC-PE are directly connected, outer label won’t be

present in the packet due to “implicit null” label advertisement from ACI BL

8. BL de-encapsulates the SR-MPLS packet and encapsulates it to VXLAN

header in the ACI fabric.

Figure 13-9 SR-MPLS Packet Walk — SR-MPLS to ACI
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ACI Logical Design and VMM Integration

In this deployment, the tenant network incorporates distinct domains,

including Production (Prod), Development (DEV), User Acceptance Testing

(UAT), and Shared Services. Each of these tenant domains operates as a

separate forwarding and management entity within the same infrastructure.

These tenants establish a structured infrastructure to support applications and

services across their lifecycle stages. Notably, the DEV and UAT tenants

replicate the configuration structure of the PROD tenant. This uniformity in

tenant configuration enables the smooth transition of new applications or

services hosted on the datacenter fabric as they move from development to

testing and eventually into production.

As illustrated in Figures 13-10 and 13-11, each of these tenants initially

deployed multiple bridge-domains with a network-centric approach. In this

design, one Bridge Domain (BD) corresponded to one Endpoint Group (EPG)

and one VLAN (1BD = 1EPG = 1VLAN). Essentially, a network-centric

design indicates that each Ethernet VLAN aligns with one broadcast domain

and one security group in ACI. While this design was initially employed to

simplify the transition from a legacy classical Ethernet domain to a fabric-

based infrastructure, post-migrating all network segments onto ACI, the

network transitioned to use Endpoint Security Groups (ESGs) to fulfill

granular micro-segmentation and workload security requirements for each

application on the fabric.
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Figure 13-10 ACI Core Fabric — Logical Tenant Model (PROD and DEV)
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Figure 13-11 ACI Core Fabric — Logical Tenant Model (UAT)

In ACI, for efficient management of endpoints and workloads with similar

security requirements, they are grouped into entities like Endpoint Groups

(EPGs), and communication is regulated through security policies (contracts).

Although this approach works seamlessly and has proven effective, an EPG

is inherently tied to a single bridge domain (BD) since EPGs concurrently

define both networking and security policies. Initially, there were no options

to define a security group that could span across multiple "bridge

domain/broadcast domain" boundaries. ESGs enable the definition of security

policies spanning multiple BDs, allowing the grouping and application of

policies to any number of endpoints across various BDs under a given Virtual

Routing and Forwarding (VRF), all while maintaining the original

forwarding behavior on those BDs. With ESGs, while forwarding still occurs

at the BD/EPG level, security enforcement is elevated to the ESG level.

The ESG design for this deployment utilizes multiple security zones per

application, where individual endpoints/workloads are mapped to an ESG via

tag selectors across any subnet or VLAN on a given VRF instance. ESG tag

selectors require Virtual Machine Manager (VMM) integration with read-

write mode. In this case, a significant portion of the compute install-base

utilizes VMware ESXi, and VMM integration with VMware vCenter is used

to pull VM tags and VM names from the ESXi install-base. To use VM tags

for ESG mapping, the VMM domain for this deployment is configured with

"enable tag collection," and "allow micro-segmentation" is also configured
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for all EPGs associated with the VMM domain. The “enable tag collection”

knob retrieves VM tags and VM names from the VMM domain and the

"allow micro-segmentation" knob prevents the VMware Distributed Switch

(VDS) from switching the traffic locally for traffic in the same port-group but

configures the VDS to use private-VLANs (PVLANs) to proxy all the traffic

to ACI leafs for policy enforcement.

An application profile is created for each application, and within the

application profile, three distinct security groups (ESGs) are defined for

granular segmentation: one for the web front end, one for the service

backend, and one for the database. Workloads for different applications are

configured with distinct VM tags and VM names corresponding to their

application tiers, and these tags/names are configured as key values in the

ESG tag selectors to match the workloads to their corresponding ESGs

defined on the ACI fabric. All communications between ESGs are governed

using contracts, and in this case, granular policies for contract enforcement

are discovered using Application Dependency Mapping (ADM) tools like

Cisco Secure Workload.

In addition to the tenant dedicated to workloads and applications, this

configuration incorporates a shared-services tenant (see Figure 13-12). This

tenant serves as a centralized focal point for hosting common or shared

services essential not only for other tenants within the fabric infrastructure

but also for external domains and user groups. Within this deployment, the

shared-services tenant is employed to accommodate shared services such as
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backup, replication, IP storage (iSCSI, CIFS, NFS). Specifically, for iSCSI,

ACI is utilized to emulate a SAN-A/SAN-B design for network-attached

storage. It also houses storage and compute management functions (ALOM,

CIMC), creates a High Availability network for state connections between

Layer 4 to Layer 7 service appliances, including network load-balancers and

firewalls. Additionally, it manages critical services and functions

encompassing active-directory, DNS, DHCP, NTP, and global load-

balancers.
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Figure 13-12 ACI Core Fabric — Logical Tenant Model (Shared Services)

VMM Integration

While ACI inherently automates policies, including network and security

functions within its fabric—such as Tenants, VRFs, BDs, EPGs, and ESGs—

it also possesses the capability to integrate with Virtual Machine Managers

(VMMs) external to the fabric. This integration allows the extension of the

same policies to other domains. The communication of policies created in

ACI and subsequently, the automation of network and security functions in

the virtual machine domain, as well as vice versa, are enabled through this

integration.

ACI establishes a federation with the VMM, dynamically translating ACI

policies and subsequently pushing them to the VMM. This process

instantiates VLANs, Port-Groups, and virtual switches on the hypervisors on

servers connected to ACI leaf switches. The federation, along with other

control-plane exchanges between the two domains, facilitates the automated

end-to-end stitching of network and security functions across both domains.

Moreover, it enables the dynamic attachment of compute workloads to their

respective security groups (EPGs/ESGs) on ACI without requiring any

manual intervention.

It's noteworthy that ACI provides administrators with the flexibility to create

multiple VMM domains within the same ACI fabric. In this deployment, ACI

integrates with three VMM domains: VMware, OpenStack, and the
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Kubernetes container domain.

Figure 13-13 illustrates the steps employed in this deployment to integrate

with the vCenter-based VMware domain and UCSM (UCS Manager) for

automating network functions across the stack, spanning from the leaf switch

through the UCSM managed fabric interconnects to the VMware vCenter

managed Virtual Distributed Switch (VDS).

Figure 13-13 ACI Core Fabric — VMM Integration (VMware)
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It's important to highlight that a simple adjustment in the assignment of port-

groups to VMs allows for the seamless progression of VMs from

development tenants to a UAT tenant and subsequently to the production

network. This smooth transition is facilitated by maintaining identical BD

subnets across all three tenants and ensuring that these BD subnets remain

private to the development and UAT tenants, with no external advertising.

This configuration enables effortless pivoting of workloads from one domain

to another up until production where they can be advertised externally outside

the production tenant.

In addition to the VMware domain, OpenStack plays a significant role in this

deployment. OpenStack is an open-source cloud computing platform

designed for both private and public clouds. Its modular architecture is built

on various components and projects, each handling different aspects of cloud

computing, including compute, storage, networks, and more.

Key components of OpenStack include:

 Compute (Nova): Controls and manages virtual machines, supporting

multiple hypervisors.

 Storage (Glance, Swift, Cinder): Manages instance/VM image storage,

cloud object storage, and persistent block storage.

 Dashboard (Horizon): Web application for resource control with a self-

service portal and API support.
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 Identity (Keystone): Supports centralized policies, tenant management,

RBAC, and external identity integration (LDAP).

 Networking (Neutron): Provides Layer2 (L2) and Layer3(L3) networking

services, IP Address Management (IPAM), Private/Public NAT, plugins to

external hardware, network services including DHCP, LBaaS (Load Balancer

as a Service) and FWaaS (Firewall as a Service)

 Orchestration (Heat): Offers a template-based orchestration engine for

faster application deployment.

While in our deployment each of these projects/components runs as services

on dedicated servers (controllers) in a highly available mode, our focus in the

context of this chapter will be on Neutron, the project/component responsible

for providing network connectivity to various OpenStack instances.

Neutron serves as the Cloud networking controller within OpenStack,

delivering Network-as-a-Service (NaaS). It operates using a pluggable, API-

driven solution, enabling the definition of L2/L3 connectivity, networking

services (NAT, LB, FW, VPN services), and addressing across the

OpenStack install base.

The core components of the OpenStack Neutron networking service include:

 Neutron Server: The central component handling API requests,

orchestrating communication, and implementing the core Neutron API to
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interact with plugins.

 Neutron Plugins (Mechanism Drivers): Responsible for integrating

Neutron with various networking technologies and services, offering a

pluggable architecture.

 Neutron Agents: Responsible for specific networking tasks on compute or

network nodes, interacting with the Neutron server. Examples include L2

agent, DHCP agent, and metadata agent.

 Neutron Database: Stores network-related information such as topologies,

subnets, and ports, interacting with the Neutron server.

 Message Queue (Optional): Facilitates communication between Neutron

components using a message queue service like RabbitMQ.

The reference implementation shown in Figure 13-14 illustrates Neutron's

architecture, where a Layer 2 agent (Neutron L2 agent) runs on each Nova

Compute node, a Layer 3 agent (Neutron L3 agent) operates on dedicated

network/controller nodes, and the Neutron server (controller) nodes host

other agents/plugins for network services like DHCP and NAT.
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Figure 13-14 Reference Implementation of Neutron Service

While this setup offers a practical networking solution for OpenStack

instances, it comes with certain challenges:

 Layer 2 and Layer 3 services are restricted to fundamental provisioning.
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 In the case of overlay services like VXLAN, servers may lack hardware

offload support for tunnel encapsulation/decapsulation.

 All communications between OpenStack instances and external routing

domains must be routed through centralized Neutron Servers with L3 agent,

potentially leading to bottlenecks and redundancy issues.

 Networking services such as NAT, DHCP, and VPN run centrally on

Neutron servers, once again introducing concerns about bottlenecks and

redundancy.

This deployment (see Figure 13-15) employs the Cisco ACI OpenStack Plug-

in to overcome the challenges outlined earlier. The plug-in, designed for

Cisco ACI, utilizes the Cisco ACI fabric as the backend to establish

networking for OpenStack instances. By enabling standard Neutron calls, the

ACI OpenStack plug-in empowers the creation of networking structures in

Cisco ACI directly from OpenStack.
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Figure 13-15 OpenStack — ACI Integration

The OpenStack Neutron controllers in this setup incorporate a Cisco ACI

Integration Module (AIM) to ensure automatic enforcement of policy

synchronization. Neutron calls for instantiating new OpenStack networks or

services, following OpenStack networking models, are received, and

translated into Cisco AIM policies for ACI. The ACI AIM is responsible for

storing the translated APIC policies in a local database, configuring Cisco

APIC through REST API calls, and maintaining configuration
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synchronization between the two domains.

In this deployment, Cisco APIC also takes charge of the Open vSwitch

(OVS) and OVS rules on each Nova compute node using the OpFlex

protocol. This necessitates the installation of Cisco OpFlex and OVS agents

on every compute node, wherein these agents are managed and instructed by

the APIC using the OpFlex Proxy functions on the upstream leaf switches.

With OpFlex mode, the Cisco ACI OpenStack Plug-in replaces the Neutron

node datapath, enabling fully distributed Layer 2, Layer 3 anycast gateway,

DHCP, metadata optimization, distributed NAT, and enforcement of floating

IP policies. This effectively offloads the overlay networking functions from

the OpenStack servers/controllers to ACI. In addition, this deployment option

integrates a virtual machine manager (VMM) on Cisco APIC, offering the

fabric administrator maximum visibility into the OpenStack cloud.

In addition to utilizing VMM integration for VMware and OpenStack

domains, this deployment incorporates ACI integration with Kubernetes.

Kubernetes, an open-source container orchestration system, automates the

deployment, scaling, and management of containerized applications,

leveraging Docker for container execution and adding advanced orchestration

capabilities. A typical Kubernetes cluster architecture consists of one or more

master nodes, one or more worker nodes, and a distributed key-value

datastore (e.g., etcd).

Within the cluster, key constructs include:
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 Pod: A scheduling unit in Kubernetes, representing a logical collection of

one or more containers that are scheduled together and share the same IP

address.

 Deployment: Collections of pods providing the same service.

 Services: Inform other parts of the Kubernetes environment about the

services an application provides. Service IP address and port remain constant,

allowing communication without disruption even as pods change. Service

types include:

 ClusterIP: Default service type reachable only within the Kubernetes

cluster.

 NodePort: Exposed on a static port on each Node's IP, accessible outside

the cluster.

 LoadBalancers: Exposed externally using an external load balancer,

creating NodePort and ClusterIP services.

 ExternalName: Used when services in different namespaces need access to

services in other namespaces using DNS names.

 Namespace: The consolidated space where Pods, Deployments, Services,

etc., converge.

Kubernetes networking inherently presents complexities due to the
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distributed nature of containerized applications. Managing networking across

multiple pods, nodes, and services becomes challenging with numerous

containers and significant east-west communication. Addressing

segmentation challenges such as securing the infrastructure, providing

network isolation between namespaces, controlling external communication

for exposed services, and managing internal access to external services and

endpoints requires a specification for container workload networking. This

specification is realized through Container Network Interface (CNI) plugins.

Figure 13-16 provides an illustration of the Kubernetes constructs mentioned

earlier.
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Figure 13-16 Kubernetes Cluster

While various Container Network Interfaces (CNI) are available, this

deployment uses ACI CNI, which offers several key advantages, including:

 IP Address Management: ACI CNI provides IP addresses and

management capabilities for both Pods and Services within the Kubernetes

cluster.

 Distributed Routing and Switching: Integrated VXLAN overlays are
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implemented fabric-wide and on Open vSwitch (OVS), ensuring distributed

routing and switching capabilities.

 EPG-level Segmentation with Annotations: ACI CNI allows flexible

segmentation at the EPG level, enabling the use of a single EPG for the entire

cluster or mapping each deployment to an EPG, controlling inter-deployment

service traffic through contracts. Alternatively, each namespace can be

mapped to its own EPG, utilizing contracts for inter-namespace traffic.

Annotations and labels further allow specification of communication rules

among groups of pods and other network endpoints within a namespace.

 Distributed Policy Enforcement: Network Policies from both Kubernetes

and ACI contracts are enforced in the Linux kernel of every server node

where the container runs. Contracts are also enforced on all leaf switches in

the fabric when applicable. Both mechanisms can be used in conjunction for

comprehensive policy enforcement.

 Consolidated Visibility: VMM integration provides consolidated visibility

into Kubernetes networking.

Key components in this integration include:

1. ACI-CNI Plugin:

a. ACI Containers Controllers (ACC): Installed primarily on master nodes, it

handles IPAM, Source NAT, Endpoint State, Policy Mapping (Annotations),
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Load Balancing, and communicates with the APIC, pushing Kubernetes

configurations and policies.

b. ACI Containers Host: A DaemonSet with three containers running on

every node. It includes designated daemon for managing broadcast/multicast

traffic, designated daemon to manage pod IPAM and container interface

configuration, and lastly a designated OpFlex-agent daemon for OVS

configuration, security groups, and load-balancing services.

c. ACI Open vSwitch (OVS): Another DaemonSet running on every node, it

is the OVS enforcing networking and security policies provisioned through

the OpFlex agent.

2. OpFlex Protocol:

a. ACI-CNI utilizes the OpFlex protocol for communication between

Kubernetes nodes and the ACI fabric, facilitating the exchange of

information related to networking policies, endpoint groups, and other

configurations.

Figure 13-17 illustrates the creation of various networks within the ACI

integration, utilized by Kubernetes. Node-subnets are employed for SSH

access and managing nodes, facilitating node-to-node API communication

through VLAN 3900. Pod-subnets assign unique IP addresses to each

deployed Pod. Cluster-IP subnets are designated for "Cluster-IP" assignments

in services. Node-service subnets play a role in ACI Service Graphs (SGs) for
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Policy-Based Redirection (PBR) concerning external services. Each node is

assigned an IP, and external service traffic from outside the fabric is

redirected and load-balanced to the assigned node IPs via VLAN 3950.

External Service subnet represents the externally exposed IP for a specific

service. This IP is matched in the external EPG associated with L3Out and

then aligned with an ACI Service-Graph (SG) for Policy-Based Redirection

to the previously mentioned Node-service IPs. OpFlex communication

utilizes Infra VLAN 3967.
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Figure 13-17 Kubernetes Cluster with ACI integration

Infrastructure Automation and Orchestration

Figure 13-18 showcases the tools and methods employed for automating the
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provisioning and configuration of infrastructure devices and services in this

deployment. Infrastructure automation entails the utilization of control

systems to automate the provisioning and configuration of infrastructure

components. On the other hand, infrastructure orchestration involves

employing a control system to coordinate and manage multiple automated

tasks and processes, aiming to accomplish specific outcomes or workflows.

Figure 13-18 Automation and Orchestration — Reference Design

Some of the key elements in this architecture comprise:
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 ITSM (IT Service Management): This tool encompasses features such as

incident management, change management, problem management, and a

service catalog. It enables the enterprise to define and publish new services,

fulfilling service requests through dynamic forms and integration with other

systems. In this deployment, ServiceNow is used an ITSM tool.

 Infrastructure Workflow Engine: This workflow engine encompasses

workflow automation with minimal to zero code required for repetitive tasks.

It offers a development canvas for creating workflows using both pre-defined

and custom activities (atomic task units). The engine utilizes northbound

Swagger-based APIs to receive instructions from systems like ITSM,

employing southbound REST-based interfaces for communication with

downstream devices and controllers. Additionally, it incorporates drivers

(Python-based libraries) for sending notifications on workflow results and

other alerts. In this deployment, Cisco CrossWorks Workflow Engine is

utilized to define and automate repetitive tasks for the MPLS-SR domain.

 Source of Truth: Authoritative sources that track infrastructure inventory

and manage resource allocation. Infoblox serves as the source of truth in this

deployment, managing and tracking IP addresses, service identifiers, service

names, and mapping of these services to devices and locations in the

network.

 Data Platform: The data platform comprises tools that gather data from

various points across the network to enhance insights and provide visibility
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into infrastructure status and performance. While the monitoring tool

supports the visualization of data from multiple sources and includes alerting

capabilities to notify infrastructure administrators when specific conditions

and thresholds are met, the database tool is specialized in handling time-

stamped data for the purpose of tracking and analyzing infrastructure metrics

over time. In this deployment, Grafana is utilized for dashboarding, and

Prometheus is employed as the time-stamped database respectively.

 Infrastructure as Code (IaC): This involves applying CI/CD principles to

network infrastructure, employing automation scripts and templates to define

and govern network configuration in a code-like structure. The deployment

makes use of Azure Repo for source code version control, i.e. version control

for network configurations as code. Azure CI/CD pipeline takes charge of

executing and validating changes, triggering whenever there's an incremental

modification requested to the main branch of the code, indicating an

incremental adjustment to the network configuration. Each CI/CD pipeline

initiates the creation of a persistent workspace for executing the pipeline and

utilizes a container image with all the necessary dependencies. Azure Artifact

Repository is employed to store binaries and outcomes linked to each

execution (network change). These Azure tools work in tandem to manage

state and automate gradual configuration changes for services within the ACI

fabric and the MPLS-SR domain.

 Test Automation: This involves the use of automated tools, scripts, and

workflows to conduct network testing and validation. Utilizing configuration
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parsers and reusable libraries of test functions, it facilitates the creation and

execution of modular test suites, enabling efficient testing of extensive

network infrastructures through parallel execution. In this deployment,

PyATS and Genie are employed for test automation, and are included as a

part of the CI/CD pipeline.

 Controllers: Domain specific Software-Defined Controllers that are used

for provisioning, managing infrastructure devices within a domain. This

deployment uses CrossWorks Network Controller (CNC) to manage the IP

devices in the MPLS-SR domain and APIC controller to manage the leaf and

spines in the ACI fabric. In addition to lifecycle management of network

devices, the controllers work in conjunction with orchestrators to manage

overlay and underlay configurations for networks services in a domain.

 Orchestrators: These are platforms designed to automate the configuration

and management of network devices and services across diverse network

environments. This deployment uses NSO to define and manage the

configurational and operational state of network devices and services in the

MPLS-SR network using standards YANG-based data models. This

deployment also uses orchestration capabilities of Terraform and its

integration with CI/CD pipeline to define and manage the configurational and

operational state of network devices and services on the ACI fabric. Both

NSO and Terraform integrate with the CI/CD pipelines for automated testing

and configuration version control.

Technet24

https://technet24.ir
https://technet24.ir


Figure 13-19 illustrates the execution of CI/CD workflows in this

deployment. All network configurations are stored in a version control

system (Azure Repo), which manages and monitors changes in the network.

Incremental modifications to existing configurations are initially pushed to a

feature branch. These feature branches act as secure spaces where network

developers can safely work on their proposed configurations. A CI/CD

pipeline is then executed in the feature branch to validate the incremental

configuration change for syntax and semantic checks, all without affecting

the master branch.
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Figure 13-19 CI/CD Workflow

Upon successful validation of syntax and semantics in the feature branch, a

pull request is initiated to merge the feature branch into another branch. This

action triggers an additional CI/CD pipeline, deploying and validating the

configuration change in a test environment before integrating the changes

into the main codebase. Once the configurations pass all comprehensive test

sets successfully, network developers request the merging of their branch

with the master configurations. This, in turn, triggers another CI/CD pipeline
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to undergo the approval process, deploy, and validate the change in the

production environment.

Summary

The chapter on Public Sector use-cases delves into the intricacies of

designing and structuring network infrastructure in the contexts of

government and public services. It thoroughly explores an enterprise-wide

design within a public-sector deployment, covering best practices for tenant

design and workload segmentation for private applications in ACI. The

chapter highlights the benefits of integrating ACI with distinct VMM

domains and demonstrates how VMM automation can facilitate a seamless

transition of applications across development, testing, and production

environments. Additionally, it addresses the design considerations for Private

WAN, segmentation, and architecture using MPLS Segment-Routing

(MPLS-SR) and its integration with ACI. Furthermore, the chapter delves

into the domain of infrastructure automation, emphasizing the role of

infrastructure-as-a-code in streamlining processes.
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Chapter 14. Transportation Use Case

This chapter will discuss a use case with the following topics:

 SDA in the campus environment.

 Multi-tier SDWAN topology in the WAN environment.

 ACI segmentation in the data center.

Use Case Overview

Transportation systems encompass numerous agencies and services.

As the use case is discussed in this chapter, the following key points for the

business will be addressed:

 Segmentation must be utilized in the data center to isolate applications

 Segmentation must be extended across the WAN environment.

 Cellular support for segmented transportation vehicles.

 Segmentation must be maintained between all campus locations.

 Dispatchers must only be able to access their agency specific services.

This use case will leverage ACI, SDA and SDWAN to meet the desired
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design.

Overall Design

In this environment, each agency and service must be maintained in isolated

environments within the data center. There are numerous data center fabric

options available; for this use case, ACI was chosen for its proven record in

the data center for segmentation and scalability. Each agency will be isolated

within its own ACI tenant that will then provide agency specific services and

security. The segmentation will be extended to the remote locations and

vehicles via an SDWAN topology with cloud hosted Catalyst SD-WAN

Manager, Catalyst SD-WAN Validator and Catalyst SD-WAN Controller.

SDA is then used at campus locations, such as, dispatch centers, to maintain

the end to end segmentation and policy.

The new end to end multidomain architecture will obviously not be turned up

in one maintenance window, or even in just a few windows. The services

which are currently shared in the data center must be accessible for all

environments throughout all of the changes. Also, since there are various

operational teams that manage the different environments, each domain

should be independent of the others while also accommodating that different

domains will deploy at different rates. As an example, in the data center,

agency 1 may have already migrated to exist only in ACI, while agency 2

exists in both ACI and the legacy environments as a result of ongoing

migration. Other agencies might still exist in the legacy environment. At the
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same time, remote locations and the WAN environment may be migrating at

differing rates themselves.

Therefore, each domain — SDA, SDWAN and ACI — will be designed to be

independent of each other. In order to facilitate all of the conceivable traffic

patterns, as well as, to support the independent migration strategies and

timelines, the engineer must first consider the potential traffic flows in the

data center. Figure 14-1 illustrates how a single data center is migrated

initially to support a new DC Aggregation layer.
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Figure 14-1 Data Center Aggregation Layer

In some organizations, a data center aggregation layer may already exist. The

layer allows for all other domains in the data center to be considered as
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individual groupings or pods. The DC aggregation layer supports high speed,

high bandwidth routing and switching between the other pods and allows for

the ACI and SDWAN environments in the data center to be deployed

independently. The layer will now provide network access to the ACI

environment via the ACI Border Leafs, the SDWAN service side

environment, as well as, all of the legacy data center environment.

The DC aggregation layer will address the requirements for modularity in the

data center environment between ACI, SDWAN and the legacy environment;

however, it will present some new challenges with remote site routing unless

carefully considered. The routing will be discussed later in this chapter. So

far, the modularity piece of the SDWAN and SDA environments have not

been discussed.

Similar to the earlier financial use case, the SDA and SDWAN environments

will utilize the two box solution. This will allow for campus locations to

deploy SDA regardless of whether SDWAN is already provisioned at the site

or not. Additionally, the WAN environment may be able to move faster by

deploying SD-WAN Edge routers at each location with a standard template

for non-SDA locations and another for SDA locations. Moving the campus

environment to SDA, then, only requires attaching the SDA version template

to the already provisioned SD-WAN Edge with the appropriate new variable

values.

The SDA campuses themselves will be modular in design, as well.
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Regardless of campus size, the SDA will be utilized as a single module that is

then capable of direct connectivity to any other modules, including the WAN

module, that may be necessary for the location.

There are different teams of personnel supporting the different domains.

There are also different requirements at each location, even within the same

domain. Therefore, a strict standardized design must be created upfront that

accommodates all of the various agency requirements that is then followed

throughout all of the deployments.

One will notice that the ACI and SDWAN environments must handoff to

each other via the DC aggregation layer. Also, at each location that supports

SDA, SDA and SDWAN handoff directly to each other. Since segmentation

of the agencies must be maintained once it is created, a standardized table of

reserved dot1Q VLAN numbers is created for each agency tenant. For

instance, tenant (agency) 1 may be given the VLAN 3001. This VLAN is

then utilized for all of the inter-domain handoffs for agency 1 throughout the

entire environment. Making the SDWAN service VPN the same value further

simplifies the design and improves the operational efficiency. Including the

same value as part of the Tenant name in ACI and the VN name in SDA

makes it easier for operations personnel to further identify the usage.

Data Center Design

Focusing on just the data center, this section will examine the design and
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routing requirements and how they are addressed. The first concern is how to

route traffic between legacy and new domains. In the beginning, all traffic

will flow only in the global routing table. If the business already has some

macrosegmentation through VRF-lite, then this concern may already be

addressed via some form of fusion routing; however, most likely, all traffic

will only reside in the global routing table. As ACI and SDWAN begin their

individual migrations, at some point, some services will reside in the ACI

environment while others will reside in the legacy environment. At the same

time, some remote locations will have been migrated to SDWAN, while other

locations will still be utilizing the original WAN topology.

During this phase of the deployment, which will exist to some extent until the

final migrations are completed, traffic must be able to flow as optimally as

possible between all environments. Figure 14-2 shows the interconnectivity

between the various domains, SDWAN, ACI, the legacy data center and the

legacy WAN, with the addition of the DC aggregation layer.
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Figure 14-2 Data Center Design
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The first important note is that only the global routing table exists on the DC

aggregation layer. This allows the aggregation layer to perform fusion routing

as needed between the legacy and IBN environments. The reader should

notice the use of dashed lines from the SD-WAN Edge headend devices and

the ACI environment. As discussed, the DC aggregation layer only uses the

global routing table. Therefore, in order to maintain segmentation, for any

tenant/service VPN that exists in either ACI or SDWAN, but not both, the

ACI or SDWAN environment will use the transport VLAN to peer with the

DC aggregation layer. When both ACI and SDWAN in the datacenter are

configured to support a particular tenant, then the SDWAN peering to the DC

aggregation layer for that particular tenant is removed, if necessary. This

allows for the service VPN and the ACI tenant to be directly stitched together

and simplifies the routing configurations on the DC aggregation layer.

Maintaining both BGP peerings (SDWAN to aggregation layer and ACI to

aggregation layer) creates unneeded additional complexity in the data center

and WAN routing design.

From a routing perspective, as shown in Figure 14-3, each module in the data

center will utilize its own ASN with eBGP peering between itself and the DC

aggregation layer. Non-migrated remote locations will exist in the global

routing table and are sourced from the legacy WAN ASN. Non-migrated

services in the data center will be in the global routing table and are sourced

from the legacy data center ASN. The ACI Border Leafs will source the

networks for tenants that have begun migration to ACI. For remote locations

that have migrated to SDWAN, those remote location networks will appear to
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come from the SDWAN headend SD-WAN Edges to the Aggregation Layer.

For remote locations that have migrated to SDWAN and have begun

migration to ACI, the remote location will appear to arrive from the ACI

Border Leafs, as well as, the SDWAN headends; however, with an additional

as-path hop. This could potentially lead to some adverse routing scenarios if

other BGP routing policies have been applied. Additionally, there may be

security services within the ACI environment that are required to occur. For

this reason, removing the “short-circuit” BGP peering from the SD-WAN

Edge headends to the Aggregation Layer will drive traffic between the

SDWAN domain and the remaining domains through the ACI services

environment for that tenant prior to traversing the Aggregation Layer.

From a high level, this routing topology is quite straightforward; however,

the design has not yet addressed redundant data centers. Using eBGP

prevents looping; however, it does not prevent suboptimal routing. Consider

a prefix that originates from the legacy data center environment in DC1. For

simplicity, imagine that the ACI environment is not yet operational. Figure

14-3 illustrates how the prefix is advertised to the data center aggregation

layer. The data center aggregation layer advertises the prefix to both the

SDWAN environment and the legacy WAN environment. In SDWAN at

DC1, the prefix is advertised into OMP. Meanwhile, the prefix is advertised

across the service provider environment to the secondary data center, DC2.

The prefix is advertised to the data center aggregation layer at DC2 and then

to the SDWAN devices and legacy data center environment. At this point, the

same prefix is advertised by the DC2 SD-WAN Edges into OMP. Without
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any policy considerations, the prefixes from the DC2 SD-WAN Edge are the

same preference as the DC1 SD-WAN Edge advertisements. Even with a

dedicated DCI, or Data Center Interconnect, between the two data centers,

this type of phenomenon will occur due to the redundancy aspects of the

environment.

Figure 14-3 Suboptimal DC Routing

In order to prevent suboptimal routing while still maintaining the redundant

backup paths, policy must be created to ensure that traffic follows the more

optimal pathway. In this scenario, it is recommended to standardize a set of

community values that are added to the prefixes and propagated through the
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environment with the prefix advertisements. For instance, the community X

is identified to signify that a prefix originated from the DC1 location. When

that prefix arrives at a headend SD-WAN Edge, the SD-WAN Edge translates

the BGP community to a specific OMP tag. For instance, at DC1, the DC1

community X is translated to OMP tag 100 while the DC2 community Y is

translated to the OMP tag 50. At first glance, one may want to use the BGP

communities as part of the OMP policy configuration. However, this creates

unneeded complexity in the OMP control policies. Using the OMP tags, the

same control policy may be used inbound with DC1 and DC2 to translate the

OMP tag to OMP preference values. The SD-WAN Edge could simply

translate the BGP community to an OMP preference; however, setting the

OMP tag allows the prefix to be identified inside the OMP environment later

on, if desired.

Just as the service provider could inadvertently become a suboptimal transit

path, the DCI and ACI environments could also potentially become

suboptimal routing pathways. As such, liberal use of community marking on

BGP prefixes is important to ensure proper optimal routing while providing

backup routing pathways when needed. Therefore, any device that sources a

prefix in BGP must mark the source location with a location specific

community. This prevents such oddities as a point to point network that exists

in DC1 from appearing to be preferred from DC2, for instance. If ACI is

advertising a prefix that appears to exist in both data centers, then that prefix

must be marked with the correct community that identifies it as preferred

from DC1, DC2, or both, as desired. In this way, the policy created for the
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environment will continue to function normally driving traffic between

domains in the optimized and desired fashion.

Once the community system is created, it scales easily beyond two data

center environments, as well as, allowing for support of more complicated

policy in a straightforward fashion. For instance, suppose DC3 provides some

services; however, it should never be a transit path for traffic between either

DC1 or DC2 and the remote locations. Traffic between DC3 and the other

two DCs should take the SDWAN pathways. Therefore, prefixes with the

DC1 or DC2 community are not advertised from the DC3 data center

aggregation layer to the SD-WAN Edges, and, in OMP, only the prefixes

with the DC3 community are advertised towards the DC1 and DC2 SDWAN

devices. Other scenarios depending on the client may be created, however,

the use of the OMP tags for SDWAN preference for egress and the BGP

communities for location origination allow for effective policy management

and control.

Campus Design

At the remote campuses, such as, a dedicated dispatch center, the campus is

designed from a modular perspective allowing for the SDA environment to

be scaled and managed separately, if required, from the other functional

modules. SD-WAN Edge routers are used for the WAN connectivity across

the service provider transports. By utilizing the SDA-SDWAN two box

solution, the SDA Border Nodes are the Core of the local campus network.

Technet24

https://technet24.ir
https://technet24.ir


This instantly allows the SDA and SDWAN environments to be designed and

deployed separately, as well as fuels the push towards a standardized,

modular design. The SD-WAN Edges may be interchanged based on

throughput requirements without affecting the design of the SDA campus.

Meanwhile, the SD-WAN Edges handoff to the core (the SDA Border

Nodes) regardless of the size of the campus location or individual service

requirements.

In Figure 14-4, three different scale models for SDA are shown. In each

scenario, the other functional blocks at the campus are connected to the two

SDA Border Nodes that are providing the traditional core layer connectivity.

The difference in the three models in the number of tiers or levels in the

topology required to support the number of endpoints at that particular

campus location. The modular design allows for easily adding or removing

functional blocks from a campus with time, as well as, somewhat painless

expansion in the SDA fabric itself if required.
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Figure 14-4 SDA Campus Models

Based on the agencies that are utilizing a particular campus location, the local

SDWAN edge devices are provisioned with the appropriate service VPNs. As

mentioned previously, a standardized mapping for VLAN — ACI Tenant —

SDA Virtual Network — SDWAN Service VPN will create a system for

easily adding, removing and managing the various architectural domains at

each location even by disparate teams within the organization.

Transportation Specific Entities

The data centers and the various campuses, such as, dispatch centers, are not

the only locations in the overall network topology. Some agencies may

provide support to buses and trains that will require additional network

services. For these network locations, an SD-WAN Edge router is utilized to
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connect the network to the bus or train. Due to the prevalence of cellular

coverage in the modern world, it is not uncommon to use a cellular transport

with the SDWAN router to provide an easy underlay transport.

Imagine a bus running its route throughout a major city as a new smart bus.

The driver must be able to communicate with dispatchers within their own

agency. Perhaps, there is a kiosk or other screen that presents route

information to the riders. Additionally, there may be guest WiFi services that

allow users to check their accounts, etc. All of these services may be easily

accomplished as shown in Figure 14-5 even as the bus is following its route

through the city. Even the buses exact GPS location is known as advertised in

the system, so that commuters waiting at various stops ahead know when the

next bus will arrive.
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Figure 14-5 Bus Network

The transportation industry not only includes buses and subways in the city,
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but larger trains, ships and trucks that may be carrying cargo in addition to

the travelers. In each of these scenarios, the bus network model may be

extended to accommodate the larger scenario. The ship scenario is quite

interesting. When a cruise ship is docked, it has access to physical lines at the

location; however, once disconnected, the available transport bandwidth is

now limited mainly to satellite. How does the network accommodate these

changes?

As Figure 14-6 shows, when the ship is in dock, the local wired network

actually becomes a private, preferred transport utilized by the SDWAN

routers. Since the SDWAN environment requires and maintains certain

security features, such as, IPsec traffic and allowlist device onboarding in the

environment, the exposure to the organization if the wired connections are

compromised are mitigated. This also prevents any routing churn in the ship

as cables are connected or disconnected since the SDWAN environment

simply adds or removes transports allowing for a seamless user experience.
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Figure 14-6 Docked Ship Network

Campus Macrosegmentation

In all of the domains — SDA, ACI, SDWAN — some form of underlay

network exists. In SDA, SDA defines the global routing table used as the

underlay as a Virtual Network, the Infra_VN. For the campuses, as well as,

the vessels that require SDA due to size, e.g. trains and ships, the SDA

Infra_VN will be used to handle the management traffic of the Catalyst fabric

switches, the connectivity between SDA devices for VXLAN encapsulated

traffic, and CAPWAP traffic for the wireless environment.

For all of the vessels, there will be a Corporate Virtual Network. On the

vessel, this SDA VN supports all of the crew and devices for normal

operational usage. At the various campus locations, the Corporate VN not

only encompasses the agency users and devices, but it also includes any

devices that exist outside the Core/SDA Border Nodes that are part of the

campus location. This may include additional local servers that exist behind

firewalling, for instance.

Additionally, one to three other SDA Virtual Networks may be found on the

vessels — Guest, BYOD and Kiosk. The Guest Virtual Network obviously

allows the Guest users remote access across the agency network to the

internet. From an SDWAN perspective, this may be simple DIA services

provided with local enterprise firewall services on the SDWAN router;
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however, there is the option to backhaul the traffic to provide some additional

means of security protection for the agency.

The SDA Guest Virtual Network may also be available in the various campus

locations depending upon the agency usage. For instance, Guest VN support

at a campus location that provides ticketing makes sense, while it may not be

required at a dedicated dispatch center.

The Kiosk VN may or may not exist as a separate SDA Virtual Network

depending on the security requirements of the agency; however, maintaining

it in its own Virtual Network is described here since it greatly reduces risk of

utilizing the kiosk by a bad actor for access across the network. This VN may

exist at all locations and vessels that provide support for guest services.

Depending on the size of the location, there may be only one device in the

VN or quite a few; however, by maintaining the macrosegmentation, the

entity may be assured that the risk of the device(s) has been minimized.

The BYOD Virtual Network allows corporate users to utilize their own

devices within the corporate environment. The Guest SDA VN may be

extended into a dedicated DMZ in the data centers for internet access while

the BYOD SDA VN could be extended to an ACI tenant that allows for

security inspection prior to access to the remaining network topology.

Depending on the campus location, support for IOT and other physical

infrastructure may be required in a unique VN separate from the primary
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Corporate VN may be required. In Figure 14-7, the interconnections between

a single Core/SDA Border Node and the other blocks are shown.

Figure 14-7 One BN Physical Handoff

The potential SDA Virtual Networks that may be found at a single location

are listed in Table 14-1.

Table 14-1 SDA Virtual Networks
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DC and WAN Macrosegmentation

The intent is for the macrosegmentation to be continued throughout the WAN

environment into the data center services via SDWAN and ACI. This section

will discuss how the campus macrosegmentation is extended throughout the

environment.

Regardless of remote location, whether it is a vessel, a data center, a dispatch

center, or general campus facility, every location is connected via the WAN

underlay by an SD-WAN Edge router. The service VPN membership

provisioned on a particular SD-WAN Edge router will determine exactly

what ACI services are available to a location.

Consider that the Corporate VN on a bus may require different services from

the Corporate VN on a ship. For instance, the ACI tenant in the data centers

providing the ship centralized services may be a different ACI tenant from

the bus services. Therefore, even though the bus and the ship both have an

SDA Corporate Virtual Network, the SDWAN environment uses a different
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service VPN for each of those locations, one for ships and one for buses in

this example. Even though the two locations have the same named SDA

Virtual Network, they are completely isolated via the SDWAN environment

from each other meaning that they must be stitched together in the data center

via a shared ACI tenant or other fusion routing mechanism if access between

this is required.

Continuing the example further, drivers between buses may need direct

communication between each other for traffic updates, the SD-WAN Edge

routers may be configured for dynamic tunnels in the Corporate Bus Service

VPN to allow for a direct tunnel between the vessels when required that is

later torn down to prevent unneeded overhead.

As described, even though the SDA locations may reuse the names of the

Virtual Networks, the SDWAN environment isolates different locations

based upon actual usage. The avid reader may notice that on the surface this

seems to violate the standardized mapping requirement mentioned earlier;

however, Table 14-2 demonstrates three mappings to make the point clear

while illustrating the mapping requirement is a hard requirement. The table

compares a possible buildout for the SDA Guest Virtual Network with the

SDA Corporate Virtual Network at two distinct entities.

Table 14-2 Virtual Network Mappings
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The data center continues the macrosegmentation into the ACI environment.

In these locations, the standardized VLANs from all of the possible SDWAN

service VPNs tie into the various ACI tenants following the established

standard. As mentioned previously, the SD-WAN Edge routers peer directly

to the ACI border leafs for those service VPNs that have already been

migrated into ACI while the other service VPNs have the SD-WAN Edge

router peering directly with the DC aggregation layer to support the legacy

environment.

Microsegmentation

The macrosegmentation of the entire topology creates a large, segmented

environment that may not require much additional work via

microsegmentation. However, depending on the enterprise’s use case, some

microsegmentation may be required.

Consider the bus scenario. Here, microsegmentation may be overkill and

create unneeded complexity. There may only be two corporate users on the

bus — the driver and a conductor, for instance. That leaves corporate devices,

guest users and the kiosk devices. Therefore, the SDA microsegmentation

rules for a bus would be a single SGT tag (CorporateBus) for the Corporate
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environment VN that allows reachability between all CorporateBus

devices/users on the bus. The bus personnel could have a second SGT

separate from CorporateBus as CorporateUser if devices and users require

different policies in general. For the Guest VN, all users have the Guest SDA

VN, and Guest to Guest traffic is blocked. The kiosks are in their own VN

with the Kiosk SGT. Kiosks are only allowed to send and receive data from

KioskServers which are located in the ACI environments.

So far, the SDA SGTs listed in Table 14-3 have been defined with minimal

policy to accommodate the bus scenario.

Table 14-3 SDA Bus SGTs

The ship, train and airline environments may be larger; however, there

microsegmentation requirements may be matched with the bus environment

or expanded as required. Here, care should be utilized to prevent

overcomplication of the environment without real advantages.

In each of these environments, as well as, in the larger campus environment,

the base SGTs used on the bus environment may be extended for additional
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microsegmentation usage. This would mostly be around the Corporate VN

where there may be additional microsegmentation requirements for human

resources personnel and services, etc. These will vary by entity.

The SDA SGT values are propagated between the various locations via the

SDWAN environment. Inside the data center, the translation between the

SGTs in the SDWAN environment and the EPGs in the ACI environment

requires work with ISE as an intermediary. Configuring ISE to support the

translation of SDA SGTs to an ACI EPG is possible; however, the translation

results with the EPGs only available in one tenant. Depending upon the ACI

microsegmentation requirements, it may be more feasible to maintain a

separate policy in the ACI environment that does not require the

microsegmentation markings to be maintained between the ACI environment

and the SDA-SDWAN environment.

SDA Datacenter Services

All of these architectures require data center services to be deployed and

maintained. As is normally the case, the enterprise would not want a single

failure to disrupt the functioning of the system. Obviously, transport vessels

themselves may be self contained in the event they lose connectivity to the

WAN intermittently; however, the impact of those instances should be

minimized. This section discusses the design and deployment of fully

redundant management planes.
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The SDA management plane consists of ISE and Catalyst Center. With ISE,

redundancy is fairly easy to achieve via a multinode ISE deployment. Two

PANs, or Policy Administration Nodes, are deployed, one in each of two

datacenters in the region. Likewise, two MNTs, or Monitoring and

Troubleshooting Nodes, are deployed, one in each datacenter. For the pxGrid

support, one dedicated ISE PSN is used in each datacenter for pxGrid

services. If SXP is required, then a pair of dedicated PSNs for SXP may also

be deployed, one in each datacenter. One pair of SXP PSNs will only support

200 SXP peerings, and only four pair of SXP PSNs are supported in a single

ISE multinode deployment. Therefore, consider using a pair IOS-XE routers

to scale the SXP peerings, if necessary. The PSNs are scaled based on

endpoint requirements and deployed at multiple locations. Figure 14-8

illustrates the ISE deployment model in a region across the two datacenter

locations.
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Figure 14-8 ISE Multinode Deployment

SDA supports High Availability and Disaster Recovery in Catalyst Center. If

one were to deploy a single node Catalyst Center deployment, then the loss of

connectivity to the device would interrupt fabric management, prevent

streaming assurance data, limit scaling capabilities, etc. HA cluster support

was developed to address some of these issues. As shown in Figure 14-9, the

Catalyst Center has two interfaces connected to a switch in the datacenter.

One interface supports a layer 2 link between the other two Catalyst Centers

at the location allowing for communication and replication between the

devices. The other interface is the enterprise interface allowing for layer 3

connectivity of the Catalyst Center to the remainder of the network. This

interface supports a virtual IP address that represents to the network all three
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cluster members on the same subnet. The Catalyst Center supports two other

interfaces to further isolate management traffic flows; however, they are

unused here for this use case.

Figure 14-9 HA Catalyst Center with Single Interface Links
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This deployment of Catalyst Center is more redundant than a single node

deployment; however, notice that a single switch may still disrupt the

management plane traffic or the assurance data for instance. This led to the

development of redundant interfaces in the Catalyst Center chassis, as is

normally seen in port-channels. This gives rise to the cabling shown in Figure

14-10.

Figure 14-10 HA Catalyst Center with Redundant Interfaces

While the redundancy support is more robust, notice that all of the equipment

still exists in a single datacenter. Some entities may have the requirement that
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no single failure should take down the system. What if the single failure is the

loss of a datacenter due to catastrophic reasons? In order to fulfill the

requirements, Catalyst Center Disaster Recovery was introduced to allow for

an identical Catalyst Center deployment in a separate location receive

incremental replication data of fifteen minute intervals, as well as, support to

become the active location. In order for the system to be fully automated for

recovery, a third node, the witness PC, is deployed at a third geographical

location, as shown in Figure 14-11.
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Figure 14-11 Catalyst Center Disaster Recovery

With an HA cluster and a single virtual IP in the subnet, it was easy for the

network devices to interact with Catalyst Center. They sent the traffic to the

HA VIP, and the datacenter routing brought the traffic to the DC and the

Catalyst Center cluster. However, now a virtual IP address must be created to
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support the two different Catalyst Center clusters. Therefore, the HA VIP for

each cluster is part of the local subnet, and another DR VIP that represents all

of Catalyst Center DR deployment is created. Additionally, the active side

Catalyst Center advertises the DR VIP host route via BGP to the directly

connected layer 3 device. The three locations, DR Primary, Secondary and

Witness, communicate with other directly to indicate which sites are online.

In order for a site to remain active, it must maintain two votes from the three

locations. If it only has its own vote, it will withdraw the route from BGP

thereby preventing a split-brain scenario since the other two locations are

most likely still connected. The DR BGP process is illustrated in Figure 14-

12.
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Figure 14-12 Catalyst Center Disaster Recovery BGP

While ISE and Catalyst Center are provisioned within the entity’s data center

environments, a fully redundant deployment of Catalyst SD-WAN Manager,

Catalyst SD-WAN Validator and Catalyst SD-WAN Controller in the cloud

may be the preferred alternative instead of on premise. While both are valid

deployment models, the cloud option provides simplified management for

operations personnel especially via cloud hosted options. For Catalyst SD-

WAN Validator and Catalyst SD-WAN Controller, the cloud deployment and

scaling easily addresses any redundancy options the enterprise may have.
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With a cloud managed solution, the Catalyst SD-WAN Manager may be a

single virtual machine or a clustered deployment. In either case, snapshots

may be used to backup a deployment. Redeploying the snapshot provides fast

recovery in the event of a catastrophic disaster. Even without the Catalyst

SD-WAN Manager, the network would continue to function normally, only

management functions would be impacted until the services are restored.

For cloud managed environments, Catalyst SD-WAN Manager Disaster

Recovery provides only limited improvement over the backup and snapshot

approach. However, for on premise deployments of SDWAN services, one

may consider the Catalyst SD-WAN Manager DR feature a viable option for

both disaster recovery, as well as, planned maintenance activities.

SDWAN Centralized Policy

In this use case, the topology may extend to numerous countries or regions

within a country or city. It is expected that the deployment will have two or

more datacenters with headend SD-WAN Edges providing access to the

centralized services. As mentioned previously on the discussion of

intercommunication between buses, dynamic tunnels may be required

between transportation vessels. Otherwise, there communication patterns are

more hub and spoke with the data centers. However, the physical campus

locations may require a more typical full mesh topology. As shown in Figure

14-13, site IDs for SDWAN are created based on a system that uses the

location and agency identifiers to determine topology.
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Figure 14-13 Site IDs

Since the control policy applied to a site is dependent on the site’s location

and role, and the service VPNs at that particular location type are

standardized, only a very limited per VPN control policy may be required to

be utilized. Specifically, for the Service VPN providing Guest support, it is

strictly hub and spoke with the data centers only at all locations. However,

the Service VPNs used for the corporate services at all of the facilities may be

full mesh (campuses) or hub and spoke with an optional dynamic tunnel

component (buses, ships, etc.). Using dynamic tunnels between all remote

sites as dictated by the traffic flows may simplify the application and

management of the policy overall. The following policy in Example 14-1
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uses a simplified numbering system to illustrate how the dynamic policy and

VPN topologies could be configured and deployed. The actions in sequences

30 and 40 are used to set the backup TLOCs for the other spoke OMP routes

to the hub TLOCs. This example only shows the centralized policy required

for the dynamic tunnels, other configurations are required to utilize the

feature, such as, enabling traffic engineering on the hubs themselves.

Example 14-1 Site ID Dynamic Tunnel Control Policy

! Dynamic Tunnel Control Policy
policy
 lists
  site-list SL-DCs
   site-id 1000-1099
  !
  site-list SL-BUSES
   site-id 2000-2199
  !
  tloc-list TL-HUBS
   tloc 10.0.0.1 color public-internet encap ipsec
   tloc 10.0.0.1 color biz-internet encap ipsec
 !
 control-policy CP-TO-BUSES
  sequence 10
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   match route
    site-list SL-DCs
   !
   action accept
   !
  !
  sequence 20
   match tloc
    site-list SL-DCs
   !
   action accept
   !
  !
  sequence 30
   match route
    site-list SL-BUSES
   !
   action accept
    set
     tloc-action backup
     tloc-list TL-HUBS
   !
  !
  sequence 40
   match tloc
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    site-list SL-BUSES
   !
   action accept
  !
  default-action reject
 !
!
apply-policy
 site-list SL-BUSES
  control-policy CP-TO-BUSES out
!

The CP-TO-BUSES control policy handles the hub and spoke requirement

with dynamic tunnels between busses for the buses themselves. Similar

control policies may be written for the remaining non-hub locations in the

environment. The example provided would allow for dynamic tunnels for any

Service VPNs that exist at both sites. For the Corporate VPN, this is the

desired behavior; however, other Service VPNs may not desire the direct site

connectivity. Therefore, Example 14-2 extends the original policy with per-

VPN logic. Notice that only sequence 30 is changed which now utilizes a

VPN list and a TLOC list.

Example 14-2 Dynamic Tunnel Control Policy with Per-VPN Enhancement
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! Per-Country Control Policy
policy
 lists
  vpn-list VL-CORPORATE
   vpn 3100
  !
  site-list SL-DCs
   site-id 1000-1099
  !
  site-list SL-BUSES
   site-id 2000-2199
  !
  tloc-list TL-HUBS
   tloc 10.0.0.1 color public-internet encap ipsec
   tloc 10.0.0.1 color biz-internet encap ipsec
 !
 control-policy CP-TO-BUSES
  sequence 10
   match route
    site-list SL-DCs
   !
   action accept
   !
  !
  sequence 20
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   match tloc
    site-list SL-DCs
   !
   action accept
   !
  !
  sequence 30
   match route
    site-list SL-BUSES
    vpn-list VL-CORPORATE
   !
   action accept
    set
     tloc-action backup
     tloc-list TL-HUBS
   !
  !
  sequence 40
   match tloc
    site-list SL-BUSES
   !
   action accept
  !
  default-action reject
 !
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!

Without any requirements on symmetric routing, route preference

configurations are minimized. However, it would be expected that the traffic

destined to DC1 should be preferred to ingress at DC1 over DC2. This is

where the usage of the communities in BGP may be used to influence the

OMP route preference in SDWAN. Alternatively, advertising DC specific

prefixes from its data center while advertising general summary routes from

all data centers is another method to easily manage this preferred routing

scenario.

Summary

This use case is difficult due to all the domains that much be managed and

stitched together. However, taking the requirements of the whole system and

addressing them based on the features and functionality in a given

architecture helps to limit the complexity. Standardization across the entire

enterprise allows for simpler designs and deployment.
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