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Microsoft Azure Roadmap

* Microsoft Azure
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* Azure, Azure AD, Tenant
* Subscription

* Azure Resource Manager
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Key Azure Services for IR

Key services for incident response and forensics:

- RSl —

Azure Compute Networking Storage
Active
Directory

FOR509 | Enterprise Cloud Forensics and Incident Response

MM

Azure is an ecosystem of resources that can be molded to achieve anything you want. It’s a large ecosystem,
so we will need to focus on the elements you are most likely to encounter during an incident response or
forensic investigation. To that purpose, we will investigate where useful logs are stored, how to access them,
and how to interpret them.

We will focus on four products: Azure Active Directory, compute, networking, and storage.

Before we can start, we must cover some Azure fundamentals, so everyone has a good foundation. We will
discuss concepts such as tenants, subscriptions, Azure Resource Manager, role-based access control, and how
to access the Microsoft cloud.

All icons courtesy of Microsoft Azure Cloud and AT Symbol/Icon Set.!

1. https://for509.com/azureicons
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Azure Structure

Root

AleI‘e Tenant Management

Group

1
Azure Management Groups

Resource Group

Resources .

Management Groups are optional
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The Azure structure contains five main components:

1. The Azure Tenant represents an organization. It’s associated with a dedicated Azure Active Directory
instance which provides identity and access management.

2. Management groups' are useful to organize subscriptions. They are popular in enterprise accounts, as
they help organize the large number of subscriptions these companies are likely to have. For example,
you could create management groups to separate production subscriptions from non-production
subscriptions. Another example is creating management groups for each corporate department. The
benefit of management groups is the ability to create policies that impact all the subscriptions that belong
to that management group at once. It’s a lot easier than applying policies to each subscription, one at a
time. That being said, management groups are an option, and they are not implemented by every
company.

3. Subscriptions allows you to organize resources in Azure. Billing is often associated with each
subscription (particularly when management groups aren’t used). You can think of a subscription as a
folder.

4. Resource groups are a method to keep related resources organized. You can think of a resource group as
a container.

5. Resources are very varied in Azure. There are hundreds of possibilities. The most common are virtual
machines, networking, and storage.

1. https://for509.com/management-groups

© 2022 Pierre Lidome 5



@ @ . Tenants can have multiple Azure

M M subscriptions

* They all share a single Azure
Active Directory

« Users permissions are defined in
AAD

* Subscriptions are a resource
boundary

* Subscriptions have resource
limitations, and higher CPU
counts have to be requested

Pymtechlabs AAD

45
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Now that we have our tenant setup, we need to define one or more subscriptions. As stated by Microsoft, “a
subscription is an agreement with Microsoft to use one or more Microsoft cloud platforms or services, for
which charges accrue based on either a per-user license fee or on cloud-based resource consumption.”!

Companies will generally set up numerous subscriptions in order to keep track of charges incurred by
different projects. This is a very important concept, as you will need permissions for each subscription that
holds the resource(s) you are investigating.

Subscriptions have resource limitations, and higher limits need to be requested when needed. The first
limitation you are likely to experience is a limit on the number of virtual CPUs (vCPUs). A higher limit can
be requested via a ticket to the Microsoft helpdesk.

We will now discuss how resources are created and permissions to these resources managed.

1. https://for509.com/subscriptions

6 © 2022 Pierre Lidome
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Azure Resource Manager

Azure Portal ~ Azure PowerShell Azure CLI ~ REST clients ¢ Underlylng service fOI'

deploying and managing
\% resources in Azure
Azure Resource Manager <— Azure RBAC * Consistent management
layer: interfaces with Azure
Portal, Azure PowerShell,
Azure CLI, and REST clients
l l l » Resource Manager template
&S B2 o> 3 G (infrastructure as code)
A Virtal Network Virtual Network M Virtual Network Very similar to AWS Cloud

Virtual Machine Virtual Machine g Virtual Machine g .
= Formation

Disk Storage Disk Storage

Resource Group Resource Group Resource Group

Disk Storage
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Before we can discuss virtual networks, virtual machines, and storage, we need to understand how these are
deployed and managed. The answer is the Azure Resource Manager, which provides a management layer that
enables the creation, updating, and deletion of resources.!

The advantage of the Azure Resource Manager is that it can take instructions from many different interfaces:
Azure Portal, Azure PowerShell, Azure CLI, and REST clients. Yet, the result will be the same irrespective of
your choice of interface.

Azure Resource Manager also supports templates (in JSON format) that enable you to deploy resources
consistently and repeatedly. This is sometimes referred to as “infrastructure as code.” This is very similar to

AWS CloudFormation.

Azure Resource Manager applies access controls based on Azure role-based access control (RBAC), which
we will discuss shortly.

1. https://for509.com/resourcemanager

© 2022 Pierre Lidome 7




Resource Groups

Azure Resource Manager <— Azure RBAC

Resource Group Resource Group

l l

* Resource Groups: Container
that holds related resources

* Resource Providers: Service
that supplies the resources you
can deploy and manage through
resource manager

p
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Resources (virtual machines, networking, storage accounts, databases, etc.) should be grouped inside resource
groups based on their purpose or commonality. In other words, a resource group is a container that holds
related resources. You may have as many resource groups as you wish.

One of the main advantages of resource groups is that you can deploy, update, or delete all resources
contained in a resource group at once. You can also set role-based access for each resource group.

Investigative hint: Ideally you will be granted permissions at the subscription level. However, you could
encounter a situation where you are only granted permission to a specific resource group. Be aware of this
limitation, as you will have a very narrow view of the infrastructure being used. This is not a good situation,
and you should attempt to get higher-level permissions to have a complete view for your investigation.

A resource provider is a service that supplies the resources you can deploy and manage through the Resource
Manager. For example, if you want to deploy a virtual machine, the Microsoft.compute resource provider will
be invoked. Similarly, a storage account will invoke the Microsoft.storage resource provider.

The two items you will interact with the most are resource groups and resources. It’s important to know about
Azure Resource Manager and resource providers to have a complete picture, but they perform their jobs in

the background.

8 © 2022 Pierre Lidome
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Key Resources for DFIR
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Microsoft Azure offers hundreds of products.!

For the purposes of incident response and forensics, we will focus on just a few products:
+ Identity and Access Management

* Azure Active Directory: Identity management
* Networking

* Virtual Networks: Provisioned private networks

* Network Security Group: Filters network traffic to and from Azure resources
*  Compute

* Virtual Machines: Support for Windows and Linux virtual machines

* Azure Functions: Serverless solution to implement compute-on-demand
* Storage

» Disk Storage: Persistent storage from virtual machines

» Blob Storage: REST-based object storage for unstructured data

» Storage Account: Container for disk and blob storage. Storage account also contain queues,
tables, and file shares.

» Storage Explorer: View and interact with Azure storage resources. Storage Explorer is a
graphical frontend for AzCopy, which we will discuss in more detail in the storage section later
in the class.

* Analytics

* Log Analytics: Collect, search, and visualize logs

* Event Hubs: Real-time data ingestion service

* Azure Sentinel: Cloud-native SIEM and intelligent security analytics

1. https://for509.com/azureproducts

© 2022 Pierre Lidome 9




Azure Resource ID Definitions

e Subscription ID
“d841fb8e-coc7-46fd-ad91-3689e704d1fd”

* Resource Group
“Research”

* Provider
“Microsoft.Compute”

 Virtual Machine
“MiningVM”

These resource IDs are combined to create resource ID strings.

SANS FOR509 | Enterprise Cloud Forensics and Incident Response 10

Now that we understand the hierarchy that defines an Azure resource, let’s look at the internal notation.

* Subscription ID: Globally Unique Identifier (GUID) that belongs to your tenant

* Resource Group: User-generated name

* Provider: Name of the service that supplies the resources you can deploy and manage through Resource
Manager

* Resource: Specified by its type and the name given by the user

In the next slide, we will see how Azure puts everything together in a single URIL

10 © 2022 Pierre Lidome
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Azure Resource ID Strings Examples

* Resource ID string for the VM

/subscriptions/d841fb8e-coc7-46fd-ad9g1-
3689e704d1fd/resourceGroups/Research/providers/Microsoft.Compute/virtualMachines/M
iningVM

* Resource ID string for the OS disk

/subscriptions/d841fb8e-coc7-46fd-ad9g1-
3689e704d1fd/resourceGroups/Research/providers/Microsoft.Compute/disks/MiningVM__
disk1_213aa18e15cb44a68812d435fff3c508

* Resource ID string for the network interface
/subscriptions/d841fb8e-coc7-46fd-ad9g1-
3689e704d1fd/resourceGroups/Research/providers/Microsoft.Network/networkInterfaces/
miningvm106

SANS FOR509 | Enterprise Cloud Forensics and Incident Response 11

Every item in Azure has an associated Universal Resource Identifier (URI) that follows the format:

/subscription/<Subscriptionld>/resourceGroups/<resourcegroupname>/providers/<providername>/<resource
Type>/<resourcename>

In the MiningVM example, we have a resource ID string for the VM itself, one for the OS disk, and one for
the network interface. If we were to assign a public IP address to that VM, we would also have a resource ID

string for that [P address.

This notation is important if you want to access Azure resources via the CLI or PowerShell.

© 2022 Pierre Lidome 11




Azure Resource ID Graphic

Tenant: pymtechlabs.com

Subscription: d841fb8e-coc7-
68

Resource Group: Research

Resource Provider:
Microsoft.Compute

Resource: Virtual
Machine

MM
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In this slide, you can see a graphical representation of the Azure Universal Resource Identifier (URI) for our
virtual machine called “Mining VM.”

12 © 2022 Pierre Lidome
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Role-Based Access Control (RBAC)

& » |User Principal

l.l “Owner” (\%)
‘ .

Hank Pym owner of “particle |
Owner research” resource group E.‘ ] m
Contributor :
Reader . (o]
Role Assignment = <
Role Definition Scope
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Azure role-based access control (RBAC) lets you manage who has access to what resource and what they can
do with that resource. Azure RBAC is an authorization system built on Azure Resource Manager.

To control access to resources, you create role assignments. There are three elements to a role assignment:

1. Security Principal
* An object representing an entity such as a user or group, which can access the resource
2. Role Definition
* A collection of permissions such as read, write, and delete
* Azure has several built-in roles.! The most common are Contributor, Owner, and Reader
*  When performing an investigation, it’s preferable to be granted Owner permission for maximum
flexibility

* Specify which role can access a resource or resource group
* Scopes can be specified at four levels: management group, subscription, resource group, resource

There are many nuances to Azure RBAC, and this only covers a high-level overview that you are likely to
encounter in your investigations. The Microsoft documentation should be referenced for an in-depth

explanation of Azure RBAC.?

1. https://for509.com/azureroles
2. https://for509.com/azurerbac

© 2022 Pierre Lidome 13




User Access Role Assignments
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the subscription level
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How do we find role assignments for specific users?

FOR509 | Enterprise Cloud Forensics and Incident Response

Administrators may want to enumerate a user’s access within a subscription. This would be simple if the user
is granted access at the subscription level, but much more complicated if the access is granted at the resource

group level. Further, a user could have limited access (or none at all) at a subscription level, yet have owner
permission at a resource group level.

In the example shown on this slide, hydra has no access to the AzureLabs subscription, but has contributor
access to the labRG resource group.

Going through every subscription and every resource group one-by-one would be very tedious. In the next
slide, we will show you the az command to enumerate role assignments for a specific user.

14
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List User Role Assignments: hydra@pymtechlabs.com

1. Set the subscription

| > az account set --subscription "Azurelabs"

2. Search for all role assignments

| > az role assignment list --all --assignee hydra@pymtechlabs.com

3. Result

"principalId": "ddaca639-d9c8-4d65-9f30-c0dcc58£9574"
"principalName": "Hydra@pymtechlabs.com"
"principalType": "User"

"resourceGroup": "labRG"

"roleDefinition": "Contributor"

<other entries removed>

SANS FOR509 | Enterprise Cloud Forensics and Incident Response

Enumerating role assignments can be done at the CLI level either with the az command or the Get -
AzRoleAssignment PowerShell command.

The first step is to select a subscription. The second step is to issue the “az role assignment list”
command with two parameters:

* -—-all to search recursively through all resource groups

* -—-assignee to specify the user

This process will need to be repeated for each subscription.

The result will show the role definition(s) assigned to the specified user for the subscription as well as each
resource group under that subscription.

In our example, hydra@pymtechlabs.com is only assigned a role in the 1abRG resource group so we only
have one result.

© 2022 Pierre Lidome
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MITRE ATT&CK® and Azure

» Top attacks:
« Obtaining credentials
 Validating credentials via legacy protocols
» Leveraging application tokens (OAuth)
« Data acquisition (OneDrive, SharePoint, Exchange)
« Data exfiltration (storage accounts, Graph API)
» Cloud resource abuse (VMs for crypto)

* Resources
« MITRE ATT&CK® Matrices: Office 365, Azure AD, Saa$, IaaS

» Microsoft mapping of Azure security controls to MITRE ATT&CK®
* Links in the notes
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MITRE ATT&CK® matrices! detail the tactics and techniques used by threat actors. MITRE has a number of
relevant matrices for Azure: Office 365, Azure AD, SaaS, IaaS.

In addition, Microsoft mapped its built-in Azure security controls? against the attacks shown in the MITRE
ATT&CK® matrices. This provides 48 controls that can be leveraged to protect your environment.?

From a practical point of view, threat actors focus on:
* Obtaining and verifying credentials. They frequently use legacy protocols (such as IMAP) to verify the
validity of credentials.
» These attacks can be mitigated by disabling legacy protocols and enforcing multifactor
authentication.
* Obtaining and leveraging application tokens, as shown in Section 1 in the Graph API section.
* Acquiring data from OneDrive, SharePoint, and Exchange.
» Exfiltrating data via storage accounts or the Graph API.
* Abusing cloud resource (cryptocurrency mining, for example).

—_—

. https://for509.com/mitre-cloud
. https://for509.com/azure-attck-map
. https://for509.com/azure-controls

W N
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Accessing Microsoft Azure
« Graphical user interface
Web P O I‘t al « Easiest way to access Azure
« Cloud Shell interface
» CLI = command line interface
Azure CLI « Installed on computer or run via Cloud Shell

« Installed on computer or run via Cloud Shell
PowerSh ell « Requires Azure PowerShell module
« Access Azure programmatically
« Supports many programming languages, such as Node.js,
Graph API PHP, Python, etc.

FOR509 | Enterprise Cloud Forensics and Incident Response 17

Before we move on to the next section and discuss the various log sources in Azure, we need to quickly
review the four ways to access Azure:
1. Azure portal

2. Azure CLI
3. PowerShell
4. Graph API

Azure CLI and PowerShell can be installed on your computer or used via Cloud Shell. Cloud Shell is a
command line interface available in the Azure portal.

The Microsoft Graph API is a RESTful web API that enables you to access Azure via your favorite
programming language. It supports many different languages, including Node.js, PHP, Python, etc.

© 2022 Pierre Lidome 17




Access Microsoft Azure: Portal

Quickly access a service if you know the name

Microsoft Azure P search resources, services, and docs (G+/)

Azure services

_|_

Create a
resource
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1]
Disks All resources Subscriptions Virtual Wirtual
machines networks

ag Analytics
workspaces

Activity log

Access log sources for IR

https://portal.azure.com
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The Azure portal is a graphical user interface and is the most common and easiest way to access Microsoft
Azure.!

For the purposes of this class, the most important services will be Activity logand Log Analytics
workspaces. Other important services are Resource groups,Virtual machines,Virtual

networks, Disks, Snapshots, and Subscriptions.

The service A1l resources is also very important, as it gives you a quick overall view of every resource
provisioned in your subscription.

The top row will only show you the icons for the most recent services used. If you don’t see what you are
looking for, you can type it in the search box or select “More services” to get a complete list.

1. https://for509.com/portaloverview

18 © 2022 Pierre Lidome
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Access Microsoft Azure: CLI

1: Start Cloud Shell

L Search resources, services, and docs (G+/)

2: Select Bash

3: Cloud Shell CLI Is Ready

Welcome to Azure Cloud Shell

Select Bash or PowerShell. You can change shells any time via the environment selector in the
Cloud Shell toolbar., The most recently used environment will be the default for your next session.

ell

o ? &Ll 0Dk

Bash ~

Requesting a Cloud Shell.Succeeded.
Connecting terminal...

Welcome to Azure Cloud Shell

Type "az" to use Azure CLI
Type "help” to learn about Cloud Shell

hank@Azure:~§ |:|

FOR509 | Enterprise Cloud Forensics and Incident Response

The Azure command line interface (CLI) is a set of commands used to create and manage Azure resources. !
It can be installed on your computer? or run via Cloud Shell.? This slide shows Azure CLI running from

Cloud Shell.

Microsoft provides the Azure CLI for Windows, macOS, and Linux. If you would rather not install software
on your computer, you can use the same CLI commands in the Azure Cloud Shell Bash environment. The
Azure Cloud Shell is an interactive shell for managing Azure resources. It provides a terminal window inside
your browser. The terminal window is based on the Linux bash shell, so in addition to the Azure CLI
commands, you also have access to a wealth of Linux commands.

When selecting the Cloud Shell in the Azure Portal, you will select the Bash environment if you wish to use
CLI commands.* Another option is PowerShell, which we will discuss in the next slide.

Whether you choose to run the Azure CLI on your own computer or via the Cloud Shell, you now have

access to the set of “az commands.”

© 2022 Pierre Lidome
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The first command you will need to issue is to authenticate yourself (not needed if you are using Cloud Shell,
since you already authenticated to the Azure portal):

az logon

You can then list the subscription you have access to:

az account list

You now need to select the subscription that’s appropriate for your investigation:
az account set —-subscription “name of subscription”

1. https://for509.com/cli-intro

2. https://for509.com/cli-install

3. https://for509.com/cloudshell-intro
4. https://for509.com/bash

© 2022 Pierre Lidome
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DFIR Evidence in Cloud Shell

* When Bash Cloud Shell is used, a container is created in a storage
account reserved for that purpose

* Evidence of issued commands can be found in the .bash_ history file

* The .wget-hsts file can also contain valuable information

 Under the .azure directory, there are various log files, but the DFIR
value seems to be limited

* When PowerShell Cloud Shell is used, there is no container created
and, as such, no DFIR artifacts appear to be recorded

* However, the underlying actions will still be logged to the
corresponding logs (audit log, sign-in log, resource log, etc.)

SANS FOR509 | Enterprise Cloud Forensics and Incident Response 2!

If a threat actor was to obtain the necessary cloud credentials and use Cloud Shell, would we be able to tell
what they did?

If they choose the Bash Cloud Shell, a storage account will be created to store the Linux image in a container.
By downloading that container, we can perform traditional Linux forensics, which will lead us to the
.bash_history file. While there is a risk that the threat actor deletes that file, it’s worth looking for it. Other
files such as .wget-hsts may be present if the threat actor used wget to retrieve files from the internet.

Unfortunately, if the threat actor uses the PowerShell Cloud Shell, there doesn’t appear to be any DFIR
artifacts.

© 2022 Pierre Lidome 21




Cloud Shell Storage Account

When Bash is selected, Azure requires a storage account to store the image
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The storage account name will vary but should start with the letters “cs”. Under that storage account, select
“File shares.” You will find a file share with a long name where the container is located. The container is a
Linux image that’s named based on the user account that accessed Cloud Shell.

You will need to download that container in order to look for interesting artifacts. Later in the class we will
discuss an application called Azure Storage Explorer, which is very helpful to download data from storage

accounts.

© 2022 Pierre Lidome
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acc_hank.img

Inside the container we have .bash_ history with the commands issued

by the user.

Marme

.azure
Azure
.cache

Jocal
terraform.d

[5¥S]
B .bashrc

cloud-enterprise

Size
2489 842
152 999
20872
1976 458
7576539
724

U .bash_history I

8| .bash_logout
B .profile
j.tmux.conf
] wimrc
Jwiet-hsts |
|| clouddrive

MM

= bash_history E3 |

laz monitor activity-log

list

2 az monitor activity-log list > test.json

3 1

4 cat test.json

& rm test.json

& az monitor ?

7 az monitor --help

8 az monitor activity-log —--help

S az monitor activity-log list --ResourceProvider "Microsoft.Compute™
10 az monitor activity-log list --start-time 2020-01-01 > test.json

11 az monitor activity-log list --start-time 2021-01-01 > test.json

E.wgei-hstsﬂl

1 I# H5T5 1.0 Enown Hosts database for GNU Wget.

Z # Edit at your own risk.

=1 # <hostname> <port> <incl. subdomains> <created> <max-age>
4 github.com O 1 1613405989 31536000

5] github-releases.githubusercontent.com a a 161340558858 31536000
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You can use 7-Zip to open the .img file. Inside you will find a number of files that investigators who are

familiar with Linux will recognize. The .bash history file will store the commands issued by the threat
actor. If the threat actor used the wget command, there may be interesting information in the . wget-hsts

file. Other Linux-type artifacts may also exist, depending on the actions taken by the threat actor.

© 2022 Pierre Lidome
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Other Logs

Names look interesting but have limited forensic value

terraform.d

cloud-enterprise
[SYS]

B .bashrc

| T.bash_histow

8 .bash_logout

| .profile

I tmux.conf

[ ] vimre

| ] .wget-hsts

[ clouddrive

MM

In the .azure directory, there are a number of subdirectories that look interesting. They may have some limited

Name
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-02-15.16-19-41.vm list.777.log |

logs
telemet

az.json
[ ] azssess
azureProfile,json
@ clouds.config
commandindex.json
0 config
extensionCommandTree.json
telemetry.json
Lj telemetry.txt
versionCheck.json

forensic value depending on your situation.
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E 2021
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-02-15.16-19-45.vm_show.793.log
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-02-13.16-20-00.vm_show.824.log
-02-15.22-35-15.legin. 104.log
-02-15.22-33-16.account_set. 116.log
-02-25.01-28-59.l0gin. 107.log
-02-23.01-29-00.account_set. 120.log
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02-15.16-19-43.vm_show.782.log

02-25.01-29-23.unknown_command.134.log
02-23.01-29-41.account.13%.log
02-25.01-29-46.account_list. 144.log
02-23.01-29-51.account_show.14%.log
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Access Microsoft Azure: PowerShell

PowerShell on your computer PowerShell via Cloud Shell
Step 1: Start a PowerShell terminal with
Administrator permission >

. . —
Step 2: Install Az module (if not already installed)
Welcome to Azure Cloud Shell
PS> Install-Module -Name Az -AllowClobber
Select Bash or PowerShell. You can change shells any time via the environment selector in the
Cloud Shell toolbar. The most recently used environment will be the default for your next session.

Step 3: Verify the module was installed and check
the version (optional) Basht Qovershel

PS> Import-Module Az; Get-Module Az

Step 4: Connect to Azure

PS> Connect-AzAccount

SANS FOR509 | Enterprise Cloud Forensics and Incident Response 25

Another way to interface with Azure is through PowerShell. Just like Azure CLI, you have the option to run
PowerShell from your computer or run via Cloud Shell.!

To use PowerShell on your computer, you will need to install the Azure PowerShell module. Be sure to install
the Az module and not the older AzureRM module, which is now deprecated.

Step 1: Start a PowerShell terminal with Administrator permission

Step 2: Install the Az module (if not already installed)
Install-Module -Name AZ -AllowClobber

Step 3: Verify the module was installed and check the version (optional)
Import-Module Az; Get-Module Az

Step 4: Connect to Azure
Connect-AzAccount

1. https://for509.com/powershell
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FOR509.2: Microsoft Azure

Section 2.1: Understanding Azure

Section 2.2: VMs, Networking, and Storage

Section 2.3: Log Sources for IR

Section 2.4: Virtual Machine Logs

Section 2.5: In-Cloud IR
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Microsoft Azure Roadmap

* Azure Compute

2.1: Understanding Azure * Virtual Machine Types
e Virtal Netvorte
2.2: VMs, Network, and Storage « Azure Virtual Networks
2.3: Log Sources for IR * Network Security Groups
* Virtual Appliances
2.4: Virtual Machine Logs * Storage
» Lab 2.1: Using SOF-ELK with
2.5: In-Cloud IR Azure Logs
SA-N-S FOR509 | Enterprise Cloud Forensics and Incident Response 27

This page intentionally left blank.

© 2022 Pierre Lidome 27




Azure Compute

Azure Compute refers to the hosting model for the various computing
resources that Microsoft offers. Compute resources are selected based
on your workload and are either Infrastructure as a Service, Platform
as a Service, or Software as a Service.

« Virtual « Azure App » Azure
Machines Service Functions
« Azure Batch o Azure » Azure Logic
Kubernetes Apps
Service
« Container
Instances
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The most visible resource of any cloud computing is the virtual machine (VM). However, there are many
other kinds of resources available in Azure. Microsoft calls this category Azure Compute and offers several
options based on your workload and application.!

Azure Compute resources are categorized based on their service model.

Infrastructure as a Service Description
Virtual Machine Typical server where you are responsible for everything
Azure Batch Enables large-scale parallel and high-performance batch jobs with the

ability to scale to tens, hundreds, or thousands of VMs

Platform as a Service Description

Azure App Service Managed service to host web apps, mobile app backends, RESTful APIs

Azure Kubernetes Service Managed Kubernetes service for running containerized applications

Container Instances Simple way to run a container in Azure without provisioning a VM

Software as a Service Description

Azure Functions Code executed in response to an event without concerns for the
underlying platform or infrastructure

Azure Logic Apps Logic apps are similar to functions for execute workflows instead of code

1. https://for509.com/azurecompute
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Virtual Machine Types

Entry Burstable * Many VM types to meet
Level (4) (B) workload and application
requirements

General Compute
Purpose Optimized
D F . .
i 4 * Some are only available in

Memory Storage certain regions
Optimized Optimized
(E,G,M) (L)

Graphics High Log features are the

Optimized Performance

&) (1D same for all VM types
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Since you will spend most of your time analyzing VMs, let’s examine the different classes of VMs offered by
Azure. Azure offers a wide variety of different types of virtual machines. Some are only available in certain
regions, and the virtual machines pricing web pages will show which ones are available in which region:
Windows! and Linux.?

Series A: Entry level

» Series A VMs are entry-level machines suitable for development workloads, low-traffic website, micro
services, etc.

* Naming examples: Al v2, A2 v2, A4 v2, A8 v2

Series B: Burstable

* Series B VMs are a low-cost option that have the ability to burst to significantly higher CPU performance
when the demand rises.

* Naming examples: B1S, B2S, B4MS, B12MB, B16MS, B20MS

Series D: General Purpose

* Series D VMs are optimized to meet the requirements of most production workloads. There are many
variants in the D family, some of which emphasize certain features such as fast CPUs or fast disks.

* Naming examples: D2a v4, D2as v4, D2d v4, D2ds v4, D2s v4

Series F: Compute Optimized
* Series F VMs are optimized for compute-intensive workloads. They have a high CPU-to-memory ratio.
* Naming examples: F1, Fls, F2s v2

Series E, G, and M: Memory Optimized

* Series E, G, and M VMs are ideal for memory-intensive enterprise applications, such as database servers.
* Naming examples: E2a v4, E2as v4, E2ds v4, G1, G1s, M8ms, M208s

© 2022 Pierre Lidome 29
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Series L: Storage Optimized
» Series L VMs feature high throughput, low latency, and directly mapped local NVMe storage.
* Naming examples: L8s v2, L4s

Series NC, NV, ND: Graphics Optimized

» Series NC, NV, and ND VMS have high-end GPUs and target applications such as visualization, deep
learning, and predictive analytics.

* Naming examples: NC6, NC6s v2, NC4as T4, NV6, NV12s, NV4as v4, ND6s, ND40rs v2, ND96asr

Series H: High Performance Computing

» Series H VMs are designed for high-performance computing in applications such as financial risk
modeling, seismic and reservoir simulation, and genomic research.

* Naming examples: H8, HB60rs, HB120rs v2, HC44rs

While you will encounter any combination of these VMs, logging and forensics analysis are performed the
same way irrespective of the model.

1. https://for509.com/windowspricing
2. https://for509.com/linuxpricing
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VM Storage: Managed Disk

» Managed Disk
* 99.999% availability

* Monthly cost based on:
* Disk type and size

» Azure manages backup and uptime * Snapshots

* Size and performance are

¢ Qutbound data transfers

guaranteed based on selection * Transactions

* Can upgrade size and type

* Four types e
1. Standard HDD: slow but cheap 5 [ osDisk |5
2. Standard SSD: standard for

production = TEENT| Temporary Disk
3. Premium SSD: fast and high o m—

performance Sl T
4. Ultra disk: for most demanding Pl ———

and data intensive workloads

MM

& Disk Management -

File Action View Help
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A managed disk!is very similar to the physical disk you have in your laptop or desktop. When configuring a
managed disk, you select the size and the type: Standard HDD, Standard SSD, Premium SSD, or Ultra disk.?

However, there is a big difference that is very relevant to our investigation: cost.> Unlike the disk in your
laptop or desktop, which has a one-time cost, Azure managed disks have a recurring cost. There are five

components to the cost of a managed disk:

kW=

Disk type: SSD (various levels as previously indicated) or HDD.

Disk size: As expected, the larger the disk, the more it costs.

Snapshots: Billed based on the size of the snapshot; these are very important for our investigations.
Outbound data transfers: Transferring data out of Azure will incur billing for bandwidth usage.
Transactions: Billed for each I/O operation.

Most VMs will have two or more managed disks:
*  OS disk, which is selected when the VM is created.
*  Temporary disk used for short-term storage (example: page or swap files). Not all VM types have a

temporary disk.

*  One or more data disks, which are user created.

As a preview of the last section of the class, one method we use to perform our investigations is to snapshot
the OS disk of the compromised machine, apply that snapshot to a new disk, and mount that new disk as a
data disk on a fresh VM. This is why understanding managed disks is so important.

1. https://for509.com/diskintro
2. https://for509.com/disktypes
3. https://for509.com/diskprice

© 2022 Pierre Lidome 31




Case Study: Detecting a Crypto MiningVM

* Cloud crypto mining is a favorite action-on-objective for bad actors
* Only N-series VMs have GPUs

* Monitor logs for creation of N-series VMs

* Create workflow to notify subscription owner

» PowerShell script provided in the notes

PS> .\VmSize.psl (script provided in the notes & class GitHub)
VmID VmSize
;;;1;8807—a5bb—4687—8f7d—d7ad0a3f0f80 _;;;é;rd_NV4as_v4
088e4944—d5a9—49a4—bleMtandard_D2s_v3

y4

Are GPU-enabled VMs normal in this subscription?

SA-N-S FOR509 | Enterprise Cloud Forensics and Incident Response

The next section will have an in-depth discussion of the various Azure log sources. However, while we are on
the topic of virtual machines, let’s quickly discuss an idea to potentially detect the creation of crypto mining
VMs. A bad actor whose action-on-objective might be to run a crypto miner will first need to access your
Azure subscription. Perhaps they get extremely lucky and are able to compromise a VM that features a GPU.
But most likely that won’t be the case, and they will need to create an appropriate VM (or many such VMs).

As we saw in the last slide, GPU-enabled VMs belong to the N-series of VMs (NC, ND, and NV). The idea is
to monitor the VM creation logs for this series of VMs. In the log, they will show up in a field called
“vmSize” as “Standard N*” where N* stands for the specific model name. An example would be

“Standard NV4as v4”.

While the log may reflect a legitimate creation of such a VM, a workflow could be designed to notify the
subscription owner of this new specialized VM. It would then be up to the subscription owner to decide
whether or not this is a legitimate VM.

If your organization doesn’t normally use GPU-enabled VMs, this is a very simple early warning system. On
the other hand, for an organization that dynamically builds and tears down a large number of these kinds of

VMs, additional filters will need to be implemented.

This workflow can be implemented in two different manners, depending on the organization. If your
organization imports Azure logs in a SIEM, writing rules for that condition would be the simplest method.!

32 © 2022 Pierre Lidome
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Here is an example rule for Splunk:
Index=ms_azure properties.hardwareProfile.vmSize=Standard N* | dedup
properties.vmId | stats count by properties.hardwareProfile.vmSize

Example 30-day snapshot from a large corporation:

Properties.harwareProfile.vimSize

Standard NV12s v3 3867
Standard NV6 474
Standard NV12 Promo 22

Standard NV12
Standard NV6 Promo
Standard NC24s v3

A O 9

Standard NV32as v4

Over 4,000 GPU-enabled VMs created in a 30-day period may seem suspicious. However, this is an example of a
company that processes large amounts of data over short periods of time and therefore dynamically creates and
tears down these VMs. The next step would be to add a filter and narrow down either by subscription or resource
group to remove those that are authorized to create these GPU-enable VMs.

For organizations that don’t have a SIEM, here is some PowerShell code that will extract the information from the
log:?

Sresults = get-azlog -ResourceProvider "Microsoft.Compute" -DetailedOutput
Sresults.Properties | foreach {$ } | foreach {

Scontents = $ .content

if (Scontents -and $contents.ContainsKey ("responseBody")) {

Sfromjson=($Scontents.responseBody | ConvertFrom-Json)

Snewobj = New-Object psobject

Snewobj | Add-Member NoteProperty VmId S$fromjson.properties.vmId

Snewobj | Add-Member NoteProperty Vmsize
Sfromjson.properties.hardwareprofile.vmsize

Snewobj

}

There are many other parameters that you can extract from the logs. This is a simple example to illustrate the
possibilities. One downside of using PowerShell rather than a SIEM is that the script must be executed for each
subscription.

1. https://for509.com/splunkautomation
2. Shoutout to Arjun Bhardwaj and Michael Getachew for their assistance with PowerShell scripting.
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AzureVirtual Network (VNet)

 Required for communications between

VMs and/or the internet.

* Address space
* Range of IP address available for the resources in that

I let Subscription Azure subscription 1
Resource grou Research
° Suhnet MName ’ b MetalVNet
» Smaller network to facilitate resource grouping and feten s
security 1P addresses
. Address space 10.1.0.0/16
° Reglons Subnet Gold (10.1.10.0/24) Silver (10.1.20.0/24),Copper {10.1.30.0/24)

* Belongs to a single region and single subscription
* Every resource on the VNet must be in the same region

* Network Address Translation (NAT)

* Azure public IP addresses are NATed Significant cons.equence for
« Virtual machines with a public IP only know their DFIR, as logs will only show
private IP the machine’s private IP
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Azure Virtual Network (VNet) is the glue that allows other Azure resources to communicate with each other
and with the internet.!

When creating a VNet, Azure will assign a set of RFC 1918 IP addresses, typically 10.0.0.0/24 for the first
VNet you create. This private address space allows your VMs to communicate with each other. You can
assign any public or private address range you want to your VNet. Creating a VNet doesn’t incur any charges.

To communicate with the internet, you will need to assign your VM a public IP address. There is a recurring
charge to use Azure’s public IP addresses.

There are three ways to communicate with on-premises resources:

1. Point-to-site virtual private network (VPN): A connection between a VNet and a single computer.

2. Site-to-site VPN: A connection between your on-premise VPN device and an Azure VPN gateway
deployed in the VNet.

3. Azure ExpressRoute: A connection between your premises and Azure through an ExpressRoute partner.
This connection is private and doesn’t go over the internet.

From an incident response point of view, it’s very important to understand network topology and
communication channels between Azure resources. We will discuss network security groups in the next slide.

1. https://for509.com/virtualnetwork
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Network Security Group

» Stateful packet filtering based on:
1. Source IP

2. Source Port

3. Destination IP

4. Destination Port

5. Protocol D
* For each rule, you must specify: VinuaIINework

1. Priority

2. Action: Allow or Deny _
* Flow logs are collected at 1-min intervals |

SSH and RDP are opened by default
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To protect your VM, Azure will automatically create a network security group (NSG). The NSG allows you
to control traffic in and out of the subnet. The NSG conducts a stateful inspection of the traffic based on the
Source IP, Source Port, Destination IP, Destination Port, and Protocol.! This is to be considered a very basic
firewall. Additional offerings are available from Azure and third parties for full-fledged firewalls that include
application layer inspection.

NSG rules are read in order, based on the priority number assigned to each rule, from 100 to 4096 (excluding
Azure-defined rules in the 65000 range). 100 is the highest priority rule, and 4096 is the lowest.

From an incident response point of view, it’s important to understand the network topology and associated
control. For example, you can imagine the scenario where you are told that a firewall rule was in place to
block nefarious traffic, but your investigation reveals that the priority of that rule was too low to be effective
and that a higher-priority rule was in fact allowing that traffic to the VM.

Critical to any investigation is the availability of network flow logs.? In Azure, flow logs are collected at 1-
minute intervals which is not configurable.

The first 5GB of flow logs per month are free. Beyond that, they cost USD $0.50 per GB in addition to the
storage account charges.

1. https://for509.com/nsg
2. https://for509.com/flowlogs
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NetworkVirtual Appliance

Many devices can shape network traffic and can produce their own set of
logs. Review the network topology before you start your investigation and
look for the presence of network-shaping devices. These network virtual
appliances are offered by both Microsoft Azure and third parties:

* Load Balancer

* Firewall

* Application Gateway

* VPN gateway

* WAN optimization appliance
* Virtual router

SANS FOR509 | Enterprise Cloud Forensics and Incident Response 36

There are many other pieces of network infrastructure that can shape the traffic. These may have various
impacts to your incident response or forensic investigation. You need to be aware of their presence so that
you may investigate their logging capabilities, as they may provide further insight to your investigation.

Azure offers the following options:

* Azure Load Balancer, which will evenly distribute incoming network traffic across a groups of resources.
* Azure Firewall, which offers both stateful network and application-level filtering.

* Application Gateway, which will protect your application from common web vulnerabilities.

* VPN gateway, which connects your on-premise network to Azure.

In addition, third-party vendors offer many network virtual appliances such as firewalls, WAN optimization,
VPN access server, virtual router, etc. These offerings can be found on the Azure Marketplace.!

1. https://for509.com/marketplace
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Storage Account

Storage Account

MM

E https://mystorageaccount.blob.core.windows.net

4@ Blob Storage
(general file storage)

File Storage
(similar to NFS)

Queue Storage
(used by Event Hub)

Table Storage
(part of Cosmos DB)
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* Single namespace for all

storage resources; hence,
all names must be unique
across all of Azure

own web address

» Storage accounts can

contain blob storage, file

* Each storage service has its

storage, queue storage, and

table storage

Storage will be a key component of any investigation you conduct. In addition, many logs will only be
retained if you create dedicated storage for them. There are four types of storage on Azure:!

1.

2
3.
4

Blob: Massively scalable object storage for unstructured data.
File: Simple, distributed, cross-platform filesystem.

Queue: Service to store and retrieve messages.

Table: Table storage is now part of Azure Cosmos DB.

We will focus on blob storage.?

Storage accounts provide a unique namespace for your data. As we discussed in the previous section, every

resource in Azure has a unique resource ID. When you create a storage account, you are able to access your
data directly using the URL, https://mystorageaccount.blob.core.windows.net, where “mystorageaccount” is
the name you selected for your storage account.

This will be a very useful feature when you need to download logs for analysis or safekeeping.

1
2

. https://for509.com/storageintro
. https://for509.com/blobintro
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Storage: Blob
* Three levels to get to a blob: Storage Account E
1. Storage account
2. Conta}lner in th.e storage account ot
3. Blob in a container
==
. . =
o BlOb = Blnal'y Large ObJeCt Blob Storage Blob Storage Blob Storage
* Block Blob E
* Any file up to 4.75TB
° Appel’ld BIOb Blob Storage Blob Storage
» Works well for logging where data is Ll Ll
constantly appended O ] =
° Page BIOb Blob Storage Blob Storage Blob Storage
* Used for virtual hard drives up to 8TB
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Blob stands for Binary Large Object. It’s a way for Azure to store an arbitrarily large amount of unstructured
data. Any type of data can be stored in blobs, which is very convenient for videos, images, and particularly
text. As you can imagine, for our purposes it’s very convenient to store logs; large amounts of logs.

There are three types of blobs:

1. Block blobs to store text and binary data. Since block blobs are made up of blocks of data, they can be
managed individually and can store up to 4.75TB of data. Microsoft is currently previewing block blobs
up to 190.7TB.

2. Append blobs are optimized for append operations and are ideal for logging data.

3. Page blobs store random access files up to 8TB. They are usually used to store virtual hard drive files
(VHD).

There are two characteristics that are very convenient with blobs:

1. With the correct permission, they can be accessed directly over the internet via HTTP or HTTPS using
the following URL: http://mystorageaccount.blob.core.windows.net.

2. There are many methods to transfer data in or out of blobs. The two easiest ones are AzCopy' and Azure
Storage Explorer? (which leverages AzCopy).

1. https://for509.com/azcopy
2. https://for509.com/storageexplorer
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Lab 2.1 Preview

Lab 2.1 will explore the Azure logs to discover interesting
information about the Pymtechlabs environment.

The following fields will be important in this lab:

ips

resource id

user name

user principal name
user id
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SANS DFIR

DIGITAL FORENSICS & INCIDENT RESPONSE

Lab 2.1

Using SOF-ELK with Azure Logs
(est. 25 minutes)
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FOR509.2: Microsoft Azure

Section 2.1: Understanding Azure

Section 2.2: VMs, Networking, and Storage

Section 2.3: Log Sources for IR

Section 2.4: Virtual Machine Logs

Section 2.5: In-Cloud IR
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Microsoft Azure Roadmap

* Sources of Logs

2.1: Understanding Azure * Log Analytics Workspace
* Tenant Logs
2.2: VMs, Network, and Storage * Lab 2.2: AAD Password Spray
Attack

* Subscription Log

* Lab 2.3: Tracking Resource
Creations

* NSG Flow Log

* Storage Logs

* Lab 2.4: Detecting Data
Exfiltration

2.3: Log Sources for IR

2.4: Virtual Machine Logs

2.5: In-Cloud IR
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Sources of Logs

H Activi
Subscription oy

ign-
in/Audit
Logs

Operating System log sources
Application
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Destinations

available to all 7| | storage
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Event
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. . —
Non-Azure Destination I
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To support your investigation, it’s crucial to understand all the log sources in Azure. There are five sources of

logs we will discuss in this section:!
Tenant logs

Subscription logs

Resource logs

Operating system logs
Application logs

kW=

Where to find these logs and how to access them are the next pieces of the puzzle. Logs can be written to
multiple locations at the same time, which means that there may be more than one way to consume the

information.

While some log sources are automatically configured by Azure, that’s not the case for most of them. In order
to store logs, storage must be allocated, which implies a recurring cost as we previously discussed.
Unfortunately, when called to perform incident response, you may find that the subscription owner didn’t
configure any of the optional log sources, leaving you with very little information to analyze.

Educating your team on the importance of configuring these log sources is really the first step in incident
response. The ideal configuration is to continuously export these logs to a SIEM so that they are not stored

where a bad actor may be able to delete them.

As we examine the five log sources mentioned above, we will discuss where to find them, how to configure

them, and how to export them for analysis.

© 2022 Pierre Lidome
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Why Are These Logs Important?

T Tenant .
Q

J ‘

[ Used to detect password spray attacks or other credential

|_abuses. )

(Used to analyze the creation, deletion, start/stop of h
UDSCIIPLION resources in cases such as crypto mining VM incidents or

\_mass deletion for sabotage cases. )

©

[ Used to log network traffic flow, file storage access for

_cases such as data exfiltration.

Operating System o [ Used to log operating system events, which can show

| lateral movement.

%)

( Used to create custom logs at the discretion of developers.
pplication Azure includes a log for IIS that can be used to show web
\_servers attacks. )

O Turned on by default 0 Turned off by default
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With so many logs available in Azure, it’s easy to become overwhelmed. Investigations will normally make
use of multiple logs, and these are just a few examples of the logs you could use in various DFIR situations.
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Log Analytics Workspace Overview

* End-to-end analytics: combines

» Data organized in a table
* Each log source has its own table

Workspace

e Similar to a data lake

multiple data sources
* Azure resources

* Subscription logs

» Azure Active Directory
* Non-Azure logs

Data Sources

« 3

@ [

* Designed for up to 6GB/min and Em Workspace

MM

4TB/day

A
i
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Analytics

Microsoft will store some logs by default and make them available on the Azure portal. Others will only be
retained if specialized storage has been created. Microsoft calls this specialized storage the Log Analytics
workspace. The Log Analytics workspace collects and aggregates logs from various data sources—both

Azure-based and non-Azure. The workspace is organized into tables, and each data source will create its own

tables.

While you can create multiple workspaces to segregate logs, it’s generally not needed, as a default workspace
can accept logs at a rate up to 6GB/min with a maximum of 4TB/day. Customized workspaces can be created

with greater limits if needed.

Access control is a key concern and can be customized based on your company’s security policy. Azure
offers many options, which are well documented in the references.

References:
https://for509.com/logdeployment
https://for509.com/logaccess
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Log Analytics Workspace Setup

Step 1: Search for “log analytics workspaces” Step 2: Select New

Log Analytics workspaces =
1 Pym Tech Labs

Services == al Openrecyclebin 8% Manage view
¥ Log Analytics workspaces
: i Activity log

o g Log Analytics query packs

re @ Workspaces

£ log analytics workspaces|

Microsoft Azure

Azur

Filter for any field... Subscription == Azure s

Showing 0 to 0 of 0 records.

Name T

Project details

Step 3: Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and
. . manage all your resources.
» Select a subscription —— > | |
. . ubscription * (@ zure subscription v
» Select an existing Resource Group or create e (o 2
anew one Create new

» Give your workspace a unique name ————

+ Select a region Name © [rmemassarazies
q—’ [[central us

e —

Step 4: Select Review + Create v+ creve ) SRR
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Before we dig into the logs, we need to create a Log Analytics workspace. The Log Analytics workspace can
be created via the Azure portal,! Azure CLI,? or PowerShell.? You can reference the Microsoft documentation
if you wish to create the workspace using the CLI or PowerShell. In this slide, we will use the Azure portal.
Step 1: Sign in to the Azure portal and search for the “log analytics workspaces” service in the search bar
Step 2: Select New

Step 3: Enter the information requested: Subscription, Resource Group, Name, and Region

Step 4: Select Review + Create

1. https://for509.com/law-portal

2. https://for509.com/law-cli
3. https://for509.com/law-powershell
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Tenant Logs
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Subscription
Logs
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We will start our exploration of the Azure log sources with the tenant logs.
The tenant log contains information about operations conducted by tenant-wide services. This is where you
will find the Azure Active Directory (AAD) log.! The AAD log contains audit logs, sign-in logs, and

provisioning logs.?

1. https://for509.com/logs-aad
2. https://for509.com/logs-provisioning
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Tenant Logs Agenda
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Tenant Logs: Azure Portal

« Portal Sign-in Logs
Azure Anaigics * Description of
Workspace Sign-in Logs fields
« Sign-in Logs
Failed MFA
Example
« Portal Audit Log

Storage
Account Event Hub
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There are four actions you can take with these logs:
1. View them directly on the Azure portal.

2. Store them in a Log Analytics workspace.

3. Send them to a storage account for archival.

4. Send them to a SIEM by using the event hub.

These four options will be the similar for the other types of logs: subscription, resource, operating system, and
application.

Note: Since there are multiple logs that contains sign-in information, we will refer to logs rather than log in
this section.
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Tenant Logs: Portal Sign-in Logs

Micrusoﬂ Azure £ Azure Active Directory] B

Limited to 30 days”

Monitoring

|

D sign-inlogs
Audit logs

M Provisioning logs

#® Log Analytics

Diagnostic settings

Different types of
sign-ins logs

@.ast 24W5 as : Local

7 add filters

/

[ User sign-ins (interactive)  User sign-ins (non-interactive) Service principal sign-ins Managed identity sign—ins]
Date 1 RequestID User L Application Ty Status IP address Location
2/1/2021, 8:23:19 PM  d226abY%e-Tce3-42d..] Hank Pym Azure Portal Success 104.37.31.2 Mew York, New York,...
2/1/2021, 8:23:11 PM  95a36222d-cb3a-442...] Hank Pym Azure Portal Interrupted 104.37.31.2 Mew York, New York....
2/1/2021, 8:22:38 PM c7d274ac-33ee-4699.) Hank Pym Azure Portal Failure 104.37.31.2 Mew York, New York,...
User or Service Principal 3 possible outcomes IP address of source

*For Enterprise-level licenses. Business-level licenses are limited to 7 days.

MM
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The portal is a quick and easy way to check the sign-in log. Unfortunately, it’s limited to the last 30 days.

The key fields are the date, user, status, and IP address. All the way to the right (not shown on the slide), there

is a column that will tell you if multifactor authentication was used.

Notice at the top the four tabs for the different kinds of sign-ins: user, user non-interactive, service principal,
managed identity.

You will see three possible statuses:

*  Success
* Failure
* Interrupted

Stay signed in?

Da this to reduce the number of times you are asked
to sign in.

D Don't show this again

No Yes

Success and failure are self-explanatory. Interrupted is due to the “Stay signed in?” window.! The
documentation states that if a user “abandons the sign-in attempt,” then the status of “Interrupted” will be
recorded. Testing indicates that replying “No” may also generate the same status.

1. https://for509.com/staysignedin
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Sign-in Logs Fields (1)

L@ ips

t log.file.path
# log.offset
t result_signature

t result_type

45.56.183.57
flogstash/azure/insights-logs-signinlogs.json
543,475

None

a

B source_ip

45.56.183.51

t tags

t tenant_guid
t| type
t user_id

t  user_name

process_archive, filebeat, beats_input_codec_plain_applied,
azure_json_signin_log, _geoip_lookup_failure

7e325eda-7945-46d3-ac99-fadcfebds2 e
azure
675beBT4-2486-4443-befa-d37d9043a299

Hank Pym

It user_principal_name

admin@pymtechlabs.coml

MM

The event as recorded by Microsoft contains a large number of fields. When we import the data to SOF-ELK

FOR509 | Enterprise Cloud Forensics and Incident Response

via the Logstash ingestion script, we filter the fields to import the most important ones only. This is an
important step in order to maintain a high speed of ingestion and performance of SOF-ELK.

The next few slides will show the key fields. In SOF-ELK, you will see every one of these fields for each

event.

Field

ips/source_ip
log.file.path
tenant.guid

user_id

user name
user_principal name

Description

IP address of the system accessing Azure
Name of the file ingested in SOF-ELK
Unique identifier for your tenant

GUID of the login user

Display name of the login user

Azure Active Directory name of the login user

© 2022 Pierre Lidome
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Sign-in Logs Fields (2)

useragent

i

useragentinfo.
useragentinfo.
useragentinfo.
useragentinfo.
useragentinfo.
useragentinfo.
useragentinfo.

useragentinfo.

build
device
major
minor
name

03
o0s_name

patch

Mozilla/5.8 (Windows NT 18.8; Win64; x64) AppleWebkit/537.3
6 (KHTML, like Gecko) Chrome/89.8.4389.98 Safari/537.36 Ed

/89.0.774.54

Other
a9

8
Chrome
Windows
Windows

4389

NOTE

The useragent field can
be a very useful field to

“fingerprint” the
machines attacking
your tenant.

MM
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This set of fields breaks down the browser user agent. This can be a very useful field in your investigation in
order to “fingerprint” the machines trying to access your tenant.
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Sign-in Logs Fields (3)

® authentication_details

User satisfied both
password and MFA
requirements, resulting in
a successful login

authentication_details.authenticationStepDateTime

t category

wr

{
“authenticationStepResultDetail” :quireme

nt satisfied by claim in the token”,
“StatusSequence”: 8,
“authenticationStepDateTime": "2821-83-16T28:57:52.291739
8+060:88",
“authenticationMethod": "Previously satisfied”,
“RequestSequence”: @, TWO-faCtor'
“authenticationStepRequirement”: "Primary authenticatio . .
n", authentication

“succeeded”: true
should be the

Ho
{
“authenticationStepResultDetail” : (MFA requirement latisf

ied by claim in the token",
“authenticationStepDateTime": "2821-83-16T28:57:52.291739
2+00:00",
“authenticationMethod": "Previously satisfied",
: anii i gpRequirement”: "SecurityDefaults”,

}

2821-83-16 28:57:52.291 +00:88, 2821-83-16 28:57:52.291 +@
B:88

NOTE

standard given
today’s security
threats

SignInLogs

MM
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The authentication details field is quite interesting, as it provides information about the authentication method
used for this specific login. In a tenant where two-factor authentication has been implemented, you will see if

the MFA token was accepted.

An interesting search is for successful login with failed MFA. This may indicate that the user’s credentials
have been compromised, but the bad actor isn’t able to fulfill the MFA requirements.
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Sign-in Logs: Failed MFA Example

@ authentication_details w

{
"authenticationStepResultDetail” ( "Correct password”,
"StatusSequence”: @,

"authenticationStepDateTime": "2821-83-16T88:59:37.938465

9+06:868"
. “authenticationMethod": "Password”,
User Satleied the “authenticationMethodDetail”: "Password in the cloud”,
password requirement e _ o
"authenticationStepRequirement”: "Primary authenticatio
e
I “succeeded”: true
User failed the MFA i
requirement “authenticationStepResultDetail”
AL

I' succeeded”: false,

“authenticationStepRequirement”: "SecurityDefaults”,

"authenticationStepDateTime": "2821-83-16T00:59:37.938465
9+66:66"

}
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This is an example where the user satisfied the password requirement but failed the MFA requirement. While

this will happen frequently due to user error, repeated failures on a large number of accounts coming from the
same IP address should be cause for concern.
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Tenant Logs: Portal Audit Logs

- . . Monitoring
Mlcrosclft Azure £ Azure Active Directory] E

2 sign-ins /

Audit logs

1]

M Provisicning logs (Preview)

£ Logs

Diagnostic settings

B Limited to 30 days”

+ Download e@ﬁ W D Refresh Celumns Rj Got feedback?
Show dates as : Local Service : All Category : All Activity : All +? Add filters

Date 4 Service Category Ty Activity Ty Status Status reason Target(s) Initiated by (act...
12/2372021, 3:14:28 .. Core Directory DirectoryManagement  Set Company Inform... Success Pym Tech Labs admin@pymtechlabs...
12/19/2021, 8:54:15 ...  Core Directory UserManagement Add app role assign...  Success SafeApp, admin@py... admin@pymtechlabs...
12/19/2021, 8:54:15 ...  Core Directory ApplicationManage...  Consent to application  Success SafeApp admin@pymtechlabs...
12/18/2021, 8:54:15 ..  Core Directory ApplicationManzage...  Add delegated permi.. Success Microsoft Graph, 997... admin@pymtechlabs...
12/19/2021, 8:34:15 ..  Core Directory ApplicationManage..  Add app role assign...  Success Microsoft Graph, 62d... admin@pymtechlabs...

*For Enterprise-level licenses. Business-level licenses are limited to 7 days.
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The other log available in the portal is the audit log. It’s also limited to the last 30 days.
The audit log will show tenant-wide actions such as configuration changes to AAD.

Other than a quick check of recent events, the portal is far from the ideal place to check the tenant logs. A
much better place is the Log Analytics workspace, which we will configure in the next slides.
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4 Download 3} Exp

( Date: Last 1 month )

Date 3
12/23/2021, 3:14:28 ...
12/19/2021, 8:54:15 ...
12/19/2021, 8:54:15 ...
12/19/2021, 8:54:15 ...

12/19/2021, 8:54:15 ...

ttings () Refresh | == Columns | &7 Got feedback?
Show dates as : Local Service : All Category : All Activity : All
Service Category Ty Activity Ty  Status
Core Directory DirectoryManagement Set Company Inform... Success

Core Directory
Core Directory
Core Directory

Core Directory
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ApplicationManage...  Consent to application Success
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ApplicationManage...  Add app role assign...  Success
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Status reason

Target(s)
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SafeApp, admin@py...
SafeApp
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admin@pymtechlabs...
admin@pymtechlabs...
admin@pymtechlabs...
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Tenant Logs: Log Analytics Workspace
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Tenant Logs: Log Analytics

n Select the “Azure Active Directory” service

Microsoft Azure £ Azure Active Directony]

E Select Diagnostic settings B Select Add diagnostic setting

Monitoring
D sign-ins Diagnostic settings
Audit logs Name

[ ] = - ; I p . . . . .
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B

Logs
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While the portal is convenient for a quick search, you have seen that it’s very limited. The real power is in the
Log Analytics workspace.

In this section about the tenant logs, we will describe how to send the AAD logs to the Log Analytics
workspace. In later slides, we will send other logs (such as subscription, resources, etc.) to the same Log
Analytics workspace. This provides you a single location to see all your logs, which is very convenient.
For the AAD logs, you will need to complete the following steps in the Azure portal:

*  Step 1: Search for and select the “Azure Active Directory” service

*  Step 2: On the left menu, select Diagnostic settings

*  Step 3: Select Add diagnostic setting

The next screen will allow us to select our Log Analytics workspace.

These steps may also be completed via the Azure CLI or PowerShell, which you may find unnecessarily
complicated compared to the Azure portal.
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Tenant Logs: Log Analytics Setup

Diagnostic setting

save X Discard [ Delete A& Feedback

Logs

Categories

AuditLogs

signinLogs
NonlnteractiveUserSigninLogs
ServicePrincipal SigninLogs
ManagedidentitySigninLogs
[ ProvisioningLogs

[J abFssigninLogs

[ RiskyUsers

[ userRiskevents

[ NetwarkaccessTrafficLogs

[ riskyserviceprincipals

[] serviceprincipalRiskevents

In the second step, we need to select both the AAD logs we want and the Log Analytics workspace where we
want to send the selected logs to. For this example, we are using the Log Analytics workspace we created in

Destination details

Send to Log Analytics workspace

Subscription

[ Azure subscription 1

Log Analytics workspace

|Z/|

Select the workspace
previously created

[ Pymtechlabsanalytics ( centralus )

[] Archive to a storage account
[ stream to an event hub

[] send to partner solution

<

prior slides: PymtechlabsAnalytics.

Azure stores information in different logs:
Audit logs include adding or removing users, apps, groups, roles, and policies.

Sign-in logs include usage of managed applications and user sign-in activities. These are further sub-

divided into:

» User sign-in

* Non-interactive user sign-in
» Service principal sign-in
* Managed identity sign-in

Provisioning logs include activity about users, groups, and roles that are provisioned by the Azure AD
provisioning service.

]

Many log categories to
choose from with new
ones added all the time
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ADFS Sign Logs which are generated by the Active Directory Federation Service.
Logs generated by Identity Protection for Azure AD:!' RiskyUsers, UserRiskEvents,
RiskyServicePrincipals, ServicePrincipalRiskEvents.

NetworkAccessTrafficLogs is part of Identity and Network Access which contains Network Traffic
Access logs. These logs can be leveraged for policy, risk and traffic management as well as to monitor

user experience.

The list of log categories is constantly growing and should be checked frequently.

It might be tempting to save everything, but in a large organization the storage requirements may get very

costly. An alternative solution is to store the logs in a storage account, as we will see on the next slide.

1. https://for509.com/identity-protection
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Diagnostic setting
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Tenant Logs: Log Analytics Queries
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Now that we configured our AAD logs to be sent to the Log Analytics workspace. We can now query these
logs using the Kusto Query Language (KQL), which is very similar to SQL.! Learning KQL is beyond the
scope of this class, but here is a simple example:

SigninLogs
| where TimeGenerated > ago (1d)
| where ResultType == 0

The first line of the query specifies the log we want to search.
The second line limits the query to the last 24 hours.
The third line limits the query to successful logins.

KQL is a powerful language that can help you analyze and visualize your data easily.

1. https://for509.com/kql-overview
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Case Study: Impossible Logins

Search for impossible logins

[ Time range : Setin query Save v @ Copy link ~ + Mew aler]

SigninLogs

| where TimeGenerated A ago(ld)
extend City = parse_js® ecdtionDetails).city

summarize CountPerCity = dcount(tostring(City)) by UserDisplayName
where CountPerCity > 1
order by CountPerCity desc|

@ Groy

Results  Chart 00 columns

Completed
UserDisplayName

CountPerCity

Hank Pym

62

W [ Time range: Setin query )
SigninlLogs

Save v

@ Co

2 | where TimeGenerated > ago(ld)
3 | where UserDisplayName == "Hank Pym"
4 | where ResultType ==
5 | extend City = parse json(LocationDetails).city
6
Results  Chart 00 columns ~ (X) Display time (UTC+
.
wmees  1MPOSSible!!!
TimeGenerated [UTC] | City S Resourceld

?  2/7/2021,1:55:20.848 AM Katy [tenants/Te325eda-7945

> 2/7/2021, 211:44T17 AM Katy ftenants/Te325eda-7945
> 2/7/2021, 3:55:01.271 PM Katy ftenants/Te325eda-7945
> 2/7/2021, 9:26:06.710 PM Los Angeles | /tenants/Te325eda-7945
> 2/7/2021, 9:46:54.060 PM Los Angeles | /tenants/7e325eda-7945
> 2/7/2021, 11:17:37.522 PM Aubrey [ftenants/Te325eda-7945
> 2/7/2021, 11:31:06.074 PM Barcelona Jtenants/Te325eda-7945
> 2/7/2021, 1:30:08.696 PM Toronto ftenants/Te325eda-7945
> 2/7/2021, 11:32:00.629 PM Paris [ftenants/Te325eda-7945
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Let’s try a KQL search to see if anyone has logged in from multiple cities too quickly (also known as an
impossible login). As you can see from the first query, Hank Pym logged on from six different cities in the
last 24 hours. That seems abnormal. The second query searches for the name of these cities and shows us the
login times as well. Clearly, we may have an issue with Hank Pym’s account.

1st Query:

SigninLogs

| where TimeGenerated > ago (1d)

| extend City = parse json(LocationDetails).city
| summarize CountPerCity = dcount (tostring (City)
| where CountPerCity > 1
| order by CountPerCity desc

2nd Query:

SigninLogs

| where TimeGenerated > ago (1ld)

| where UserDisplayName == "Hank Pym"
| where ResultType == 0

|

extend City = parse json(LocationDetails) .city

© 2022 Pierre Lidome
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Tenant Logs: Log Analytics Pre-built Queries
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Microsoft provides a number of predefined queries for the various Azure resources. These serve as a great
basis for developing your own queries. Obviously, you must first configure the data source to send its logs to

the Log Analytics workspace for any of these queries to work.
More information about Log Analytics is available in the reference.

Reference:
https://for509.com/loganalyticsoverview
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Tenant Logs: Log Analytics Pre-built Query Example
1 // Most active IP Addresses
Most active IP Addresses D ¥ 2 // Get list of top 188 most active IP addresses for the last day.
. . 3 AADNonInteractiveUserSignI
Get | op 100 most active IP addresses for 2 | whers Ti sassufo(30d)
the(last day, 5 | summarize CountPerIPAddr =" count() by IPAddress
6 | order by CountPerIPAddress desc
7 | take 1e@
R 8
; 9 // Most active IP Addresses
m |M| 18 // Get list of top 188 most active IP addresses for the last day.
11 AADNonInteractiveUserSignInlLogs
Results  Chart 00 columns ~~ @
* [13
Queries can be run “as Completed
* . : L2 PAddress %  CountPerlPAddress
is” or easily modified
> | 1042149658 67
(Changed fI‘OIIl 1 day tO > | 45.56.183.51 “
: b > | 45.132115.50 37
30 days in this example)
> | 98.194.199.244 19
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In this example, we selected a predefined query to search for the most active IP addresses. The query can be
easily modified to meet your parameters. As an example, we changed this query from only looking at the last
24 hours to searching for the last 30 days.

Predefined queries are a great basis for creating your own queries.

64 © 2022 Pierre Lidome

Technet24



Tenant Logs: Storage Account
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Savings Tenant Logs to a Storage Account
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Retention (days)

Destination details

Select how long to keep
the logs

[ NetworkaccessTrafficLogs

[ RiskyServicePrincipals

[ sewiceprincipalRiskevents

Select a storage account

)

Retention (@y%) Archive to 3 storage account
SigninLogs
Retention (days) @ Showing all storage accounts incl
NoninteractiveUserSigninLogs
Retention (days) Location
ServicePrincipalSigninLogs Al
Retention (days) Subscription
& 180 [‘AzureLabs
Retention (days)
[ provisioningLogs
0 v pymt
Retention (days)
[J AprssigninLogs
[ stream to an event hub
Retention (days)
[J send to partrer solution
Retention (days)
[ userriskevents

Retention (days)

Retention (days)

Retention (days)
0

MM

The Log Analytics workspace is a great way to store and view the logs. However, you may want to save the

FOR509 | Enterprise Cloud Forensics and Incident Response

logs for an extended period of time and export them to other tools. To achieve that goal, you will need to
export the logs to a storage account.

Going back to the diagnostic setting, we configure the tenant logs to be sent to a storage account called
pymtechlabslogstorage.

One of the great features of storage accounts is the ability to specify a retention period. As expected, you will
be billed based on the quantity of data stored in the storage account. You will need to balance which logs you
wish to retain, how long to retain them for, and the cost of the storage. Each organization will have a different

answer.

Once the logs are in the storage account, you may access them in different ways. Programmers will use their

favorite programming language to access the data via API. An easier way is to use a tool such as Azure
Storage Explorer, which provides a GUI to see the storage accounts and the blobs that store the logs.

66
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Azure Storage Explorer

Download button

Deep directory structure for
each PT1H.json log file

Collapse All

=% Quick Access

N o + - L-D y d b4 fo
Refresh All Upload! Cpen  MNewFolder Select Al Copy = Delete siete | Manage History = Fold

4 P Local & Attached

b = Storage Accounts

b & Cosmos DB Accounts (Deprecated)
» 3 Data Lake Storage Gen1 (Preview)

4 Azure subscription 1 (admin@pymtechlabs.com)

4 = Storage Accounts

b = cs710032000868ba105

& = v | Active blobs (default) vl €€ y=2021 » m=02 » d=07 » h=23 » m=00

e ccess Tier | Access Tier Last Modified | Last Modified Blob Type Content Type
[} PT1Hjson 2/7/2021,537:14PM  Append Blob  application/octet-st

4 = pymtechlabslogstorage

4 M Blob Containers

insights-activity-logs

insights-logs-auditlogs
nsights-logs-managedidentitysigninlogs
nsights-logs-networksecuritygroupevent
insights-logs-networksecuritygroupflowevent

insights-logs-networksecuritygrouprulecounter|

FHAAEA@AA

nsights-logs-noninteractiveusersigninlogs

.json file that contains the logs

\1 Storage account & blobs for

™ insights-logs-signinlogs

each log type

68
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Azure Storage Explorer is the simplest way to access the blobs within the storage account and download the
data. Azure Storage Explorer is a free Microsoft application that you will need to install on your computer.!

We will use Azure Storage Explorer to export many kinds of logs. As a preview, here are the names of some
of the logs you may encounter. Because there are so many, we are only listing a few here:

Log
Tenant

Subscription
Network Watcher

NSG Flow

Name

insights-logs-auditlogs
insights-logs-managedidentitysigninlogs
insights-logs-noninteractiveusersigninlogs
insights-logs-signinlogs

insights-activity-logs
insights-logs-networksecuritygroupevent
insights-logs-networksecuritygrouprulecounter
insights-logs-networksecuritygroupflowevent

The schema for these logs is documented in the second reference.?

Most logs will be stored in the storage account as blobs. Operating system logs will be stored as tables.

1. https://for509.com/storageexplorer
2. https://for509.com/schema-activitylog

© 2022 Pierre Lidome
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Tenant Logs: Storage Blobs

» Separate JSON log files stored for each hour

tenantld=7e325eda-7945-46d3-ac99-fodcfeb4628e\
y=2021\m=03\d=20\h=15\m=00\PT1H.json
y=2021\m=03\d=20\h=18\m=00\PT1H.json
y=2021\m=03\d=26\h=01\m=00\PT1H.json
y=2021\m=03\d=27\h=11\m=00\PT1H.json

« PT1H.json file only created when there is log data
« Minute field is always set to 00

SANS FOR509 | Enterprise Cloud Forensics and Incident Response 70

Unfortunately, this is where things get a bit complicated. The logs are stored in a series of files called
PT1H.json, broken down under the following hierarchy:
tenantId=<tenant id>\
y=<year>\
m=<month>\
d=<day>\
h=<hour>\
m=00\

PT1H. json

As you can imagine, this means you could have hundreds or even thousands of files.

70 © 2022 Pierre Lidome
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Tenant Logs: Import into SOF-ELK

Steps to import logs into SOF-ELK

1. Download the blob containers
a) Azure Storage Explorer, then transfer to SOF-ELK VM
b) Python script directly on SOF-ELK VM (see notes)

2. Combine all PT1H.json files into a single file

[elk user@sof-elk]> find ./insights-logs-auditlogs/ -type £ —name PT1H.json
-exec cat {} + |tee insights-logs-auditlogs.json

3. Copy file to Azure Logstash folder

| [elk user@sof-elk]> cp insights-logs-auditlogs.json /logstash/azure |

4. Repeat for the different sign-in logs

SANS FOR509 | Enterprise Cloud Forensics and Incident Response 71

Import these logs into SOF-ELK by following these steps:
1. Download the blob containers with option a) or b).
a) Use Azure Storage Explorer and then transfer the logs to the SOF-ELK VM.
b) Use the download_blobs.py script! directly in your SOF-ELK VM.
2. Inyour SOF-ELK VM, you will now have a large number of PT1H.json files located in a deeply nested
directory structure. You will need to combine them into a single file. Assuming that the top directory is
called insights-logs-auditlogs, run the command:

find ./insights-logs-auditlogs/ -type f —-name PT1H.json d
-exec cat {} + |tee insights-logs-auditlogs.json

3. You will now have a single file called insights-logs-auditlogs. json that combines every
PT1H json file. Copy it to the appropriate Logstash folder:

cp insights-logs-auditlogs.json /logstash/azure
4. ELK will now process the JSON file, and within a few minutes you will be able to see the logs in Kibana.

1. The Python script is courtesy of Quick Programming Tips: https://for509.com/blobpythonscript

© 2022 Pierre Lidome 71




Tenant Logs: Event Hub

 Event Hubs
Azure An{;f’ygﬁcs e Graph API

Portal Workspace

Storage
Acconnt Event Hub

SANS FOR509 | Enterprise Cloud Forensics and Incident Response
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Event Hubs Stream

MM

Event hubs are real-
time data ingestion
services

Capable of ingesting
millions of events
per second

Support for multiple
sources of data
Check for their
existence

Show metrics:

I Messages  Throughput )

o

Monitor data
ingestion rate

For the last:
I:_ Thour  &hours 12 hours 7days  30days _:I
h

i S

6P

User Errors. (Sum)

6AM

54

Pyt

0

| \n{nm\ngREquzs!s[Su1 Sucressful Requests _ ISEWErme[SumJ

52

2

pyn

0

Irhmmm Requests _

P Search to filter items...

Name

Status

insights-lags-noninteractiveuser-. | Active
insights-logs-signinlogs Active

Ingest data
from multiple
sources

UTC-05:00

unt
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If you want to send your logs to a non-Azure destination, the event hub is a real-time data ingestion service.!

It’s capable of ingesting millions of events per second and creating a dynamic data pipeline to feed an

application such as a SIEM.

The configuration to send logs to an event hub follows the same process as the one for the storage account.
First, you will need to create the event hub. Second, you will specify the event hub namespace in the

diagnostic settings as shown below.?

Diagnostic setting

Save [ Dpelete < Feedback

X Discard

categories and contents of those logs

Diagnostic setting name
Category details
log

AuditLogs

signinLogs

license. If you don't have a P1 or P2, start a free trial.

MNoninteractiveUserSigninLogs

ServicePrincipalSigninLogs

ManagedidentitySigninLogs

ProvisioningLogs

SendToLogAnalytics

@ 'n order to export Sign-in data, your organization needs Azure AD P1 or P2

Destination details

[] send to Log Analytics workspace

[] archive to 2 storage account

Stream to an event hub

Subscription

Far ED(Entia\ (5] rtner intEErath

A diagnostic setting specifies a list of categories of platform logs and/or metrics that you want to collect from a resource, and one or mare
destinations that you would stream them to. Normal usage charges for the destination will occur. Learn more about the different log

s, see documentation here

| Azure subscription 1

~]
Event hub namespace *
[ pymtechlabseventhub ~
Event hub name {(optional) @
[ 140 event hubs found ~ |
| RoﬂtManagaSharedAcces#ey e |

@m.m
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Using an event hub is beyond the scope of this course. However, as part of your investigation, it’s important
to look for such a configuration, as it may point to the existence of a log repository that your client may have

forgotten to tell you about.

Event Hubs =

Pym Tech Labs

Manage view - () Refresh Export to CSV ~t Open query

| F'Iter for any field... | Subscription == all Resource group == all 3

Showing 1to 1 of 1 records.

MNew

|:| Name T Status T, Tier Ty

|:| g pymtechlabseventhub Active Basic

Location == all

Throughp

1

74

1. https://for509.com/eventhubs-overview
2. https://for509.com/eventhubs
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Graph API

* An alternative method to send
logs to an external SIEM is to
use the Graph API

* Highly customizable and
granular

» Important to discuss with SIEM
team which logs they choose to
import

* SIEM team should provide name
of indexes for each type of logs

SANS FOR509 | Enterprise Cloud Forensics and Incident Response

Sample architecture

J

Microsoft 365  Azure Active Directory Azure Subscriptions

I

Microsoft Graph API

The Microsoft Graph API is a very powerful way to retrieve data from Azure and Microsoft 365. Many

programming languages and platform are supported.!

Like the event hubs, it’s important that you know about this feature so you can communicate with the SIEM

team and understand what logs they choose to import.

A company may choose to use event hubs and/or the Graph API, as many different architectures are possible.

Because the Graph API pre-dates event hubs, you are
from Azure in this manner.

1. https://for509.com/graph

very likely to find that many SIEMs obtain their data

© 2022 Pierre Lidome
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Lab 2.2 Preview

Lab 2.2 will explore Azure Active Directory logs to search for
anomalous activity. In this lab, we will visualize a password
spray attack.

The following fields will be important in this lab:

authentication details.authenticationStepResultDetail
result description

result type

user principal name

SANS FOR509 | Enterprise Cloud Forensics and Incident Response 76
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ﬁANS DFIR

DIGITAL FORENSICS & INCIDENT RESPONSE

Lab 2.2

AAD Password Spray Attack
(est. 20 minutes)
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Subscription Logs

in/Audit
Logs
T Activity
Subscription Toss
Resource
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available to all 7| | storage
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Subscription Log Agenda

* Sources of Logs

- Log Analytics Workspace  The activity log schema

- Tenant Logs * Viewing the activity log in the

- Lab 2.2: AAD Password Spray portal o _
Attack + Searching the activity log in a

Log Analytics workspace
* Activity log examples
* Sending the activity log to

* Subscription Log ==
* Lab 2.3: Tracking Resource

Creations
NSG Flow L storage or to an event hub
OW 108 * Importing the activity log into
* Lab 2.4: Detecting Data SOF-FLK
Exfiltration
SANS FOR509 | Enterprise Cloud Forensics and Incident Response 79

The subscription log contains information about operations conducted by tenant-wide services.! This is where
you will find information about resources being created, modified, or deleted.

You will find the subscription logs under the “Activity log” service.

Just like the tenant logs, there are four actions you can take with these logs:
1. View them directly on the Azure portal.

2. Store them in a Log Analytics workspace.

3. Send them to a storage account for archival.
4

Send them to a SIEM by using the event hub.

1. https://for509.com/activitylog

© 2022 Pierre Lidome 79




Subscription Log Schema (1)

* Activity log events will be generated for many activities. In this example
we are creating a new VM.

* The key elements of the log entry are shown on the next slide:

* ResourceId will uniquely identify the VM we created.

* OperationName shows that we created a VM
(MICROSOFT.COMPUTE/VIRTUALMACHINES/WRITE).

* ResultType and ResultSignature show if we were successful.

* CallerIpAddress shows the IP address of the principal who made the request.

* CorrelationId allows us to track the different sub-operations.

* Claims will show the principal who made the request and its authentication.

» Many additional fields will be present but may be of limited use to our
investigation.

SANS FOR509 | Enterprise Cloud Forensics and Incident Response 80

The activity log contains valuable information for our investigations. It’s important to understand the key
fields in that log. In this example, we have a log entry from the creation of a virtual machine. The next slides
will show the most important fields common to the various types of entries.

Entries from the various providers (compute, network, etc.) will have the same schema but may populate

fields differently. For example, when creating a virtual machine, the compute provider will populate a field
called “responseBody” that contains an interesting piece of information, as we will see in Lab 2.3.

80 © 2022 Pierre Lidome
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Subscription Log Schema (2)

* Subscription log is also referred to as the activity log Resource ID Operation
+ Important fields from the Activity Log schema: string performed

"time": "2021-03-13T21:52:40.86981427",
"resourceld": “/SUBSCRIPTIONS/<Subscription ID>/RESOURCEGROUPS/LABRG/PROVIDERS/MICROSOFT.
COMPUTE/VIRTUALMACHINES/LUISDESKTOP*,

"operationName": "MICROSOFT.COMPUTE/VIRTUALMACHINES/WRITE", l

resultType": “Accept”, :! Result |

"resultSignature": “Accepted.Created",

"callerIpAddress": “45.41.180.139", | g IP of client making the request |

"correlationId": "22f4f370-9d5d-4016-81c7-5do1a3odaf81",
lﬁ Track sequence of events

"identity": {

"a;‘th"‘"izition": <many fieldremoved>1. | T & authentication of person making the request
"claims": 7

non

"http://schemas.microsoft.com/claims/authnmethodsreferences": "pwd,mfa",

non

"http://schemas.xmlsoap.org/ws/2005/05/identity/claims/upn": " admin@pymtechlabs.com ",

<many fields removed> }

SANS FOR509 | Enterprise Cloud Forensics and Incident Response 81

The subscription log is often referred to as the activity log. The complete schema is quite long, and many
fields duplicate the same information. In this slide, we are highlighting a few important fields:

* resourceld is the string of the resource being added/modified/deleted.

* operationName is the name of the provider making the change and the nature of the change. In this
example, we are changing a security rule in the network security group.

* resultType and resultSignature contain nearly identical information with the result of the operation.

* callerIpAddress is the IP address of the client making the request.

* correlationld is a unique GUID that is used to track the sequence of events that make the operation
(example in the next slide).

* Identity contains an authorization sub-field and a claims sub-field. In the claims sub-field, you will find
information about the person who is making the change.

Notice how the schema has multiple levels of nested fields. This will be a challenge to import in SOF-ELK,
as SOF-ELK uses a flat schema. We will discuss later some of the compromises that have to be made.

© 2022 Pierre Lidome 81




Subscription Log: correlationld

The correlationlId field is found in nearly all Azure logs. It’s very useful to
track the sequence of events that make up an operation

correlation_guid : "2214f370-9d5d-40f6-81c7-5d01a30daf81"

Time = action result_signature
> 2821-83-13 14:22:23.974 +88:80 Microsoft.Resources/deployments/write Started.
3 2821-83-13 14:22:25.434 +88:80 Microsoft.Resources/deployments/write Accepted.Created
3 2821-83-13 14:22:26.474 +88:80 Microsoft.Network/networkSecurityGroups/write Started.
»  2821-83-13 14:22:26.474 +88:80 Microsoft.Network/publicIpAddresses/write Started.
3 2821-83-13 14:22:26.479 +88:80 Microsoft.Compute/register/action Started.
»  2821-83-13 14:22:26.814 +88:80 Microsoft.Compute/register/action Succeeded.OK
SANS FOR509 | Enterprise Cloud Forensics and Incident Response

Using SOF-ELK, we can filter our data to only show the events with the same correlationld:

correlation guid : "22£f4f370-9d5d-40£6-81c7-5d01a30daf81"

This filter will show us the operations that Azure performed to complete the tasks, which in this case was to
create a new VM.

Note: The operations shown above are a small subset of the 28 operations that Azure performed to create a
new VM.

82 © 2022 Pierre Lidome
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Subscription Log: Portal

Access to Diagnostic Settings |

Activity log

3

Search the activity log
by specifying the
subscription, event
severity, and the time

Monitor | Activity log % =

Microsoft

X

N Activity Edit columns () Refresh (& Export Activity Logs ) L Downloadas Csv @ Logs 57 Pin currentfilters % Reset filters

£ Search | ¢ Quick Insights

Subscription : Azure subscription 1 Event severity : All Timespan : Last month Resource group : Research < Resource : All resources <

Event category : Administrative *7 Add Filter

26 items.

Event initiated by

Time Time stamp  Subscription

> @ Delete Virtual Machine Succeeded  a day ago Tue May 24 ... Azure subscription 1 instructor@pymtechlabs.com
> @ Delete Starage Account Succeeded  aday ago Tue May 24 ... Azure subscription 1 instructor@pymtechlabs.com
> @ Delete Network Interface Succeeded  a day ago Tue May 24 ... Azure subscription 1 Azure Traffic Manager and ...
> @ Create or Update Virtual Machine Succeeded  aday ago Tue May 24 ... Azure subscription 1 instructor@pymtechlabs.com
> @ Deallocate Virtual Machine Accepted  aday ago Tue May 24 ... Azure subscription 1 instructor@pymtechlabs.com

frame

Options for further
filtering

Results include the
operation name, status,
and userid of person
who initiated the event
Access diagnostic
settings via the “Export
Activity Logs” menu

Just like the AAD log, the portal is a quick and easy way to get an

FOR509 | Enterprise Cloud Forensics and Incident Response

83

Additional Filters:

overview. However, as you will see in the next few slides, it’s not a
practical way to get detailed information.

In the portal, you need to select:

1. The subscription you wish to query.

2. The event severity: Critical, Error, Warning, or Informational.

3. The timeframe.

4. Optionally, additional filters are available, as shown in the picture

on the right.

The access to the Diagnostic Settings menu is via the “Export Activity
Logs” option on the top menu bar. There is a “Diagnostic Settings”
option on the left menu bar (not shown in the slide screenshot);
however, it currently doesn’t lead to the intended destination.

Resource group

Fesource group

Resource

[tems that are part of your Azure

database or virtual machine

The category to which a resource

virtual machines, web apps, or d:

An action or command, such as ¢

write, that affects Azure Resource

resgurces

Event initiated by

The user who started an operatic

|Event category |

The event type for certain operat

© 2022 Pierre Lidome
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Subscription Log: Portal Details

Operation name

Status

(31" adadl

~ ) Update Storage Account Create

@ Create Deployment

@ Create Deployment

@ Update Storage Account Create
A 'audit’ Policy action.

@ ‘auditifMotExists” Policy action.
@ Update Storage Account Create
@ Update Storage Account Create
@ Create Deployment

@ 'zuditifMotExists' Policy action.
A 'audit’ Policy action.

@ Update Storage Account Create

Started
Accepted
Started
Succeeded
Started
Accepted
Succeeded
Succeeded
Succeeded
Succeeded

Succeeded

Update Storage Account Create

Mon Jan 25 2021 16:07:10 GMT-0600 (Central Standard Time)
+ New alert rule
Summary JSON  Change history (Preview)

Operation name Update Storage Account Create

Time stamp Men Jan 25 2021 16:07:10 GMT-0600 (Central Standard Time)

Event initiated by admin@pymtechlabs.com

MM

FOR509 | Enterprise Cloud Forensics and Incident Response

« Each operation is a series
of steps that are recorded
in the log

* Clicking on the name of
the operation will
provide more details

In this example, we are creating a new storage account. Notice how this single action is made up of numerous
smaller steps. To see the smaller steps, click on the arrow itself rather than the text.

If you click on the text of the operation, you will get details about who initiated it and when.

Further, by selecting the JSON tab, you will see a large number of details regarding the operation.
Unfortunately, there is no ability to export the JSON from the portal other than copy/paste, which is not

practical for a large number of events.

The same data can be queried programmatically using the Get-AzLog PowerShell cmdlet.! Alternatively,
you can use the CLI with the command az monitor activity-log.?

However, as we saw with the AAD logs, using the Log Analytics workspace is a much better way to visualize

the information in the portal.

1. https://for509.com/monitor-powershell
2. https://for509.com/monitor-cli

84
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Subscription Log: Log Entry Details

» CSV file doesn’t include all the details that are part of the schema
* JSON entry has all the details but not useful inside the portal

Activity log =
o Activity Editcolumns () Refresh 5 Diagnostics settmgs@ -

N~—

W W o
|

A B

C D E F G H J K

3 Correlatio Operatior Status
ad9c72ee- Update St Succeedel Administr Informatic 2021-01-2! d241fb8e- admin@p Microsoft. FileShare [subscriptions;
ad9c72ee- Create De Started  Administr Informatic 2021-01-2! d841fb8e- admin@p Microsoft. FileShare [fsubscriptions
ad9c72ee- Create De Accepted Administr Informatic2021-01-2! d841fb8e- admin@p Microsoft. FileShare fsubscriptions;
_|ad3c72ee- Update St Started  Administr Informatic2021-01-2! d341fb8e- admin@p' Microsoft. FileShare /subscriptions;

Event cate Level Time Subscripti Event initi Resource ' Resource Resource

Update Storage Account Create

Mon Jan 25 2021 16:07:10 GMT-0600 (Central Standard Time)

= Mew alert rule

FNETIINI

5ummaly< JSON: = = =

Operation name Update Storage Account Create

Time stamp Mon Jan 25 2021 16:07:10 GMT-0600 (Central Standard Time)

Event initiated by admin@pymtechlabs.com

MM

Summary

JSON  Change history (Preview)
{
authoriza :
“actio Microsoft.Storage/storageAccounts/urite”,
“scope”: "/subscriptions/d841fbge-c@c7-46Fd-adol-3689e784d1d/resourcegroups/

FileShare/providers/Microsoft.Storage/storageAccounts/forensictools™

I
“caller”
“channels

“admin@pymtechlabs.con”,
“gperation”,

https:// .core.windows.net/",
“https://sts.windows . net/7e325eda-7945-46d3-ac99-fadcfebasse/ ",
1611611118,

: "1611611118",
p": "1611615018",

“http://schemas.microsoft.com/claims/authnclassreference™ "17,

"aio": "AVQAq/
8SAAAANLSVYKUQ7518tB7FT72CtoFQCasyaMZYoUOMkhe60u3742uU0rhsNITFCFSYDrlmyFP/
NnSqDOBU2S I FUESYBQYPNY+06t /1IR2XNOUVIW=",

“http://schemas.microsoft.com/claims/authnmethodsreferences™: "pud,mfa”,

FOR509 | Enterprise Cloud Forensics and Incident Response

You may have noticed that the portal provides an option to export the data into a CSV file. While this appears
to be a good solution, upon closer examination you will find that only the high-level information is exported.
When you compare the data in the CSV file to the data in the JSON, you will see that all the detailed
information is missing. If you need to export the data to a file, we will show you how to write it to a storage

account just like we did for the AAD logs.
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S

ubscription Log: Log Analytics

Home > Activity log > Diagnostic settings >

Diagnostic setting

save X Discard [ Delete <) Feedback

A diagnostic setting specifies 2 list of categories of platform logs and/or metrics that you want to collect from a subscription, and one or
more destinations that you would stream them to. Normal usage charges for the destination will accur. Learn more about the different log
categories and contents of those logs

Diagnostic setting name * [ subscriptionLogs
Categary details ’ 

log send to Log Analytics workspace

Administrative Subscription

[ Azure subscription 1

]

Security

T Analytics workspace

pymtechlabsAnalytics ( centralus ) )

Select the
events to
record

—

| Select the

ServiceHealth

Alert [] Archive to a storage account
Recommendation [J stream to an event hub
policy

Autoscale

ResourceHealth

workspace
previously
created

MM
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While the portal may be fine for a quick look at the subscription logs, it’s much better to set up a Log

Analytics workspace. By sending the subscription logs to the same Log Analytics workspace as the AAD log,
we can get a more comprehensive view of the events in our Azure tenant.

The setup process is identical to the one for the tenant logs: select the log categories you wish to save and the

Log Analytics workspace to send them to.

Subscription log categories are:

* Administrative: Actions performed through the Resource Manager, such as resource creation, update, and

deletion.
* Security: Alerts generated by Azure Security Center.

* Service Health: Service health incidents such as Azure service downtime.
* Alert: Triggering of previously configured alerts, such as CPU utilization exceeding a specific threshold.
* Recommendation: Recommendations from the Azure Advisor.

* Policy: Policy events such as audit and deny per policies established in the subscription.
* Autoscale: Events related to the operation of the autoscale engine based on settings defined in your

subscription.

* Resource Health: Events regarding the health of your resource with a possible status of Available,

Unavailable, Degraded, or Unknown.

Many of these categories will only show up if the corresponding settings have been enabled in your
subscription. From a practical point of view, you will mostly see administrative log entries.

As with the tenant logs, it might be tempting to save everything, but in a large organization the storage

requirements may get very costly.
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Subscription Log: Log Analytics Example |

Save

| Timerange: Last 4 hours |

1 AzureActivity

%@ Copy link v

| where OperationNamevalue contains "DELETE"

Chart

Results

Completed. Showing results from the last 4 hours.

imeGenerated [UTC] v OperationMameValue
> 2/25/2021,1:54:05.397 AM MICROSOFT.COMPUTE/DISKS/DELETE
> 2/25/2021,1:53:34.578 AM
> 2/25/2021,1:56:02.472 AM

> 2/25/2021,1:55:36.082 AM MICROSOFT.COMPUTE/DISKS/DELETE

00 columns ~ | (D Display time (UTC+00:00) ~ (@ ) Group columns

MICROSOFT.COMPUTE/VIRTUALMACHINES/DELETE

MICROSOFT.NETWORK/PUBLICIPADDRESSES/DELETE

> 2/25/2021,1:56:52.326 AM

MICROSOFT.RESOURCES/SUBSCRIPTIONS/RESOURCEGROUPS/DELETE

> 2/25/2021, 1:54:05.650 AM MICROSOFT.COMPUTE/DISKS/DELETE

> 2/25/2021, 1:53:34.064 AM

MICROSOFT.NETWORK/NETWORKINTERFACES/DELETE

-+ New alertrule > Export ™
| .
Searching for
recently deleted
resources
ActivityStatusValue
Success When deleting
Success a resource
Success group, every
— . resource within
o that group is
Success deleted

MM
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Now that we have configured our Log Analytics workspace, let’s look at an example query.

The table that contains the subscription logs is called AzureActivity. Consider the scenario where a bad actor
deletes a large number of resources to cover their activity. You could write the following query:

AzureActivity

| where OperationNameValue contains "DELETE"

Observe that every element that constitutes a virtual machine is being deleted: the disk, VM itself, IP address,
and network interface. This actually doesn’t happen if you delete just the VM. The reason everything is being
deleted is because the resource group that contains the VM is being deleted.

Deleting a resource group is a very effective way to delete a large number of resources; hence, it’s important

to carefully consider who has this level of access.

© 2022 Pierre Lidome
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Subscription Log: Log Analytics Example 2

Time range : Custom Save @y Copy lin

AzureActivity
| where OperationNameValue contains "COMPUTE™
| distinct OperationiameValue

Results Chart

00 columns

Completed. Showing results from the custom time range.

MICROSOFT.COMPUTE/VIRTUALMACHINES/START/ACTION
MICROSOFT.COMPUTE/VIRTUALMACHIMES/WRITE
MICROSOFT.COMPUTE/VIRTUALMACHINES/EXTENSIONS/WRITE
MICROSOFT.COMPUTE/VIRTUALMACHINES/DEALLOCATE/ACTION
MICROSOFT.COMPUTE/VIRTUALMACHINES/DELETE
MICROSOFT.COMPUTE/DISKS/DELETE

MICROSOFT.COMPUTE/DISKS/WRITE

/ Search for all operations

associated with virtual
machines by filtering for the
COMPUTE resource provider

The “distinct” statement gives
us a summary of the
operations performed in the
subscription. At this point we
don’t know how many
resources are involved

MM

FOR509 | Enterprise Cloud Forensics and Incident Response

Another interesting query would be to look for operations associated with virtual machines. You may
remember that the resource provider responsible for virtual machines is called COMPUTE. So, to find the
unique operations performed on virtual machines, you could write the following query:

AzureActivity
| where OperationNameValue contains
| distinct OperationNameValue

"COMPUTE"

The “distinct” statement gives us the unique values. This is a great way to limit the output to a reasonable
number of lines and get an overall view of the activity in the subscription.

© 2022 Pierre Lidome

89

89




Subscription Log: Log Analytics Example 3

ime range : Custom

Azurelctivity
| where OperationNameValue contains "COMPUTE"
| summarize count() by OperationNameValue

2

Results  Chart 00 columns

Completed. Showing results from the custom time range.

erationMameValue

*  MICROSOFT.COMPUTE/VIRTUALMACHINES/START/ACTION
> MICROSOFT.COMPUTE/VIRTUALMACHINES/WRITE

>  MICROSOFT.COMPUTE/VIRTUALMACHINES/EXTENSIONS/WRITE]
*  MICROSOFT.COMPUTE/VIRTUALMACHINES/DEALLOCATE/ACTI
>  MICROSOFT.COMPUTE/VIRTUALMACHINES/DELETE

>  MICROSOFT.COMPUTE/DISKS/DELETE

*  MICROSOFT.COMPUTE/DISKS/WRITE

@ Copy link

-

Count the operations
associated with the
COMPUTE resource provider
to get a better idea of the
activities in the subscription

The “summarize count() by”

statement gives us a count of

each operation similar to an
Excel pivot table

MM

90

FOR509 | Enterprise Cloud Forensics and Incident Response

To understand the scope of the resources being impacted, we can count the number of operations like you
would do in an Excel pivot table. The following query will do just that:

AzureActivity

| where OperationNameValue contains "COMPUTE"
| summarize count () by OperationNameValue

This example takes place over a number of days and shows the owner of the subscription creating, starting,
stopping, and eventually deleting a number of virtual machines and associated disks. The output is truncated

to fit in the slide.

As you can see, the Log Analytics workspace combined with the KQL is a powerful tool to analyze your log

data.
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Subscription Log: Storage Account and Event Hub

Diagnostic setting

MM

save

X pisca te Q Feedback

es of platform logs and/or metrics that you want to collect
Normal usage charges for the destination will occur. L

froma iption, and one or
earn more about the different log

subscript

SubscriptionLogs

Category details

log

Administrative

Select a storage
account

- — 1

Select an event
hub

— |

[oymecniaserentnad )

Event hub name (optional) @

FOR509 | Enterprise Cloud Forensics and Incident Response

The diagnostic settings are configured the exact same way as tenant logs, specifically Azure Active Directory
logs. All you have to do is specify the storage account and the event hub.

In this example, we will store the subscription logs to the storage account called pymtechlabslogstorage and
stream the logs to the event hub called pymtechlabseventhub.

The log entries will be found in a blob called insights-activity-logs. As you may remember from one of our
earlier slides, a series of files called PT1H.json will be created in a very deep directory structure. By using
Azure Storage Explorer, you can download that directory structure and use the scripts provided in the SOF-
ELK distribution to combine these files in a single one.

© 2022 Pierre Lidome
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Diagnostic setting

-~

& save X Discard

@ Detete QO Feedback

A diagnostic setting specifies a list of categories of platform logs and/or metrics that you want to collect from 3 subscription, and one or
more destinations that you would stream them to. Normal usage charges for the destination will occur. Learn more about the different log

categories and contents of those logs
Diagnostic setting name *
Category details

log

[ Administrat
B security

B servicerealth
B wen

B Recommendation
B poicy

B Avtoscale

B Resourceneatth

_ Subkrption.ogs

V)

Destination details

([ send to Log Analytics workspace

B Aschive to a storage account

@ You'l be charged normal data rates for storage and transactions when you
send dagnostics to 3 storage account.

° Showing all storage accounts inchuding classic storage accounts

Subscription

H Azure subscription 1

Event hub name (optional) ©

ﬁ (Create in selected namespace)

Event hub policy name

H RootManageSharedAccessKey
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Subscription Log: Import into SOF-ELK

* The process is the same as the tenant logs.
* Due to the flat nature of the schema in SOF-ELK, some of the fields have

to be mapped to different names.

* There are too many fields in the activity log schema, so we only mapped
some of them. You may choose to create your own mapping.

MM

Activity Log Schema SOF-ELK

resourceld

operationName

resultType / resultSignature
callerIpAddress
correlationId

Identity / claims

responseBody

Some fields are

resource_id = scope duplicated because
operation_name = action they show up in
result_type / result_signature multiple sections

i of the event entry
source_ip
correlation_guid
Partially mapped

response_body

FOR509 | Enterprise Cloud Forensics and Incident Response

You can import the activity log the same way you imported the tenant logs. You should name your file
insights-activity-logs. json so it’s easily identifiable in SOF-ELK.

The nested nature of the activity log file is a challenge when you’re mapping fields to import into SOF-ELK’s
flat structure. As a result, some of the data is imported into two separate fields.

At this time, the identity and claims sections are partially mapped. They contain a lot of information, and we
only mapped the fields we believe to be the most important.

The Logstash parser is part of the public SOF-ELK distribution, and everyone is welcome to contribute and

improve the mapping.
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Lab 2.3 Preview

Lab 2.3 will explore the Azure logs to track the creation of
cloud resources. In this lab, we will see the creation of GPU-
enabled VMs typically created for the purpose of crypto
mining.

The following fields will be important in this lab:

* correlation guid

* operation name

* resource_id

° response body

* source ip

* user principal name

SANS FOR509 | Enterprise Cloud Forensics and Incident Response 94
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ﬁANS DFIR

DIGITAL FORENSICS & INCIDENT RESPONSE

Lab 2.3

Tracking Resource Creations
(est. 20 minutes)

SANS FOR509 | Enterprise Cloud Forensics and Incident Response 95

This page intentionally left blank.

© 2022 Pierre Lidome 95




Resource Logs

Logs

in/Audit
Subscription Activity
0gs

Resource
Destinations

& &}

5 available to all —
Operating System log sources Storage

Application
ANY

This page intentionally left blank.

#

Azure Portal

Logs Log Analytics E@

—

R v Desinaion 6B
= Non-Azure Destination
~——
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Resource Log Agenda

* Sources of Logs
* Log Analytics Workspace

* Tenant Logs e NSG Rules

 Lab 2.2: AAD Password Spray . NSG Flow Log
Attack + Configuring NSG

* Subscription Log  Visualizing Network Traffic

* Lab 2.3: Tracking Resource « Importing NSG Logs into
Creations SOF-ELK

* NSG Flow Log — Storage Account Logs

« Storage Account Logs * Storage Account Keys

* Lab 2.4: Detecting Data * Data Exfiltration
Exfiltration * Policies

SANS FOR509 | Enterprise Cloud Forensics and Incident Response 97

Azure offers a large number of resources. Each one of these resources can generate one or more logs, if
configured to do so. This means that there are potentially hundreds of log categories.!

For the purposes of incident response and forensics, we will focus on the most important resource log: the
network security group (NSG) flow log.

The portal, Log Analytics workspace, storage, and event hub configuration options are the same as the tenant
and subscription logs but are not as useful since they only provide metadata about the creation of the flow

logs.

Virtual machines are the other key Azure resource. However, we will cover them in the next section, as their
logs are more valuable when an agent is installed.

1. https://for509.com/resourcelogscategories
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Custom rules

Default rules

MM

Port == all

Priority T

Protocol == all

Name T}

Source == all

Port Ty

Destination == all Action == all
Protog; Source T

' Inbound Security Rules

A\ port 3330 3380 TR

100 Any

110 A rort 22 22 Tcp Any

160 Port_21 21 TcP Any

201 AllowRD 3389 Tep Corphets.
301 AllowPSRemating 5986 Tep AzureAct
65000 AllowvnetinBound Any Any Virtualiet
65001 AllowAzureloadBalan.. Any Any Azureloac
65500 DenyAllinBound Any Any Any

' outbound Security Rules

65000 AllowVnetOutBound Any Any VirtualNet
65001 AllowlnternetOutBound  Any Any Any
65500 DenyAllQutBound Ay Any Any

FOR509 | Enterprise Cloud Forensics and Incident Response

| ;E Port_3389 |

Eekse

Bl save X piscard W Delete

Source ©

Any

Source port ranges * @

Destination @

Any

Service @
RDP

Destination port ranges @

protocel

cp
L

Action

® allow
O peny

Priotity * @
100

Name

Azure network security groups are used to filter network traffic to and from Azure resources. The network
security groups contain security rules that allow or deny inbound and/or outbound network traffic to/from

Azure resources. For each rule, you can specify source and destination, port, and protocol.

Azure creates several default rules in each network security group. These have a priority of 65000 or higher.

Speaking of priorities, rules are evaluated in order from the lowest number to the highest.

The example in this slide shows rules to open ports 3389 (RDP), 22 (SSH), and 21 (FTP) to the internet. All
very bad ideas from a security perspective. In the next slide, we will look at the log entries generated from the

creation of the rule for port 3389.

© 2022 Pierre Lidome
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NSG Rule Creation Log

+ Subscription log is also referred to as the activity log .
. i Operation
+ Important fields from the Activity Log schema: N —
. rfor
"time": "2021-03-13T21:52:40.86981427", Resource ID strlng

"resourceld": “/SUBSCRIPTIONS/<Subscription P
ID>/RESOURCEGROUPS/LABRG/PROVIDERS/MICROSOFT.NETWORK/NETWORKSECURITYGROUPS/AADDS-
NSG/SECURITYRULES/PORT_3389",

"operationName": "MICROSOFT.NETWORK/NETWORKSECURITYGROUPS/SECURITYRULES/WRITE", I

s

"category": “Administrative”,
"resultType": “Success", % Result |
"resultSignature": "Succeeded."”,

"callerIpAddress": “45.41.180.139 ,4

IP of client making the request |

"correlationId": "efd98169-2530-43f2-a33c-c76805658abg", |ﬁ Track se quence of events |
"identity": {

" h . 3 ": f 1 . . .

B <many fieldremoved> . | T & authentication of person making the request |

n,on

"http://schemas.microsoft.com/claims/authnmethodsreferences": "pwd,mfa",

"http://schemas.xmlsoap.org/ws/2005/05/identity/claims/upn": " admin@pymtechlabs.com ",
<many fields removed> ;

SA-N-S FOR509 | Enterprise Cloud Forensics and Incident Response 99

The subscription log is often referred to as the activity log. The complete schema is quite long, and many
fields duplicate the same information. In this slide, we are highlighting a few important fields:

* resourceld is the string of the resource being added/modified/deleted.

* operationName is the name of the provider making the change and the nature of the change. In this
example, we are changing a security rule in the network security group.

* resultType and resultSignature contain nearly identical information with the result of the operation.

* callerIpAddress is the IP address of the client making the request.

* correlationld is a unique GUID that is used to track the sequence of events that make the operation
(example in the next slide).

* Identity contains an authorization sub-field and a claims sub-field. In the claims sub-field, you will find
information about the person who is making the change.

Notice how the schema has multiple levels of nested fields. This will be a challenge to import in SOF-ELK,
as SOF-ELK uses a flat schema. We will discuss later some of the compromises that have to be made.
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NSG Rule Details

The details of the NSG rule is contained in the log: Port 3389 opened to all
incoming IP addresses.

"requestbody":
"properties":

"description":"RDP port",
"protocol":"*",
"sourcePortRanges":null,
"sourcePortRange":"*",
"sourceAddressPrefix":"*",
"destinationPortRanges":null,
"destinationPortRange":"3389",
"destinationAddressPrefix":"*",
"access":"Allow",

"priority":100,

"direction":"Inbound",

"id":" /subscriptions/bebocsfa-418f-4240-aa63-
ff8cadsfieib/resourceGroups/labRG/providers/Microsoft.Network/networkSecurityGroups/aadds-

nsg/securityRules/Port_3389",

"name":"Port_3389"
SANS

FOR509 | Enterprise Cloud Forensics and Incident Response

The log event showing the creation of the NSG rule will also list the details of the rule. In this case port 3389

is opened to the internet without any limitations.

Depending on your SIEM, this part of the log entry may or may not be included. SOF-ELK doesn’t show this
part of the log entry and you will need to look at the raw log.

100 © 2022 Pierre Lidome
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NSG Logs

"category": "NetworkSecurityGroupEvent",
"resourceld": "/SUBSCRIPTIONS/BEB0OC5FA-418F-4240-AA63-
FF8CAD3F1E1B/RESOURCEGROUPS/LABRG/PROVIDERS/MICROSOFT.NETWORK/NETWORKSECURITYGROUPS/AA
DDS-NSG",
"operationName": "NetworkSecurityGroupEvents",
"properties": {
"vnetResourceGuid": "{7CD158A6-B80F-40C4-BECF-BAD22571ED77}",

"subnetPrefix": "10.1.0.0/24",

el ol el ‘ Each log event shows the rule
"primaryIPv4Address": "10.1.0.5",

“raleName": "UserRule. Port._4380", and whether the traffic was
"direction": "In", ] “allow(ed)” or “block(ed)”
"priority": 100,

lltype": Ylallow"’

"conditions": {
"protocols": "6",
"sourcePortRange": "0-65535", ‘ The 10g doesn’t capture

o information about the source IP

"destinationPortRange": "3389-3389",
"sourceIP": "0.0.0.0/0,0.0.0.0/0", |
"destinationIP": "0.0.0.0/0,0.0.0.0/0"

SANS FOR509 | Enterprise Cloud Forensics and Incident Response 101

While there is the option to capture NSG logs to observe the activity of the NSG rules, that log has a major
flaw. It doesn’t capture the source IP of the traffic. Perhaps, there is more value in this log if you wish to
assess the effectiveness of specific rules. For DFIR purposes, we will instead focus on NSG flow logs.
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NSG Flow Log

* Network security group
automatically created with

every VM

 Enable log capture in Azure
Network Watcher

» Deployment details (Download)

Resource
@ Luisvm
@ luisvmiss

@ LuisvM-ip

I n. ||Iiance-'met

Type

Microsoft.Compute/virtualMa...
Microsoft.Network/networkin...
Microsoft.Network/publicipA...
Microsoft.Network/virtualNet...

Microsoft.Network/networkSe...

Status

QK

Created

QK

OK

QK

MM

« Import NSG logs in STEM and

create interesting visualizations

|m o |2 0O

NORTH

gmu

SOUTH
AMERICA

AFRICA

ASIA

OCEANIA

=
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Now that we have created NSG rules, we can record the flow logs.

As previously mentioned, Azure automatically creates a network security group (NSG) when you create a
virtual machine: <name of machine>-nsg.

These logs are part of the Azure Network Watcher! and have the following characteristics:

* They are captured at the transport layer (layer 4).

» They are collected at one-minute intervals.

* They are written in JSON format (like all other Azure logs).
* Each log record will include the network interface, 5-tuple information, and traffic decision (Allow or

Deny).

* They are retained for 1 year.

The example graph shows the traffic observed after a VM was created in Azure and left running for 1 hour
doing “nothing.” The port for remote desktop (RDP) was immediately scanned for potential vulnerabilities.

Clearly, setting up strong rules in your NSG is a must.

Flow logs are the source of truth for all network activity in your cloud environment and are a “must have” for

any investigation.

1. https://for509.com/nsgflowlogs
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Logs can also be obtained from the virtual network (VNet). However, they are not as valuable as the NSG
flow logs. If you wish to capture these logs, you will configure them from the diagnostic settings for that
specific VNet (Research-vnet in the example below):

Home > Research-vnet >

Diagnostic setting

|E| Save X Discard j Delete

LA @ COITOSTIES T OSe TOg S

7 Feedback

Diagnostic setting name * |

Category details Destination datails

log Send to Log Analytics workspace

Retention (days)

VMProtectionalerts _ Subscription
. | Azure subscription 1 v |
metric
Retention (days) Log Analytics workspace
Albetics 30 vl | pymtechlabsAnalytics { centralus ) pg |

o Retention only applies to storage account. Retention policy ranges from 1 to 365
days. If you do not want to apply any retention policy and retain data forever,
set retention (days) to 0.

Archive to a storage account

0 Showing all storage accounts including classic storage accounts

Location
Central UsS

Subscription

| Azure subscription 1 7 |

Storage account *

| pymtechlabslogstorage ~ |

Stream to an event hub

For potential partner integrations, see documentation here

Subscription

| Azure subscription 1 v |

Event hub namespace *

| pymtechlabseventhub v |

Event hub name (optional) (@

| (Create in selected namespace) N |

Event hub policy name

| RootManagesharedaccesskey v |

© 2022 Pierre Lidome
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NSG Flow Log Configuration

Home > Network Watcher >

Flow logs settings

Flow Lo

[ save X Discard
Flow logs

Status

[ - )

e o and egress IP traffic flows for both allowed and denied traffic. Version 2 provides
dditional throughput information (bytes and packets) per flow.

Retention (days) ©

Traffic Analytics

d from NSG flow logs and other Azure
ic hotspots and get insights into

3

a
erfor
ata

i added to your flow logs data, to provide enhanced analytics.

Traffic Analytics status

—0 Ell

J NOTE
Turn on flow logs
Flow logs are
Select Version 2 to collected at one
— include throughput info mintite interval.
No option to
Retention period will configure a
<I affect overall cost different interval.

Optional: Turn on Traffic Analytics

Traffic Analytics status
(Cof AT

Traffic Analytics processing interval ©

[Every 10mi ~

-

v

MM

FOR509 | Enterprise Cloud Forensics and Incident Response

There are three steps to setting up an NSG flow log:!

1. Enable Network Watcher. Network Watcher needs to be enabled for each region. If you have VMs in
multiple regions, don’t forget to enable it for every region.

2. Register Insights provider. Microsoft.Insights is the provider that enables the login and, as such, needs to
be registered, as shown in the first reference. This needs to be done for every subscription.

3. Enable the NSG flow log. Version 2 is strongly recommended, as it captures throughput information.

Once the NSG flow log is enabled, you have two choices to consume the information:
1. Export the data from Azure and import it to a SIEM.
2. Enable traffic analytics? and visualize the data in your Azure Log Analytics workspace.

1. https://for509.com/nsglogsetup
2. https://for509.com/trafficanalytics

104
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Home > Network Watcher >

Flow logs settings

Save >< Discard

Flow logs

Status

( of
Flow Logs version (@)

.'{. . - ."".
L Version 1 (EEE el )

Version 1 logs ingress and egress IP traffic flows for both allowed and denied traffic. Viersion 2 provides
additional thraughput information (bytes and packets) per flow.

Learn mare,

pymtechlabsnsgflowlogs

Select storage account

Retention (days) &

—0

Traffic Analytics

o Traffic Analytics provides rich analytics and visualization derived from NSG flow logs and other Azure

resources’ data. Drill through geo-map, easily figure out traffic hotspots and get insights into

optimization possibilities.

Learn about all features

To use this feature, choose an Log Analytics workspace. To minimize data egress costs, we recommend
that you choose a workspace in the same region your flow logs storage account is located. Metwork

Performance Monitor selution will be installed on the workspace,

We also advise that you use the same workspace for all N5Gs as much as possible. Additional meta-

data is added to your flow logs data, to provide enhanced analytics.

Traffic Analytics status

@ o )
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Traffic Analytics

Visualization from Traffic Analytics

Protocol data

Microsoft

£ search (Ctrl+/) «

@ Overview

Monitoring
&% Topology

2 Connection monitor (classic)
@ Connection manitor

@ Network Performance Monitor

Network diagnostic tools
B 1P flow verify
@ NsG diagnostic

@ Next hop

a Network Watcher | Traffic Analytics  »

443 (https)
@) Refresh P send us your feedback [ FaQ TCP traffic UDP traffic
1.36K (09.624%) 5 (0.366%)
Log Analytics subscriptions * @ Log Analytics workspace * @ Discovered subscriptions (@ Resource groups (@
Top talking pair
[ 2 selected v | [ pymtechiabsanalytics ~ | [ New Subscription ~ | [ maintenance >
1. luisvm (10.0.0.4) - United States of America (20.72.205.209)
. 2. luisvm (10.0.0.4) - United States of America (104.112.185.240)
Data based on time range : 2/27/2021, 8:07:03 PM - 2/28/2021, 8:07:03 PM
3. luisvm (10.0.04) - United States of America (104.65.173.23)
TRAFFIC VISUALIZATION Total flows: 137K View units
View your network traffic flow distribution units in Elows
Inbound 137K
Total flows Inbound 105K 18K Outbound 7
M Allowed 0 outbound flows since this is for
2 8 5 K 766 28 18K ks —— e
‘ M Benign 7
284 1.8K
766 W Walicious See more

Look for unusual traffic surges and large amount of blocked traffic

MM
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Traffic Analytics leverages the Log Analytics workspace to provide insights into traffic flow. As stated by
Microsoft, Traffic Analytics! enables you to:
1. Visualize network activity across your Azure subscriptions

Al el

Identify security threats
Understand traffic flow patterns and optimize your network deployment
Pinpoint network misconfiguration

From the incident response and forensic perspective, Traffic Analytics is a great way to quickly identify where
undesirable traffic may be coming from. While many organizations will prefer to visualize this information in
their SIEM, it’s good to know that Azure offers an in-cloud solution that is very simple to set up.

1. https://for509.com/trafficanalytics
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NSG Flow Log: Import into SOF-ELK

* [elk user@sof-elk]$ python3 ./download blobs multithreaded.py (script
provided in the notes & class github)

* [elk user@sof-elk]$ /usr/local/sof-elk/supporting-scripts/azure-vpcflow2sof-
elk.py -r /directory to PT1H.json_files -w /logstash/nfarch/outputfile.csv

NOTE

793 hits
2021-03-0100:58:50.158 +00:00 - 2021-03-01 01:58:49.158 +00:00 — Auto ~

Traffic surges
are easily

identifiable
once the NSG

Q[T TR T T TR oo e s

01:00 01:05 0110 o115 01:20 01:25 01:30 01:35 01:40 01:45 01:50 01:55 into SO F— ELK

@timestamp per minute

Count
e
S
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Importing the NSG flow log to SOF-ELK is a three-step process:

1. Transfer the NSF flow log to your SOF-ELK VM using either Azure Storage Explorer or a Python script.
2. Convert the NSF flow log using azure-vpcflow2sof-elk.py.

3. Copy the file to the /1logstash/nfarch directory (combined with step 2 in slide example).

Once all the steps are successfully completed, the NSG flow log will be visible in SOF-ELK. In this example,
we imported 793 events.

The Python script to download the Azure blobs is available in the reference.

Reference:
https://github.com/dlcowen/sansfor509/blob/main/Azure/download blobs_multithreaded.py
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Storage Account Logs

I:‘ Name T Type T4
D = pymtechlabsstorage Storage account
= researchlabstore Storage account

Kind Ty Resource group T4
StorageV2 labRG
StorageV2 labRG

Location Ty Subscription Ty
South Central US Azurelabs
South Central US Azurelabs

Storage account types

Name Resource type

A
I= researchlabstorel Storage account

= blob Storage account
= queue Storage account
= table Storage account
= file Storage account

Resource group
labRG
labRG
labRG
labRG

labRG

MM
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lag

D StorageRead
D StorageWrite

D StorageDelete

Storage accounts are key resources in Azure. However, logs are not automatically enabled. To enable logs,
Azure offers two options:

1.

Diagnostic settings — preview

2. Diagnostic settings — classic

The “Diagnostic settings — preview” offers the best logging options. In that menu, logs can be individually

configured for each type of data storage: blob, queue, table, and file. In addition, the logs can be sent to a Log

Analytics workspace, a different storage account, an event hub, or a partner solution. These are the same
options we previously saw for the tenant and subscription logs.

Storage account logs can be individually set to record Read, Write, or Delete operations. Depending on

your goals, you may want to be very selective, as these logs can be extremely noisy.

If the StorageRead log isn’t enabled, there is no evidence of data being downloaded from the storage
accounts, making it an ideal data exfiltration method.

The Microsoft Threat matrix for storage services! maps the risks associated with storage according to the

MITRE ATT&ACK® framework. One of these risks is data exfiltration. To track data exfiltration, you would
want to record Read operations and filter the logs for the GetB1ob operation, as we will see in the next lab.

1. https://for509.com/storage-threat-matrix
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Storage Account Access

* Access credentials options:
* Shared access signature (SAS)
* Access key
* Configured for public access

* Access can be configured
* At the storage account level
* At the data storage level

Security + networking
&  Networking

& Azure CDMN

Access keys

%@ Shared access signature

« Containers (blob) 8 Encryption
* File shares O security
* Queues
+ Tables
* SAS can be generated for a specific blob
SANS FOR509 | Enterprise Cloud Forensics and Incident Response

Access to storage accounts can be configured at different levels:
1. Storage account

2. Data storage: container, file shares, queues, or tables

3. Blob level

Storage accounts have two access keys associated with them. Azure provides two access keys so that you can
maintain connections using one key while regenerating the other. Regularly rotating access keys is highly

recommended.

A better way to access storage resources is to use a shared access signature (SAS). An SAS grants restricted
access rights to a storage resource for a specified period of time. An SAS can be generated at each level, the

most restrictive being an SAS that only grants access to a single blob.

The worst possible option (unless done intentionally) is to configure a storage resource for public access.

© 2022 Pierre Lidome
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Internet Access to Storage Accounts

By default, storage accounts are accessible over the internet
irrespective of any NSG you may have configured!

Firewalls and virtual networks Private endpoint connections Custom domain

|E| save X Discard 'f_) Refrash

Much more secure option

Allow access from |
@ All netwarks O Selected networks

More secure option

@ Al networks, influding the internet, can access this storage account. Learn more &

Network Routing

Determine how you would like to route your traffic as it travels from its source to an Azure endpoint. Microsoft routing is recommended for most customers.
Routing preference * @

@ Microsoft network routing O Internet routing

Publish route-specific endpoints @
|:| Microsoft network routing
|:| Internet routing
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As mentioned at the beginning of the class, storage accounts exist in a global namespace and must have a
unique name across the entire Azure cloud. This feature enables access to your data from anywhere in the

world using the URL https://mystorageaccount.blob.core.windows.net and the corresponding access key or
SAS.

Global access from the internet is the default setting when an account is created. From an incident response
and forensics point of view, this is less than ideal. A better configuration would limit access to specific
networks rather than allow connections from anywhere on the internet.

An even more secure configuration is to use private endpoint connections. A private endpoint is a network
interface that connects you privately and securely via Azure Private Link. Private endpoints require a lot of
advanced planning and may not be for every organization.

Unfortunately, it would appear that most companies choose the default settings, potentially exposing their

storage resources to anyone who obtains credentials or, even worse, finds a storage resource that has been
accidentally configured for public access.

110 © 2022 Pierre Lidome
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Data Exfiltration: Generate Keys

Option 1: Access Keys

Storage account name

| researchlabstore
key1 ()

Key
| emgU2J2dR0+ygZktoDUvzkG +mmBfEbgudkfrmU2tOlbw1EkI6zNhy7Onk 1nsbw4

Connection string

| DefaultEndpointsProtocol=https;AccountName=researchlabstore;AccountKey=c|

key2 ()

Key
| sf7TPp8TGEOWVVIZP7q77 Usia) W/QILXYDRvBXtyOrzQTUd)cT2s8WnpF +ySftvG/YH

Connection string

| DefaultEndpeintsProtocol=https;AccountName=researchlabstore;AccountKey=s

Activity Log Entry (Key Access):

Option 2: Shared Access Signature

‘Generate SAS and connection string

Connection string

| BlobEndpoint=https://researchlabstore.blob.core.windows.net/;:QueueEndpaint=https://researchlabst]

SAS token (@D

| ?5v=2020-02-10855=bfgtasrt=csp=rwdlacuptfxfise=2021-06-30T08:56:507 &5t=2021-06-30T00:56]

Blob service SAS URL

| https://researchlabstore blob.core.windows.net/7sv=2020-02-10&ss=bfqtasrt=casp=rwdlacuptfxas

File service SAS URL

| https://researchlabstore file.core windows.net/?sv=2020-02-108&ss =bfqt&srt=casp=rwdlacuptfxaiseq

Queue service SAS URL

| https://researchlabstore.queue.corewindows.net/?sv=2020-02-10&ss=bfqt&srt=c&sp=rwdlacuptfx&]

Table service SAS URL

| https://researchlabstore table.core windows.net/?sv=2020-02-10&ss=bfqt&srt=césp=rwdlacuptixés

"operationName": "MICROSOFT.STORAGE/STORAGEACCOUNTS/LISTKEYS/ACTION"

MM

Access keys or SAS can easily be created from the Azure console, PowerShell, CLI, or Graph API.

Option 1 shows the two access keys associated with the researchlabstore storage account

(intentionally truncated).

Option 2 shows the SAS created for each data storage level (blob, file service, queue, and table).

When investigating an incident, you should look for “LISTKEYS/ACTION” operations to find if any

principal has enumerated the storage credentials.

© 2022 Pierre Lidome
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Data Exfiltration: Configure App

Example: Azure Storage Explorer

1 0 @ @

What kind of Azure resource do you want to connect to?

Subscription
Sign in to Azure to access storage resources such as blobs, files, queues, and ta

Storage account or service
Attach to one or more services in a Storage account.

Blob container
Attach to an individual Blob container.

ADLS Gen2 container or directory
Attach to an individual ADLS Gen2 container or directory.

File share
Attach to an individual File share.

Queus
Attach to an individual queue.

Table
Attach to an individual table.

MM

How will you connect to the storage account?

@ Connection string (Key or SAS)
(O) Shared access signature URL (SAS)

(O Account name and key

Connect to Azure Storage

Enter Connection Info Summary

Display name:

Account name:

Account key:

FOR509 | Enterprise Cloud Forensics and Incident Response

Once a threat actor has obtained storage credentials, it’s trivial to exfiltrate the data associated with that
storage account (or specific data levels depending on the credential). This slide shows the various
configuration options for Azure Storage Explorer, depending on which types of credentials (access keys or
SAS) were obtained.

The only log that will show data being transferred from a storage account is the StorageRead log. That log
isn’t enabled by default, and without it there will be no evidence of data exfiltration. Note that the log needs
to be enabled on every single storage account. This is best accomplished via a policy at the management
group level.

112
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Key Fields in the Storage Log Schema

"category": "StorageRead", } ’Z File was read successfully

"operationName": "GetBlob"
"statusText": "Success", IP address of request

"callerIpAddress": "85.206.166.82:24165", Credentials used for access
"identity": { }

"type": "SAS", Storage account accessed
"tokenHash": "key1(xxx)},

"properties": { —
"accountName": vvref%gw Application that made request
"userAgentHeader" "Microsoft Azure Storage Explorer, 1.18.1, win32, azcopy-node,

2.0.0, win32, AzCopy/10.8.0 Azure-Storage/0.10 (go1.13: Windows NT)",

"responseBodySize": 1691546, ———— Size of the file downloaded
b :
"ari': J Path with filename
"https://researchlabstore.blob.core.windows.net/secretproject/Truth_serum.7z?se=2021-
05-07T00:01:13Z&sig=XXXXX&sp=rl&sr=c&sv=2020-04-08&timeout=901",

SA-N-S FOR509 | Enterprise Cloud Forensics and Incident Response 113

StorageRead, StorageWrite, and StorageDelete logs are similar. We will discuss the StorageRead log since
we are focusing on potential data exfiltration.

There is a large number actions tracked in the operationName field in the StorageRead log,' but for the
purpose of tracking data exfiltration, we will want to focus on the GetBlob operation.

The callerIpAddress will provide the IP address of the threat actor making the request. If the storage account
is configured with the default network security, this can be any IP address on the internet.

The identity block is important so that we can track which access key may have been compromised.

The accountName will provide the name of the storage account.

The userAgentHeader may indicate which application accessed the storage account. This may be of limited
use, as many threat actors are likely to write their own scripts and not use an application such as Azure

Storage Explorer. However, it’s something to keep in mind as an investigative data point.

The responseBodySize will show the size of the file being downloaded. Combining this field with the
callerIpAddress could create an interesting report to show abnormally large file transfers.

Finally, the uri will provide the full path, which includes the filename being downloaded.

1. https://for509.com/storage-ops
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Enable Storage Logs via Policies

» Create a custom policy to enable storage logs

 Assign to each subscription (or to a management group)

 Class GitHub contains an example policy to send storage logs to
an event hub

- Policy | Definitions - b
|/'7 search (Ctrl+)) ‘ <« = policy definition  —t= Initiative definition &> Export definitions O Refresh
T Overview Scope Definition type Type Category Search
o Geting stared [ AzureLabs |u [ Al gefinition types v | [[custom | [ il categories ~ | [ Fitter by name or 1D...
# Compliance
# Remediation o Now export your definitions and assignments to GitHub and manage them using actions! Click on ‘Export definition menu option. Learn more here
Events
Authoring Name 14 Definition location .y, Policies T4 Type T4 Definition type T4, Category Ty
#| Assignments StorageLogsToEventHub Azurelabs Custom Policy Storage
| Definitions
Exemptions
SANS FOR509 | Enterprise Cloud Forensics and Incident Response 114

Enabling storage logs on each storage account can be a near impossible task for a corporation with a large
number of storage accounts. Fortunately, you can create a policy that requires storage logs to be enabled on
all storage accounts: existing ones and future ones.

Policies can be assigned at the management group level or subscription level. As a matter of fact, policies can
be written for pretty much anything in Azure, not just storage logs. Azure already includes many predefined
policies. If one isn’t available to accomplish your goals, you can create a custom policy. However, creation of
policies is beyond the scope of this class.

Unfortunately, there is no predefined policy to force storage account logging. As an example, you can find a
policy in the class GitHub to enable storage logs and send them to an event hub. Note that there is a limitation
whereby the event hub and the storage account must be in the same region. As a consequence, you will have
to create an event hub in every region in which you want to have storage account logs. Again, this is just an
example, and you could equally create a different policy that sends storage logs to a Log Analytics workspace
or another destination.

A big thank you to Microsoft support for their help in creating this policy.

114 © 2022 Pierre Lidome
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Lab 2.4 Preview

Lab 2.4 will investigate a data exfiltration scenario. We will
compare Netflow logs and storage account logs.

The following fields will be important in this lab:

* ips

* operation name

° result type

° uri

* user principal name

SANS FOR509 | Enterprise Cloud Forensics and Incident Response 115
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SANS DFIR

DIGITAL FORENSICS & INCIDENT RESPONSE

Lab 2.4

Detecting Data Exfiltration
(est. 20 minutes)

MM
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FOR509.2: Microsoft Azure

Section 2.1: Understanding Azure

Section 2.2: VMs, Networking, and Storage

Section 2.3: Log Sources for IR

Section 2.4: Virtual Machine Logs

Section 2.5: In-Cloud IR
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Microsoft Azure Roadmap

* Windows Agents

2.1: Understanding Azure * Windows Azure Setup and Log

2.2: VMs, Network, and Storage * Import the Windows Event Log

2.1 Understanding Azure
2.2 VM5, Network, and Storage JRRRSRIN
* Case Study: Search for User
Logins
* SOF-ELK Visualization Example
* Linux Logs
* VM Insights
SANS FOR509 | Enterprise Cloud Forensics and Incident Response 118

By using agents, it’s possible to obtain operating system logs without ever logging in to the VM. This is a
great benefit to an investigation, as it avoids trampling over potential evidence.

Many companies will have EDR (Endpoint Detection and Response) systems, but for those that don’t, this is
a low-cost alternative. There is no charge for the agents. The cost is only in the storage used, and the

configuration offers the possibility to set a quota to minimize cost.

These agents have many features to monitor metrics and the health of the VMs. These aren’t as interesting to
us as incident responders. We will focus on the ability to obtain log information.

The Azure feature that organizes these logs and performance data is called Azure Monitor Log.!
We will review the Windows agent first and then the Linux one.

1. https://for509.com/azuremonitorlog
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Operating System/Application Logs

in/Audit
Logs
N
Subscription
0gS
Resource
Operating System
Application

MM

Destinations
available to all —
log sources

This page intentionally left blank.
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Storage
~——  —

—
Event
Hub

#

Azure Portal

Log Analytics E@

. . —
Non-Azure Destination
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Windows Agents

Azure Monitor
Agent

Data Collected + Event logs
* Performance

» Azure Monitor
Logs

» Azure Monitor
Metrics

Data Sent To

Diagnostics Log Analytics

Extension (WAD) | Agent

» Event logs » Event logs

+ Performance * Performance

+ ETW events * File-based logs

+ File-based logs + IIS logs
+ IIS & .NET logs + Insights
* Crash dumps

* Azure Storage + Azure Monitor
* Azure Monitor Logs

Metrics
* Event Hub

 Agents collect both performance metrics and logs

 Four different agent options, but most are for in-cloud consumption
* Only the Diagnostics Extension will send data to Azure storage or an event hub
» Multiple agents can be installed on a VM

FOR509 | Enterprise Cloud Forensics and Incident Response

Dependency
Agent

* Process
dependencies

* Network
connection
metrics

« Azure Monitor
Logs

Azure offers four possible agents to collect a wide variety of metrics and logs.! In selecting the correct
combination of agents, it’s important to first consider how the data will be consumed. Only the diagnostics
extension is able to write the data to a storage account or an event hub.

The Azure Monitor agent is now generally available as of November 2021. It’s intended to replace legacy
agents such as the Log Analytics agent and the Diagnostics Extension. The main benefit of the new Azure
Monitor agent is the implementation of data collection rules which facilitate a higher degree of granularity to

define what information to collect.

However, there are still gaps (such as the inability to write the logs to a storage account) and for now we will
focus on the diagnostic extension. Microsoft frequently refers to that feature as Windows Azure Diagnostics

(WAD), and the logs start with that prefix.

1. https://for509.com/monitoragents
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Configuring WAD

Operating System Logs Application Logs

Overview Performance counters Logs  Crash dumps Sinks Directories
Choose the IS logs to collect and the log directories to monitor.
Event logs
Cheose Basic to enable collection of event logs. Choose Custom if you want more cgntrol over which event logs are s legs @
collected.

Storage container name: (O

i None Custom :\

Configure the event logs and levels to collect:

Application Failed request logs @
critical Storage account * O
Error | pymtechlabsstorage Storage container name: (D
Warning
Information
Verbose Disk guota (ME): (@
Application logs
Security | 5120 Collect the tracing output generated by your .NET application.
Audit success p -
(@=L Enabled )
Audit failure /
System
Critical
Error Event tracing for Windows (ETW) events
Warning Collect ETW data generated from the event sources and manifests you specify.
Information e ™\
4 (QQEELIEP Enzbled )
Verbose .

MM
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Before we can extract any logs, we need to configure WAD. First, you will select the diagnostic settings for
your virtual machine. Then, under the “Logs” tab, you can select the event logs and levels that you want to
collect. Finally, under “Agent,” you will select the storage account to send the logs to. You can also choose a
disk quota to make sure the logs don’t grow indefinitely.

As with other logs, selecting everything is not recommended, as you will get a lot of noise and use a lot of
storage.

You may also collect logs for IIS, tracing output from .NET applications, and Event Tracing for Windows
(ETW).

For the purposes of incident response, we will focus on operating system logs.

Now that these logs are collected, we need to look at the structure of WADWindowsEventLogsTable.

© 2022 Pierre Lidome
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Windows Azure Diagnostics (WAD)

Storage Accounts

= cs710032000868ba105

Lv"l

= pymtechlabslogstorage
¢ [® Blob Containers
b 7 File Shares

b Queues

B WADDiagnosticinfrastructureLogsTable
B WADMetricsPT1HP10DV2520210129
B WADMetricsPT1HP10DV2520210208
B WADMetricsPT1HP10DV2520210228
B WADMetricsPTIMP10DV2520210129
B WADMetricsPTIMP10DV2520210208
B WADMetricsPTIMP10DV2520210228
B WADPerformanceCountersTable

I@ W.-’-'«D'v‘v"n:ID'.\-'sEventLogs_ableI

* Logs we covered earlier in the class were
stored in blob containers and formatted
in JSON

* WAD logs are stored in tables, and
exports are limited to .csv files

* SOF-ELK ingestion script is included in
the latest release of SOF-ELK

+ WADWindowsEventLogsTable is the
most interesting table for incident
response and forensics, as it contains
the Windows event logs

MM

FOR509 | Enterprise Cloud Forensics and Incident Response

The WADWindowsEventLogsTable is of particular interest because it contains Windows event logs. This is a
great opportunity to obtain operating system logs without the need to log in to the VM itself.

So far, all our logs have been stored in blob containers and formatted in JSON, which is easy to download via
the Azure Storage Explorer. As previously shown, copying these logs to the /1ogstash/azure directory
of your SOF-ELK VM will make them easily accessible and searchable in Kibana.

Unfortunately, the Windows Azure diagnostics logs aren’t so easily accessible. They are stored in a NoSQL
table in your storage account. Azure Storage Explorer can access this table and export it to a .csv file.

In the next slides, we will show you how to extract the information and import it to SOF-ELK.

122
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WADWindowsEventLogsTable

7
B~ = a
= B & Y . o) X 2 Q
Query Import Export Add Edit Select All | Column Options Delete | Table Statistics | Refresh
ProviderMame Eventld Pid Tid Task Channel RawXml
Mjcrosoft-Windows-Security-Auditing | 4625 768 a72 12544 | Security <Event xmins="h
Mi ft-Wind Security-Auditi 4625 768 | 872 12544 | Security : =
jcrosoft-Windo ecunty-Auditing 2. 75 f ecurity E‘ [Q)E Eg‘j + J B~ E@ ><
A e e = 5 768 | 77 A e
Mjcrosoft-Windows-Security-Auditing | 4625 768 a72 12544 | Security | oo Query Import  Export Add Edit  SelectAll | Column Options | Delete | Tab
Mjcrosoft-Windows-Security-Auditing | 4625 768 872 12544 | Security
Mjcrosoft-Windows-Security-Auditing | 4625 768 872 12544 | Security B 2 r
Mjcrosoft-Windows-Security-Auditing | 4625 768 1436 | 12544 | Security And/Or Field Type Operator
L ety G g e =T e gt 1) g o TOC T8 ooy m‘ P el Eventld ¥ | Int32

qew clause

Query directly in Azure |«
Storage EXplorer OI' ProviderName e | e |

Microsoft-Wind ows-Security-Auditing 4625 768 arn2 12544 Security

d Task Channel

eX OI't the data Microsoft-Windows-Security-Auditing | 4625 768 | 872 | 12544 | Security

p Microsoft-Windows-Security-Auditing | 4625 768 872 12544 | Security
Microsoft-Wind ows-Security-Auditing | 4625 768 a7z 12544 | Security

SANS FOR509 | Enterprise Cloud Forensics and Incident Response 123

Using Azure Storage Explorer, we can examine the contents of WADWindowsEventLogsTable. You will
notice a large number of columns. The column called RawXml contains all the data concerning that particular
event. Every other column is derived from that column.

The benefit of breaking down the RawXml column to individual columns is that you can perform queries
directly in Azure Storage Explorer. In the above examples, we are looking for Eventld 4625, which is “An
account failed to log on.”

It’s quite advantageous to be able to query operating system logs without needing to log in to the virtual
machine or even Azure. As long as Azure Storage Explorer has been configured with the storage account

access key, you can query to logs directly from your computer.

While this is convenient for a quick search, for a larger investigation it’s preferable to import these logs into a
SIEM platform like SOF-ELK and have the ability to correlate these events with other logs.
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Extracting/Importing XML

Bl In Azure Storage Explorer, export the table to .csv file

Bl - = al
=l O & il 4 = ae] X 2 QO
Query Import Export Add i Options Delete Table Statistics Refresh
File name: | WADWindowsEventLogsTable.csv
ProviderMame Eventld Pid Tid Task Channel RawXml Save as typer | CSV (Comma delimited) (*.csv)
Microsoft-Windows-Security-Auditing | 4625 768 872 12544 | Security <Event xmins="ht{
Microsoft-Windows-Security-Auditing | 4625 768 ar2 12544 | Security <Event xmins="ht{

E In Excel, export RawXml column to text file l Select RawXml column only

A | e | ¢ | b | E | F G
1 ProviderName Eventld Pid Tid Task Channel | Rawxml
2 |Microsoft-windows-Security-Auditing 4625 768 872 12544 Security | <Event xmlns="http://schemas.microsoft.com/win/2004/08/ey
3 |Microsoft-windows-Security-Auditing 4625 768 872 12544 Security | <Event xmins="http://schemas.microsoft.com/win/2004/08/ey
4 |Microsoft-Windows-5ecurity-Auditing 4625 768 872 12544 Security | <Event xmins="http://schemas.microsoft.com/win/2004/08/ e\
l Save to text file
WADWindowsEventLogsTable.xml
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SOF-ELK has a Logstash import script to process the RawXml column. We need to extract that column from
the WADWindowsEventLogsTable. Many solutions are possible, and in this slide, we propose a simple one
that consists of two steps:

1. In Azure Storage Explorer, export the table to a .csv file.

2. In Excel (or any other tool of your choice), export the RawXml column to a text file.
a) Be sure to name that file with an .xml extension, as the Logstash script will expect it.
b) Don’t forget to remove the header row (first row).
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Import into SOF-ELK

C:\> scp WADWindowsEventLogsTable.xml elk user@192.168.223.130:.

[elk user@sof-elk]$ cp WADWindowsEventLogsTable.xml /logstash/azure

NOTE

[E] v event_id: 4625 KQL ~ 2021-03-01 00:00:00.000 +00:00 —+ now & Refresh

&  log.file.path: /logstash/azure/WADWindowsEventLogsTable-orig.xml X |+ Add filter

Notice the failed
logins (Windows

= g
azure-* 5 hits @ Show chart

Time « event_id event_data.TargetUserName event_data.lpAddress
Q) search field names

> 2021-83-87 02:20:35.546 +Be:0e| 4,625 ADHIN 112.205.149. 262 Event ID 4625)-
Filter by type 0 v q
> 2821-83-81 82:15:12.679 +Be:ee| 4,625 ADHIN 94.20.191.45 LeaVIng RDP open
\ Selected fields 3 . .
> 2821-83-81 91:37:56.381 +ae:0e| 4,625 ADMIN 94.28.191.45 to the Internet Is a
t  event_datalpAddress . '
F) event_sotn TargetserName > 2821-83-87 91:31:36.394 +Be:0e| 4,625 scott 45.132.115.182 bad idea!
# event_id > 2821-83-87 91:31:28.346 +8o:08| 4 625 scott 45.132.115.182
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To ingest the .xml file into SOF-ELK, follow these two steps:

1. Copy the .xml file from your computer to the SOF-ELK VM. scp is the easiest way to perform this step.
You will need to enter the correct IP address for your SOF-ELK VM. The password for the elk user
account is forensics.

2. Copy the .xml file to the /1logstash/azure directory. ELK will start ingesting the data right away.
Depending on the size of the file, you may have to wait a few minutes before the data shows up in
Kibana.

Now that the data is available to us, we can easily query for failed logons like we did in Storage Explorer
(event ID 4625). You will notice three failed logons with a username of ADMIN and two with a username of
scott. The ADMIN failed logons demonstrate the danger of leaving a VM with port 3389 open on the internet.

Events are logged to the Windows event log by various providers. Each provider formats their log entry

differently, making parsing these events quite challenging. In order to speed up the data ingestion, the
Logstash script is only processing events from the “Microsoft-Windows-Security-Auditing” provider.
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Windows Event Field Mapping in SOF-ELK

* The event ID is shown in field: event_id # event_1d 4,624
* The other Windows event fields are ] event_data.LogonType
mapped to event_data.<field name> t| event_data.ProcessId
t event_data.ProcessName
* Flelds Wlll Vary dependlng on the event t  event_data.RestrictedAdminMode
« Windows VMs tend to have very noisy t] event.data.SubjectDonainane
logs, so it’s best to filter by event_id first t| event_data.Subjectlogonld
t event_data.SubjectUserName
t event_data.SubjectUsersid
t event_data.TargetDomainName
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Windows event logs are mapped in SOF-ELK under the event data.<field name>.

Different fields will be available depending on the event id.

Azure Windows VMs tend to log a lot of information if the audit success and failure options are selected. It’s

best to first filter for a specific event id and then start removing noisy events (for example, the SYSTEM

user).
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Search for User Login

Example: Only want to see successful logins for “real” users (not
system accounts) by filtering on event_id: 4624

v KaL v Last 15 weeks Show d
NOT event_data.TargetUserName: SYSTEM x 4 Single eXChlSion | GI‘Oup eXChlSiOII
NOT event_data.TargetUserName: is one of UMFD-0, UMFD-1, UMFD-2, DWM-2, DWM-1, NETWORK SERVICE, LOCAL SERVICE, UMFD-3, DWM-3, UMFD-4, DWM-4 X

> 2821-83-14 82:31:85.879 +88:00 4,624 slang@pymtechlabs.com n

> 2821-83-14 16:80:45.682 +88:00 4,624 AzureAD\admin@pymtechlabs.com Domain

2 2821-83-14 16:808:53.867 +00:00 4,624 AzureAD\admin@pymtechlabs.com . Accounts

> 2821-83-14 16:83:29.750 +88:00 4,624 AzureAD\JVanDyne@pymtechlabs.com

> 2821-83-14 16:83:33.754 +0808:88 4,624 AzureAD\JVanDyne@pymtechlabs.com ]

> 2821-83-14 16:84:27.500 +00:00 4,624 Hank Local Account
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If we want to see “real” user logins, it’s not enough to filter for event id 4624. We also need to filter out all
the system accounts. ELK supports filtering a single item at a time:
NOT event data.TargetUserName: SYSTEM

Or you can filter a group of items with the operator “is one of”:
NOT event data.TargetUserName: is one of UMFD-0, UMFD-1, UMFD-2, etc.

While a bit tedious, you only need to do it once, as you can save your search.
For future reference:
*  UMFD-* system accounts are generated by the User Mode Driver Framework and are used by the

Usermode Font Driver Host process (fontdrvhost.exe).

* DWM-* accounts are associated with the Desktop Window Manager process (dwm.exe).
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v eventid: 4625

SOF-ELKVisualization Example

+ Add filter

81hits

a

Count

. 1 m1 III |II| II III IIIIIIIIIII IIIIIIII

KQL ~ 2021-02-07 22:30: » 2021-02-08 03:00:

Auto ~ & Hide chart

00:00

@timestamp per 5 minutes

internet

MM

We have looked at numerous logs, and now that they are imported in SOF-ELK, we can create interesting
visualizations. This example illustrates the danger of leaving port 3389 (RDP) opened to the internet. In a
four-hour window, multiple unauthorized actors attempted to guess passwords to accounts that don’t even

* Windows VM with RDP open to the

* Four-hour time window: 81 failed
login attempts

* Notice the accounts being “tested”

X
<)
Siul
§&
©

sveac... 1.23% —/
ADMINIS._. 123% —/

DEMOADMIN
9.88%

Other 27.16%

AZUREUSER
1.11%

AZUREADMIN
11.11%
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exist. The choice of account names is noteworthy, if anything to avoid using these names for your real system
accounts.
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MM

>yelog * Various Linux logs are collected by the agent
Collecting logs for these facilities: . .

. Lo A * Each event has a facility and severity

s LocAUTHERY * Facility: Source of event. Example: Kernel, ftp, cron, etc.

« LOG_DAEMON * Severity: Importance. Example: Emergency, alert, etc.

s LOG_FTP . . oy o

. LOG.KERN * You can specify which facility & severity to collect

* |OG_LOCALD

: tgg:tggit; Facility Minimum log level

* LOG_LOCAL3 LOG_AUTH | LOG_DEBUG

o LOG_LOCAL4

& LOG LOCALS LOG_AUTHERIV | LOG_DEBUG

: tgg:tggit? — LOG_CRON | LOG_DEBUG

= LOGLPR LOG_DAEMON | Loc pesus

* LOG_MAIL

® LOG_NEWS LOG_FTP | LOG_DEBUG

: tgg:z&lf(; LOG_KERN | LOG_DEBUG

o LOG_UUCP

FOR509 | Enterprise Cloud Forensics and Incident Response

To set up logging for a Linux machine, you will select the diagnostic settings for your virtual machine.

Similar to other diagnostic settings, you will need to select the storage account you wish to use to store the

logs.

For Linux machines, you have two tabs: metrics and syslog. The metrics tab will allow you to select the
sample rate for Processor, Memory, Network, File System, and Disk. Metrics can sometimes be useful in
incident response. For example, an investigation of crypto mining may show a high-processor utilization, or

an investigation of ransomware may show high disk and filesystem utilization.

However, we are mostly interested in the syslog configuration. On that tab, you will see a number of

“Facility” options. A facility represents the machine process that created the syslog event. For example, that
could be the kernel, ssh daemon, mail system, etc. On a Linux machine, these logs may be stored in separate
files: auth.log, kern.log, syslog, etc. Azure combines everything in a single table. If you want to learn more

about the syslog protocol, see RFC 5424.!

The last selection you need to make is the log level. There are seven log levels:

N R RN

1. https://for509.com/rfc5424

Debug: Very verbose logs, mostly used to debug problems.
Info: Informational messages; no action required.

Notice: Normal but significant condition.

Err: Error condition, but non-urgent failure.

Crit: Critical condition; should be corrected immediately because there is a failure.
Alert: Action must be taken immediately.
Emerg: Emergency; the system in unusable.

© 2022 Pierre Lidome
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LinuxSyslogVer2v0 Table

Linux logs can be accessed in Azure Storage Explorer under
Tables -> LinuxSyslogVer2vo

B @ Tables B LinuxSyslogVer2v0 “m %
- . - - v =l I}
B LinuxSyslogVer2vl QW ln?’pf ::;n — EXpOI’t to .csv

Example of user scott login to host UbuntuMachine using SSH

EventTime Facility Host Msg Severity ident pid

2021-03-16T01:21:45+0000 auth UbuntuMachine Accepted password for scott from 45.56.183.51 port 53501 ssh2 info sshd 7085
2021-03-16T01:21:45+0000 authpriv UbuntuMachine pam_unix(sshd:session): session opened for user scott by (uid=0) info sshd 7085
2021-03-16T01:21:45+0000 auth UbuntuMachine New session 27 of user scott. info systemd-logind 1083
2021-03-16T01:21:45+0000 daemon UbuntuMachine Started Session 27 of user scott. info systemd 1
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The logs are found in a table called LinuxSyslogVer2v0. While the logs can be reviewed and searched inside
Azure Storage Explorer, exporting them to a .csv file provides more options.

The .csv file will need a bit of cleaning up, and you should focus on the following fields:

EventTime: The time at which the event occurred. The log contains numerous timestamps, but this is the
most important one.

Facility: As described in the previous slide.

Host: The name of the machine (there is a redundant field called hostname).

Msg: The most important field that contains the actual event.

Severity: As described in the previous slide.

Ident: The process that generated the event.

Pid: The process ID.

The example above shows user scott logged into a machine called UbuntuMachine using SSH with password
authentication (a bad practice; should be using a certificate!).

Excel is a great tool for analyzing a small amount of data. However, importing this log in SOF-ELK is
preferable when dealing with multiple hosts and to correlate the activity with other logs.

130
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LinuxSyslogVer2v0 Table to SOF-ELK

MM

To search syslog in SOF-ELK: togatash-+ ~
* Copycsvfileto /logstash/azure
* Syslog events are in the 1ogstash-* index

* Key fields are:

* syslog program

* source ip
* message

(1 Search field names

Filter by type 0

t | syslog_program
[ source_ip

t | message

~ Selected fields 3

Time «

> 2821-83-16 81:2

:45.8887

> 2821-83-16 @1:2

145.88687

> 2821-83-16 91:2

:45.888Z

> 2821-83-16 @1:2

145.888Z

syslog_program
systemd
systemd-logind
sshd

sshd

source_ip message

Started Session 27 of user scott.
Mew session 27 of user scott.
45.56.183.51 Accepted password for scott from 45.56.183.51 port 53581 ssh2

pam_unix(sshd:session): sessilon opened for user scott by (uid=8)

FOR509 | Enterprise Cloud Forensics and Incident Response

SOF-ELK will easily give us the same results as long as we select the correct index. Syslog events are
standardized across most UNIX platforms, so SOF-ELK will store these events in the 1ogstash-* index
(not azure-* like most of our other logs).

cron (UNIX equivalent of the task scheduler) is very noisy, so we need to eliminate these events with the
filter NOT syslog program: CRON. You can add additional filters if you have other noisy processes.

By selecting the fields syslog program, source ip and message, you will get a nice table that will

help you easily see all logins to the machine.

© 2022 Pierre Lidome
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Application Logs: wad-iis-logfiles Example

* There are many application logs that can be collected
» In this example we are collecting IIS logs

115 lags @

Storage container name: * (D)

| wad-iis-logfiles

MM

Blob Container

™ insights-logs-serviceprincipalsigninlogs

™ insights-logs-signinlogs

M wad-iis-logfiles

71| u_ex210321.log - Notepad
File Edit Format View Help

#5oftware: Microsoft Internet Information Services 18.8

#Version: 1.8

#Date: 20621-83-21 14:37:57
#Fields: date time s-ip cs-method cs-uri-stem cs-uri-query

2021-83-21 14:37:57 :
2021-83-21 14:37:57 :
2821-83-21 14:37:57 :

2021-83-21 14:48:26

10.1.8.
2021-83-21 14:48:26 10.1.0.
10.1.8.

2021-83-21 14:48:26

:1 GET / - 80 - ::1 Mozilla/5.@+(Wind
:1 GET /iisstart.png - 88 - ::1 Mozil
:1 GET /favicon.ico - 8@ -

::1 Mozill
7 GET / - 88 - 45.56.183.51 Moz
GET /fiisstart.png - 88 - 45.5

7
7 GET /favicon.ico - 88 - 45.56

FOR509 | Enterprise Cloud Forensics and Incident Response

™ wad-iis-logfiles “m

— s i) o

Upload Download O

— > ']\ Active |

Name =

B ue10321dog

‘Log stored in text file

There are many application logs that can be collected by the diagnostic agent. This includes tracing output
generated by your .NET application and Event Tracing for Windows (ETW) events.

In case you are not familiar with ETW, it’s the ability to capture kernel and application events in order to
diagnose system and application performance issues.

In this example we are collecting IIS logs, which are stored in a blob called wad-iis-1logfiles. The log
is stored in a plaintext file, which is different from the other logs we saw earlier in this class that were all in

JSON format.
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VM Insights

View Al Ports

Connection to JanetDesktop (m

Show Self-Links

Expand Group

A fipServer
@ R HankDresktop

4 1 Clients

B8 ScottDecktop

45.132.115.50

JanetDesktop visited ) — =
WWW.Sans.org -
Port: 80
> 4 servers
SANS FOR509 | Enterprise Cloud Forensics and Incident Response

Azure has an interesting feature called VM Insights.! When enabled, this feature allows you to visualize
various components for Windows and Linux virtual machines. The primary purpose of VM Insights is to
monitor the performance and health of virtual machines.

However, one of the features of VM Insights is to display a map of the environment that shows the
connections to and from each virtual machine. This can be very valuable if you need to investigate an incident
in an environment that’s new to you.

In this example, you can see on the left side that a machine located at IP 45.132.115.50 connected to
JanetDesktop. In the middle you see every VM that has been configured with VM Insights. On the right side,
you see every outbound connection. By selecting a specific outbound connection, you will see which VM

initiated that connection.

To enable VM Insights, you will need a Log Analytics workspace and to configure each virtual machine to
send data to that workspace.

1. https://for509.com/vminsightsmap

© 2022 Pierre Lidome 133

133




Azurelabs

S Computers
&8 DarrenDeskeop
O #pSarver
B8 HankDesktop

©

4 1 Clients

4513211550

®

View All Ports

®

Port: 443
4 100 Servers
v10.events.datamicrosoft...
] v10.2vents.data.microsoft...
Show Self-Links )
v10.events.data.microsoft...
v10.events.data.microsoft...
v10.events.data.microsoft...
webshellsuite.office.com
waww.google-analytics.com
www.google.com
www.googletagmanager.com

WWww.sans.org

< 100210

®

Port: 80
D 4 servers

Expand Group
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Log Sources Summary
B insights-logs-auditlogs

| insights-logs-signinlogs

Tenant

A\

| insights-logs-managedidentitysigninlogs

| insights-logs-noninteractiveusersigninlogs

Subscription =| insights-activity-logs
f | insights-logs-networksecuritygroupflowevent
Resource > 1

|
|
|
| insights-logs-serviceprincipalsigninlogs |
|
|
|

| insights-logs-storageread

| WADWindowsEventLogsTable |

Operating System
| LinuxSyslogVer2vo |
Application =| wad-iis-logfiles |
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We have looked at numerous log sources. In this slide, we summarize these log sources with their names.
These are just the ones we have discussed in this class and are most relevant for incident response and
forensics. There are many more log sources available in Azure, but they usually focus on the performance and
health of resources.

The tenant, subscription, resource, and application logs are found in container blobs. The operating system
logs are found in tables, which adds some complexity when trying to export them.

We have created Logstash ingestion scripts for all these log sources (except the IIS application log since it’s a
plaintext file) so that you may import and analyze them in SOF-ELK.
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FOR509.2: Microsoft Azure

Section 2.1: Understanding Azure

Section 2.2: VMs, Networking, and Storage

Section 2.3: Log Sources for IR

Section 2.4: Virtual Machine Logs

Section 2.5: In-Cloud IR
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Microsoft Azure Roadmap

 Imaging a Drive in the Cloud

¢ In-Cloud Investigations

* Snapshots
e Create a Forensic VM
« Run Forensic Tools

* Forensic VM Portability
e Other Azure Resources

2.4: Virtual Machine Logs * Azure Sentinel
» Azure SimuLand

 Microsoft Incident Response
2.5: In-Cloud IR Playbooks

» Recommended Projects

2.1: Understanding Azure
2.2: VMs, Network, and Storage

2.3: Log Sources for IR

MM

This page intentionally left blank.
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Imaging a Drive in the Cloud

Once we have reviewed all the logs and still need more data, how do we
image a drive in the cloud?

The “o0ld” method with a disk
duplicator is clearly not possible

For large investigations, it’s
possible to use Azure’s
Import/Export service

Otherwise, an in-cloud
investigation is the most efficient
option

SANS FOR509 | Enterprise Cloud Forensics and Incident Response

We have spent a lot of time reviewing all the log sources available to us for our investigations. There comes a
point where we need the actual data from the machine. This section will take you through the steps necessary
to acquire an image of a VM.

Once an image has been acquired, what do we do with it? While downloading it to our traditional forensic
workstation may sounds like the easiest option, there is a cost for data egress. Given disk sizes in the
hundreds of gigabytes, that cost can be significant. Further, downloading a large amount of data may take a
lot of time, which would hinder our investigation.

The solution is to perform the forensic analysis in-cloud. For that purpose, we will create a new VM, called
“forensic VM”, to access the imaged disk, thus maintaining the integrity of the original VM, which we will
designate as “victim VM”.

If you are facing an investigation requiring a large amount of data from Azure, you can use the Azure
Import/Export service to request that data.'

1. https://for509.com/exportservice
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In-Cloud Investigations

Snapshot disk

Apply snapshot to a new disk

Create “forensic” VM
Mount snapshot disk to “forensic” VM

Run forensic tools

FOR509 | Enterprise Cloud Forensics and Incident Response 139

Our in-cloud investigation will follow these five steps:
Snapshot the OS disk from the “victim VM”.

Create a new disk based on the contents of the snapshot.
Create a new VM with our forensic tools: “forensic VM”.
Mount the disk from step 2 to “forensic VM”.

Run your favorite forensic tool.

kW=
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Step la: Snapshot VM’s Disk

The key to imaging a drive in the cloud is a feature called
snapshot.

* A snapshot is a full, read-only copy of a virtual hard drive

* You can

take a snapshot of an OS or data disk

* Snapshots can be taken while the VM is running or shut

down

N

Home > JanetDesktop >

@ JanetDesktop_disk1 2064c519e94f4be686e716546ebe468b

Disk

R Search (Ctrl+/) | « Create VM t( Create snapshot i Delete O Refresh

MM

FOR509 | Enterprise Cloud Forensics and Incident Response

A snapshot is a full, read-only copy of a virtual disk. It’s an amazing technology that allows you to make a
copy of a disk in just seconds. You can snapshot a disk even when the VM is running.

To create a snapshot, you will select the VM and then the disk. From there, you will have an option to create a

snapshot.

For most investigations, it should be sufficient to snapshot the operating system (OS) disk. However, if
required, you may also snapshot any data disk associated with that VM. Be aware of the on-going costs
associated with snapshots ($0.05/GB/month for standard storage and $0.132/GB/month for premium storage).

140
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Step Ib: Create Snapshot

Name the snapshot with a
name that makes it obvious
where it came from

Basics  Encryption Netwaorking Tags Review + create

A snapshot is a read-only copy of a virtual hard drive (VHD). You can take]
backup, or to troubleshoot virtual machine (VM) issues. Learn more abo

Project details

Select the subscription to manage deployed resources and costs. Use res
your resgurces.

Snapshot will be in the same
region as your VM

\

Subscription @ Azurelabs

X

labRG
Create new

urce group * (1)

We need a full copy of the disk

Instance details

| JanetDesktop-Snapshot

Pick the cheapest disk; there
is no need for Premium SSD

Snapshot type * @ @ Full - make a complete r

O Incremental - save on st
based on the difference

MM

Storage type * @

[ standard HOD
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When you’re creating a snapshot, it’s important to give it a name that quickly identifies it as a snapshot. The
reason is that snapshots can’t be used as-is. They need to be applied to a new disk (which we will see in the
next step). When performing that step, you want to be sure to select the correct snapshot, hence the

importance of a descriptive name.

For the purposes of our investigation, we want a point-in-time copy of the entire disk. Hence, we will select
“Full” in the snapshot type. The “Incremental” choice is used when using snapshots for ongoing backups.

Since the snapshot will be applied to a new disk, there is no need to spend money on premium storage at this
point. We recommend using “Standard HDD”.
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Step 2: Apply Snapshot to a Disk

The snapshot needs to be applied
to a new disk before we can use it

New disk needs to be in the same
region as the snapshot and the
VM

I/

New disk is created with the
snapshot data on it

/|

High-performance SSD highly
recommended since we will run

Basics  Encryption Networking Advanced Tags Review + create

Select the disk type and size needed for your workload, Azure disks are designed for 99.99
disks encrypt your data at rest, by default, using Storage Service Encryption. Learn more al

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like
your resources,

Subscription @

Resource group * (0 labRG
Create new

‘ JanetDesktop-snapshot-disk

Region @

Availability zone

Source snapshot (@

Size* @ | 12368

the forensic tools against that disk ’/'ﬁ/

Premium SSD LRS
Change size

MM
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We now need to create a disk that contains the snapshot data. A good practice would be to name this disk the
same as the snapshot and add “-disk” at the end. This will prevent getting confused with all the other disks

you may have in your subscription.

Instead of creating a blank disk, we are specifying a source type of “Snapshot” as well as the name of the
snapshot. This way, the disk will be created with all the snapshot data on it.

For this disk, it’s worth getting Premium SSD, as we will be running our forensic tools against it. A fast disk

will help you process the data faster.

If you need to save on cost, at this point you could delete the snapshot. We strongly recommend against it, as
you may need to repeat this procedure if the data gets corrupted on the disk. Remember that while the

snapshot is read-only, this disk isn’t.
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Step 3: Create “forensic”’ VM

Choose a VM with high &

. . . - Standard_D4s_v3 - 4 vepus, 16 Gig mamory ($160.60/month)
CPU/RAM; lt Wll] be d01ng | |Seea:”ji;es <. CRUE, I8 memory ol/moni

all the work

Basics Disks  Networking Management Advanced Tags Review + create

Azure VMs have one operating system disk and a temporary disk for short-term storage. You can attach additional data disks.
The size of the VM determines the type of storage you can use and the number of data disks allowed. Learn more o

Forensic tools will be Lb
[ premium ssD ~

installed on this disk.

Premium SSD Encryption type * ‘ (Default) Encryption at-rest with a platform-managed key ~ |
recommended Enable Ultra Disk compatibility @ D
This is key! [[ata disc ]
.
. . You can add and configure additional data disks for your virtual machine or attach existing disks. This VM alsc comes with a
The snapshot disk is temporary sk
. LUN MName Size (GiB) Disk type Host caching
mounted as a data disk, not i
| 0 q| JanetSnapshotDisk  ~ D 128 Premium 5SD LRS Mone |

OS disk

MM

Create and attach a new disk Attach an existing disk
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The “forensic VM” is the VM that will do all the work, so it should be created with robust CPU and memory.
The exact specifications will depend on the forensic software you choose, but in general 4 vCPUs and 16GB
of memory should provide plenty of horsepower. Be sure to create this VM in the same region as the snapshot
disk from the previous step.

This VM will be created with its own OS disk. This is the disk where you will install your forensic software
and store the results. Premium SSD is recommended to optimize the performance of the VM. Azure will
provision a 128GB OS disk with over 100GB of free space, which should be plenty for your needs.

Here is the critical part: under “Data disks,” you will select “attach an existing disk” in order to mount the
disk that we created in the previous step. If you forget to specify the data disk during the VM creation, you
can add it afterward. We strongly recommend that you shut down the VM before attaching a data disk. VMs
have been known to get corrupted if you add and remove a data disk while the VM is running.

During the disk creation step, you will have an option to create the VM. Don’t do it! If you do, the VM will
be created with the snapshot disk as its OS disk. In effect you will just be cloning the “victim VM.”
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Step 4: Mount Image Disk
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127.00 GB 500 MB NTF5 126.51 GB NTFS
),
for the VM. Don t use! Online Healthy {System, Active, Primary Parti | |Healthy (Boot, Crash Dump, Primary Partition)

/

M
Basic Temporary Storage (D:)

G: Drive = OS diSk Of the 32.00 GB 32,00 GB NTFS

o L. . 0 0 Online Healthy (Page File, Primary Partition)
victim machine, which is T
now mounted as a data = Disk 2 ___
. . — System Reserved (F:) Windows (G:)
drlve On the forenS]'c e, Primary P :—Izeﬁalf;:Lf(BP:]Iasry Partition) :Jorwaas;lgiaated
machine
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Now that the VM is running, you will see three disks under Disk Management:

1. Disk 0: The VM’s OS disk (C: drive) plus the typical “system reserved” partition for Windows.

2. Disk 1: Temporary storage for the VM (D: drive). You may use it, but it’s not a persistent disk, so don’t
put anything important on it.

3. Disk 2: A perfect copy of the “victim VM” OS drive. As you would expect, it contains the “system
reserved” partition plus the OS partition. We are interested in the OS partition, which is mounted as the
G: drive in this example.

When you first start Disk Management, you will see that Disk 2 is “Offline.” Right-click on it and select
"Online." Windows will then assign a letter to each partition.

“© Disk 2 Y
Basic

500 MB 126.51 GB 1023 MB
Unallocated

Remember that all drives are writable. If you corrupt the G: drive by mistake, you can repeat the process from
step 2 since the original snapshot is forensically sound.
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Step 5: Run Forensic Tools

e 3: drive contains the user  OS drive from victim machine e Windows (G9) | Users >
directories from A Name )
JanetDesktop, as expected. DefaultAppPool

. Local user account———> | janet

* Install and run your favorite AD user account—> [ JonetonDyne
forensic tools, such as KAPE. [+ dewxwsso

* Point your forensic tool to e
the G: drive to collect data. Torgetoptions

. Target source |G:\ '|
° Store your results On the C. Target destination |c:\;:ollech'0n '| vor | ] Flush Add %ed Add %m
. R .
drive so you don’t overwrite Targts (Doubl-chckta cdta tarpet)
your evidence (restore from — . - G
. . elec ame olaer EsCTipuon
snapshot if you accidently IR % . -
IBasicCollection Compound Basic Collection
do) I ISANS_Triage Compound SANS Triage Collection.
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You are now ready to run your favorite forensic tool, as taught in FOR500 and FOR508.

From a process standpoint, we would recommend running KAPE! with the SANS Triage Collection option to
extract key files from the G: drive. You can store these files in the C: drive or the D: drive and process them
with Eric Zimmerman’s excellent suite of forensic tools.?

In case you haven’t heard of KAPE, it stands for Kroll Artifact Parser and Extractor. KAPE is a triage
program that collects the most forensically relevant artifacts from a target. Optionally, it can also parse this
data and run analysis programs against it.

Using this process avoids the egress charges of downloading an entire VM to your local computer. You have
the option of simply downloading the output for your forensic tools or the data collected by KAPE. This is a

much smaller and therefore less costly amount of data to transfer compared to an entire VM.

1. https://for509.com/kape
2. https://for509.com/ztools
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VM Imaging Summary

n Snapshot disk E Apply Snapshot to a new disk
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To summarize the process, you will:

1. Create a snapshot of the victim’s OS disk. Some investigations may also require you to snapshot the data
disk(s).

2. Create a new disk based on the snapshot so that all the information is written to that disk.

3. Create a new VM, which we call the Forensic VM, with its own OS disk. Be careful not to create this
VM based on the snapshot you just created. If you do that, you will simply create a clone of the victim
VM. During this step, you should also install your favorite forensic tools on the VM.

4. Mount the disk that contains the snapshot as a data disk on the Forensic VM. This step may also be
performed during the Forensic VM creation.

5. Run your favorite forensic tools as you have learned in FOR500 and FOR508.
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Alternative Snapshot Access

MM

Option to download the snapshot VHD
Can be downloaded to any destination

Time-limited URL to

. . download the
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B activity log Download the VHD file
. Access centrel (1A1) A SAS URL has been generated for this disk for export. While in this state, it can't be edited or attached to a running virtual machine.
€ Tags You can cancel the expart by clicking the button below. This will revoke the SAS URL, and may cancel any in-progress transfers if the
disk is currently being downloaded ta another location.
Settings
Encryption
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An alternative to the process described in the prior slides is to download the snapshot virtual hard disk
(VHD). Certain forensic tools may benefit from having direct access to the VHD.

Another advantage of having a copy of the VHD is the ability to implement automation processes. We will
show an example of an automated DFIR process in the AWS section.

On the other hand, since the VHD will be the same size as the allocated disk of your VM, it’s likely to be
quite large. Unfortunately, the VHD will include all blank space and isn’t compressed during the download.
As a result, the time to download the VHD can be substantial. Finally, if you download the VHD to a
destination outside of Azure or even in a different Azure region, you will incur network egress charges.

If you choose to download the VHD, simply select your snapshot by name and choose the “Snapshot export”
menu. You will be prompted to choose an amount of time during which the download URL will be valid.
Once you select “Generate URL”, you will be shown a one-time URL that allows you to download the VHD.
You can access that URL from anywhere on the internet provided that the snapshot’s connectivity method is
set to public endpoint (you can change that setting in the “Networking” menu).
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Azcopy Snapshot

« Web transfers can be slow, azcopy is a much better option

* Azcopy is multi-threaded and significantly faster

* Azcopy is a free application from Microsoft (link in the notes)
 <snapshot URL> = URL from snapshot export menu

* Disable MDj5 check or transfer will fail final check (per documentation)

azcopy cp “<snapshot URL>" “c:\temp\snapshot.vhd" --check-md5 nocheck

:\>azcopy cp "https: -Ixdrg5g5edrt.z37.blob.storage.azure.net/+slvdc2wdlpz/abcd?sv=2018-03-2
sr=b&si=fe3445e2-20ef-413e-b408-1adea85c3af1&sig=bxbxYwh8512xg0av8ry5rzNHa6ukYZ6d%2BiYrbLD%2FR1
3D" "e:\elk-snapshot.vhd" --check-mdS nocheck
INFO: Scanning...
INFO: Any empty folders will not be processed, because source and/or destination doesn't have ful
1 folder support

Job 484785c0-77d1-dd4f-4599-b445733b2709 has started
Log file is located at: C:\Users\elk_user\.azcopy\404785c0-77d1-dd4f-4599-b445733b2709.1og

3.7 %, © Done, © Failed, 1 Pending, © Skipped, 1 Total,lz-sec Throughput (Mb/s): 499.6588L
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The snapshot export menu will provide a URL which can be used to download the snapshot. While the
snapshot can be downloaded via a web browser, it will be very slow.

As discussed in the blob slides earlier in this class, Microsoft provides a utility called azcopy! which is
available at no cost from Microsoft’s website. This utility is significantly faster as it’s multi-threaded.

As an example, a 64GB transfer with azcopy (within the same Azure region) will take less than 20 minutes.
The same download with a web browser can take close to 1 hour.

1. https://for509.com/azcopy
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Forensic VM Image Creation
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Azure has an option to create an image from a current VM and share the image in the Azure compute gallery.
This will provide the ability to create future VMs based on that image. This feature can be leveraged by
creating a VM, installing all the required forensic tools, and then storing an image of that VM in the gallery.

An alternative option is to start from scratch and use the Azure Image Builder to create your own image. This
is a more complex procedure.

Finally, Azure has an option to move a VM to a different resource group, another subscription, or another

region. Therefore, once you create your forensic VM and install your favorite tools, you can simply move that
VM around as needed. Unfortunately, this method has been found to be unreliable.
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Other Azure Resources

There are many other Azure resources available to
help you. Some have additional costs, some are free.

MM

Azure Sentinel ($)

Azure SimuLand

Microsoft Incident Response Playbooks
Recommended Projects
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Other services offered by Azure might be helpful to you if they have been purchased and implemented by
your organization.

There are a two interesting articles written by Sonia Cuff that discusses the relationship between Azure
Security Center, Azure Defender, and Azure Sentinel:

https://for509.com/techarticlel
https://for509.com/techarticle2

This class is about the cloud resources and logs you can leverage to perform incident response and forensics.
We focused on the features that are included with every tenant. The next few slides will describe optional
features so that you are aware of them as well.

There are also a number of open-source projects worth exploring.
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Azure Sentinel: SIEM/SOAR

Cloud-native SIEM/SOAR

* Can ingest data from multiple clouds & on-prem

infrastructure

« Detects and correlates threats using artificial

intelligence

e Built-in orchestration to automate tasks

Sentinel is priced per GB of data ingested, making it

a significant investment.
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Microsoft Azure Sentinel is a scalable, cloud-native, security information and event management

(SIEM) and security orchestration automated response (SOAR) solution.!

The key features are:

* Cloud-scale SIEM/SOAR. Sentinel is not limited to Azure. It can ingest data from multiple clouds as well

as on-prem infrastructure.

» Sentinel leverages Microsoft threat intelligence to detect threats.
» Sentinel uses artificial intelligence to analyze and correlate threats.
* Sentinel includes built-in orchestration to automate common tasks.

» Sentinel leverages the MITRE framework to enable you to proactively hunt for threats.

Sentinel uses a Log Analytics workspace and implements numerous queries to hunt for potential threats. Here

are some examples of pre-built hunting queries:
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Sentinel is priced per gigabyte of data ingested. The pricing depends on the region. A large infrastructure will
likely generate terabytes of data per day, making a tool like Sentinel a significant investment.

1. https://for509.com/sentinel
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Azure SimulLand

* Open source initiative by Microsoft

* Facilitates deploying lab environments to reproduce well-known
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« Verifies the effectiveness of Microsoft 365 Defender, Azure Defende
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From the Microsoft security blog:

“SimuLand is an open-source initiative by Microsoft to help security researchers around the world deploy lab
environments that reproduce well-known techniques used in real attack scenarios, actively test and verify the
effectiveness of related Microsoft 365 Defender, Azure Defender, and Azure Sentinel detections, and extend
threat research using telemetry and forensic artifacts generated after each simulation exercise.”!

The code is available on the Azure/SimuLand GitHub.2

1. https://for509.com/simuland-blog
2. https://for509.com/simuland-github
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Microsoft Incident Response Playbooks

Microsoft has published four incident response playbooks:

* Phishing, which provides guidance on identifying and
investigating phishing attacks in Microsoft 365

« Password spray investigation

 App consent grant investigation, which focuses on Graph
API

« Compromised and malicious applications

Playbooks are very detailed and highly recommended.
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Microsoft has published four incident response playbooks:! phishing, password spray investigation, app
consent grant investigation, and compromised and malicious applications.

For each paybook, Microsoft provides a detailed explanation of the risk and methods to identify the potential
attacks.

These playbooks require a good understanding of Azure and are highly recommended.

1. https://for509.com/incident-playbooks
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sy PowerZure from Ryan Hausknecht (@Haus3c)

Recommended Projects

» PowerShell project to assess and exploit resources in Azure.
ehttps://github.com/hausec/PowerZure

PowerZure

MicroBurst from Karl Fosaaen (@kfosaaen), NetSPI

« Scripts to discover Azure services and audit configuration for weaknesses.
« Post-exploitation actions such as credential dumping.

shttps://github.com/NetSPI/MicroBurst MicroBurst

Azure AD Connect Password Extraction from Dirk-

jan Mollema (@_dirkjan), FOX IT

* Script to extract and decrypt stored credentials from Azure AD Connect servers.
*https://github.com/fox-it/adconnectdump

MM
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Karl Fosaaen with NetSPI has a great presentation regarding his project:

https://motpayloads.blob.core.windows.net/slides/ExtractingalltheAzurePasswords.pdf
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