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Module 1

Course Introduction
1-2 Course Introduction

1-3 Importance

MSX Is the network virtualization and securty platform that enables the virtual cloud network.
The virtual cloud network 1s a software-defined approach to networking that extends across
data centers, clouds, and application frameworks. An application might run on virtual machines,
containers, or bare metal NSX brings networking and security closer to the location where the
apphication runs. The application framework that you create can support virtual machines running
on ESX1 hosts, containers, bare-metal servers, and public clouds.

In an NSX emnvironment, you can select the technologles that best sult your applications, You can
also perform your dally operational and management tasks with varous tools supported by NSX.

1-4 earner Objectives

s [Describe the architecture and main components of NSX

=  Explain the features and benefits of N5SX

+  [Deploy the NSX Management cluster and N5SX Edoe nodes

=  Prepare ESXI hosts to participate In NSX netwoarking

+ Create and configure segments for layer 2 forwarding

+ Create and configure Tier-0 and Tler-1 gateways for logical routing

s  Usze distributed and gateway firewall policies to filter east-west and north-south traffic In
MSX

= Configure Advanced Threat Prevention features

=  Configure netwaork services on NSX Edge nodes

s Use VWMware ldentity Manager and LDAP to manage usars and access
=  Explain the use cases, Importance, and architecture of Federation



1-5 Course Outline
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Course Infroducticon

Viviware Virtual Cloud Network and VMware NSX
Preparing the N5X Infrastructure
MNSX Logical Swikching

MSX Logical Routing

MSX Logical Bridging

NSX Flirewalls

NSX Advanced Threat Prevention
MSK Services

MSX User and Role Management
NS Federation



-6 Typographical Conventions

The following typographical conventions are used In this course.

Conventlons Usage and Examples

Monocspace ldentifies command names; command options, parameters, code fragments,
error messages, filenames, folder names, directory names, ard path names:

Run the esxtop command.

foundinthe var/log/mes=sages fle

Monospace  ldentifies user inputs;

Bold » Enter ipconfig /release.
Boldface Identifies user nterface controls:

»  Click the Configuration tab.
Itac dentifies book titles:

«  vEphere Virtual Machine Administration
< Indicates placeholder variables:

<ESXI_host_namess

- the Settings/<¥our Name>, txt fie

1-7 References

Title Location

NSX Admiristration https:/fdocs. vmware comy/en/VMware-NsX /4.0 administration/GUID-

Gulde FEBFDS77B-T45C-4658-B713-A3016D18CBYA htmil

NEX Instaliotion Guide  https.//docs. vmware.com/en/VMware-NSX/ 4.0/ nstallation/ GUID-
3EQC4CEC-D593-4395-84C4-150C 06285963 html

NEX Upgrode Guide https://docs. vmware comy/en/VMwara-NSX /4 .0/upgrade/ GUID-

E0424207-EF09-4601-8206-3FAT/FBBOGRD htmi




1-8 VMware Online Resources

Documentation for NSX: https:/ /docs vmware.comy/enVMware-NSX index htmi

Documentation for VMware Validated Solutions: https:/fcore vmware.com/vmware-validated-
solutions.

Viviware Communities: http://communities. ymware.com

Start a discusslon.

Access the knowledge base.

Access documentation, technical papers, and compatibiity guides.
Access communities.

ACcess User groups.

Viware Support: http://www.vmware. com,/support
ViMware Hands-on Labs: http://1abs.hol vimware.com
Viware Learning: http://www vmware com/leaming

Access course catalog.

Access worldwide course schedule



-9 VMware Learning Overview

Y ou can access the following Education Senvices:

Wiiware Learning Paths:

— Help you find the course that you need based on the product, your rale, and your level
of experience

— Can be accessed at https:/ /vmware. comy/leaming

VMware Customer Connect Learning, which s the official source of digital training. Includes
the following options:

—  On Demand Courses: Seff-paced lieaming that combines lecture modules with hands-on
practice labs

—  VMware Lab Connect Self-paced, technical lab environment where you can practice
skllis learmed during imstrector-led training

— Certification Exam Prep: Comprehensive video-based reviews of exam topics and
objectives to help vou take your certification exam

For more information, see https:/ /vmware com/learning/connect-learming.



110 VMware Certification Overview

Wihiware certifications validate your expertise and recognize your technical knowledoe and skiils
with VMware technology.

A

Enterprise Architect VCDX VMware Certified Deslian Expert
Senior Administrator “AP  VMware Certified Advanced Professional
Solution Architect VCA - - . I
Administrator & Cortified Professional

Developer
Operator

& hon Matwork S Encl- U
Mngglrcn::aum \El.ﬁ“uifl?;}gﬂ ’:Eru:nmmm 'u"ir'lhalu-;ﬁuﬂ i Cnmm?lgg

ViMware certification sets the standards for IT professionals who work with VMware technology.
Certifications are grouped Into technology tracks. Each track offers one of more levels of
certification (up to four levels)

For the complete Ist of certifications and detalls about how to attain these certifications, see
https:/ /vmware.com/certification.



1-11 VMware Credentials Overview

Wihware badges are dighal emblems of skils and achievements. Career certifications align to job
roles and vakdate expertise across a solution domain. Certifications can cover multiple products
In the: same certification.

vmware VImrA/SIre vImnAre vmware

CERTIFIED EHRTEE D CRETIEED cEETIrED

vmware

CERTIFIEED

Spedalist certifications and skiils badges align to products and verticals and show expanded
experiise.

WITTWEITE wmsane

Dgital badges have the following features:

= Easy to share in social media (Linkedin, Twitter, Facebook, blogs, and so on)

« \aldate and venfy achievement

= Contain metadata with skill tags and accomiplishments

« Hased on Mozila's Open Badges standard

For the complate st of digital badges, see httpy/ /www pearsonvue.com/vmware/badging.






Module 2

VMware Virtual Cloud Network and VMware
NSX

2-7  Importance

As a network administrator, you must understand the ViMware Virtual Cloud Metwork
framewaork and the solutions that ’t offers for addressing challenges In your data center. You
must also understand the VWMware NSX architecture and components so that you can properhy
design, deploy, and manage a data center that meets your business reguirements.



2-3  Lesson 1: VMware Virtual Cloud Network
and VMware NSX

Z-4  |Learner Objectives

= [Describe the purpose of Yiware Virtual Cloud Network and Its framework
= |dentify the benefits and recognize the use cases for NSX

= [Describe how WiMiware NSX fits Into the NSX product portfolio

= Recognize features and the main elements in the NSX architecture

=  Enumerate the deprecated features in NSX 4.0.x

= [Describe the NSX policy and centraliFed pollcy management

= [Describe the NSX management cluster and the management plane

= |dentify the functions of controf plane components, data plane components, and
communicaticn channels

10



2-5  Virtual Cloud Network Framework

Wirtual Cloud Metwork is the WMware framework for connecting and protecting different types
of workloads running across various environments.

The Virtual Cloud Network framework ks bullt on the NSX technology.

Wirtual Cloud Metwork is a software layer. This layer provides connectivity between data center,
Cloud, and edge Infrastructure with data visibiiity and security.

-] [

Virtual Machines Containers

Virtual Cloud Netwaork

a 7 D |

Private Cloud Public Cloud Hybrid Cloud Data Center Sranch/Edge

Wirtual Cloud Metwork connects and protects appiications and data, regardless of their physical
locations. Virtual Clowd Network also connects and protects workloads running across any
emvironment Workloads might be running on premises in a customer data center, ina branch, or
In a public cloud such as Amazon AWS or Microsoft Azure.

Wirtsal Cloud MNetwork enables organizations to embrace cloud networking as the software-
defined architecture for connecting components In a distributed world.

Wirtual Cloud Metwork Is a ublguitous software layer that provides maximum visibility into, and
context for, the interacticn among vanous users, applications, and data. NSX supports various

types of endpoints.

The VMware software-based approach dellvers a networking and security platform that enables
customers to connect, secure, and operate an end-to-end architecture to deliver services to
applications.

M



The WMware software-based approach provides the following benefits:

12

Enables you to design and bulid the next-generation policy-driven data center.

This data center connacts, secures, and automates traditional hypaervisors and new
microservices-based (Container) applications across a range of deployment targets such as
the data center, cloud, and 5o on

Embeds sacurty In the piatform by compartmentalizing the network through micro-

segmentation, encrypting in-fight data, and automatically detecting and responding to
sacurity threats.

Delivers a WAN solution that provides full visibility, metrics, control, and automation of all
endpolnts.



2-6 NSX Portfolio

NSX provides consistent networking and security across the entire [T envircnment.

Virtual Cloud Metwork is based on a robust portfolio of products bulit on the foundations of the
concept of any Infrastructure, any cloud, any application, any platform, and any device. Virtual
Cloud Network includes several key solutlons that provide security, mtegration, extensibility,
automation, and elasticity.

Wikl i M5

W50 AR

Virtual Cloud Network

ab o D

Private Cioud Pubdic Cloud Hybrid Cloud Data Center Branch/Edge

I

Wiiware Virtual Clood Metwork enables vou to run your apglications everywhere.

MSX supparts cloud-native applications, bare-metal workloads, ESXI hypervisors, pubiic clouds,
and multiple clowds.

You can bring key capabilities from one central control point to wherever your applications run.
Metwork virtualization and security includes the following solutions:

s N5SX Is the Industry's only complete layer 2 to layer 7 software-defined networking stack,

Inciuding networking, ioad balancing, security, and analytics. With NSX, you can provision
networking and secunty services across ESXI hypervisors and bare-metal senvers.

s N5SX Cloud extends the networking and security Capabiiities of NSX to the public cloud. You
can provide your workloads running natively on Amazen AWS or Microsoft Azure with
consistent networking and security poiicies, heiping you Improve scalabiity, control, and
visioility.

s NSX Distributed IDS/1PS Is an advanced threat detection engine bult to detect lateral threat
movement on east-west network traffic across multicloud emvironments.

13



MSX Advanced Load Balancer enables you to deliver multicloud application services such as
load balancing, application, securlty, autoscaling, container networking. and web application
firewall.

VMware SOD-WAN virtugiizes WAN connections to deliver high-performance, reflabie branch
access to cloud services, private data centers, and SaasS-based enterprise applications.

WMware HCX makes it easy to migrate thousands of virtual machines within and across data
centers or clouds, without requiring a reboot

The NSX portfolio supports management and automation tools:

14

MSX Inteligence 1= a distributed analytics solution that provides visibiity and dynamic
sacurity policy enforcement for NSX environments. NSX Intefigence enables network and
application security teams to deliver a granular security posture, simpiify comphance
analysls, and enable proactive securty. It also supports network traffic analysis to help
identify advanced threats In the environment

VMware Arla Operations for Metworks (former name: VMware vRealize Network Insight)
provides visibility across virtual and physical networks. It helps with operations management
for NSX and NSX Clowd.

VMware Arla Automation (former name: viReallze Automation) 1s the VYMware infrastructure
automation platform for the modermn software-defined data center. When used with NSX, It
automates an applcation's network connectivity, security, performance, and avaiabiity

Tanru Service Mesh Advanced, bult on YiMware NSX, 1s the VMware enterprise-class
saryvice mesh solution that provides consistent control and security for microsenvices, end
users, and data across the most demanding multicluster and multicloud environmants.



Z-/7  Product Name Changes to VMware NSX
4 X

MSX-T Data Center 1s now called NSX.
[ e % W g =

The new name better reflects the multifaceted value that NSX brings to customers. The update
Is apparent In the product graphical user Interface as well as documentation. The change nelther
affects the functionality of the product nor changes the AP to affect compatibiity with previous
releases.

2-8  Use Cases for NSX

MSX can be used In several ways.

r |uilticioud 5 Cloudh-Meakive
Selrfrarieing 2 Apoheedes

You can use NSX for the following purposes:

s Security: Delvers application-centric security at the workload level to prevent the lateral
spread of threats

= Multicloud networking: Brings consistency In networking and security across varied sites and
streamiines multicloud operations

* Automation: Enables faster deployment through automation by reducing manual, ermor-
prone tasks

+  Cloud-native applications: Enables native networking and security for containerized
workloads across appiication framewaorks

L=



2-9  NSX Features (1)
Securty ana sevices

» Policy-driven configuration . Dl.'l_'_'rli_v or VLAMN-backed logical & Gateway Firewall
swifichin
= Bare-rretal sérver sUppoit * = Distributed flrewall
) # Layer 2 brdging and Gos
= Support for VM= and contaners « IDPS
= Dislrizauted roufing
= Suppart far Amazon AWS and R ; : « Malware Pravention
. = Static routing and equal-cost
WIS felen T uftingth (EEMP) raating « URL Filkering and FODN Analysis
= HTML 5 UT for managerment planeg +TLE Tncpmctine
= [lata Plans Development Kit = AP Bng S e “ leni
(DPDK) based NSX Edge nodes: = Duplicate [P cetection = NFX-Intellgence
; i z
UM or bara-metal form facter « Bicirectional Forwarding (BFD] for | * NSX Network Detection and
= MultisitesFederation 355 CoMvergence Haesponse
= WIT migration = VRF Lite ang EVPN = NAT ang NATE4
= DPL-Rased Acceleration « Rate limting = NS anc GHCP
» Layer 3 multicast * Load Balancing

s L2 VPN and TPSeE WPN

2-10 NSX Features (2)

» REST/1SON APL support » Getting Started wizards = IP Flaw Infarmation Export {IPFIX)
# Upstream OpenStack support and « Dashboards ® Port mirrering
gl Bt it » Role-based access control = Traseflow
* agriesed seririly. grovping » Object-based access contro = Metwork Topology views
= Trmenizey suppart « Upgrade coordinator = Salactive technical support logs
i :;::m“;;;h“ il = Backup and restore . EtTLrs Lilg;lg Cashboard and

= vRealize Log Insight
* Alarms
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Z2-11  NSX 4.0.0.1 Deprecated Features

The folowing NSX features are deprecated In NSX 4 0.0
= N-YDS host switch

= WM hypervisor

= NSX Advanced Load Balancer Policy APl and LA

Since NSX 4.0.0.1, N-VDS host switch will not be supported for ESXI hosts. In a brownfield
environment, you must migrate the ESXI hosts to VDS before upgrading to NSX 4.0.0.1

MN-VDs will remain the supported virtual switch on NSX Edoe nodes, native public clowd NSX
agents, and bare-metal workloads.

MNSX 4007 no longer supports KvM-based hypervisors. In a brownfield environment, you must
remaove the KM transport nodes from MNSX before upgrade,

MsX Advanced Load Balancer Ul and Policy AP are deprecated from NSX £.0.0.1 All
configuration tasks for load balancers Integrated with NSX environments should be performed
directly through the MSX Advanced Load Balancer Ul and APL For all orchestration iIntegrations
use cases, use the NSX Advanced Load Balancer AP or UL

17



2-12  High-Level Architecture of NSX

The three main elements of NSX architecture are the management. control, and data planes.
This architectural separation enables scalablity without affecting workloads:

£
Cloud Constimptinn r" _“‘_ GUTIREST/Claud Managemaent P latfarm (CMP )

Maragement
and Toneral k| L
Flznes

M5 Mananeiesl Clusher

= Barg-Metal
Dita Plane Private Clond ESKI Haet Servar
veis
p -..It-l.lr. .|:-|-|"|L|,I,‘| '- . Llsix Wi MEX
AT |l..-,|h-u'.-|cl..-|_...-.l\.*_-1 W Wi Cloud

Vi Eloud bin WS i
MiErmiit Aure EED | | I | ot

TM Claed

NSX

Each plane has its own componsnts:
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Managemeant plane: The management plane Is designed with advanced clustering
technoiogy, which allows the platform to process large-scale concurrent API regquests. NSX
Manager provides the REST AP| and a web-based Ul interface entry point for all user
configurations.

Controd plane: The controd plane manages computing and distributing the runtime virtual
networking and secunty state of the NSX emnvironment. The control plane Includes a central
contral plane (CCPYy and a local control plane (LCP). This separation significantly simplifies
the work of the CCP and enables the platform to extend and scale fior varioos endpoints.
The management plane and control plane are converged. Each manager node In NSX Is an
appilance with converged functions, InCluding management, control, and policy.



» [Data planes The data plane Includes a group of ESXI hosts and MNSX Edge nodes. The group
of servers and edge nodes prepared for MSX are called transport nodes. Transport nodes
manage the distributed forwarding of network traffic. The ESXI hosts managed by vCanter
Server Use vSphere Distributed Switch (VDS) for the traffic forwarding.

«  Consumption plane: Although the consumption plane s not part of NSX, It provides
Integration into any CMP through the REST API and Integration with WMware cloud
managemeant planaes, such as vRealize Automation:

— The consumption of NSX can be driven directly through the NSX UL

—  Typically, end users tie network virtualization to their cloud management plane for
deploying applications.

— Integration Is also avallable through OpenStack (Red Hat. VMware Integrated
OpenStack, and s on), Kubernetes, and Tanzu Application Service.

The management piane performs all operations. These operations include create, read, update,
and delete (CRUDY

Z-132  Management and Control Planes

In NSX, the management plane and control plane are part of a single NSX management chuster:
=  The management plane provides the REST APl and web-based U Interface for all user

configurations.
= The control plane manages computing and distributing the netwaork runtime state.
O
C : GUIREST/ICMP)
Clowd Service Manace)
Managemeant
and Control | NSX Container Plug-m

Flanes

MESX Management Cluster yCenter Server
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2-14  About the NSX Management Cluster

The N5X management cluster is formed by a group of three NSX Manager nodes for high
avallabiity and scalabiliby.

The N5X Manager appliance has the bult-in poficy, manager, and controller rokes:
=  The management plane Includes the policy and manager roles.
#  The central control plane (CCP) includes the controflier role.

The desired state 1s replicated in the distributed persistent database. providing the same
configuration view to all nodes In the cluster.

The N5X Manager appliance Is avallable in different sizes for different deployment scenarkos.

Manager A Manager B ‘ Manager C

Aplicy Role

Managemant Planes

Manager Rale

Central
Contral Mane

=

Listributes Persistent Databases

NSX Management Cluster

MSX Manager Is a standalone appliance. [t includes the manager, controdler, and policy roles. Asa
result of this ntegrated approach, users do not need to nstall the manager, controdler, and policy

rotes as separate WMs.

The diagram shaows that the manager and controller iInstances run on all three nodes and provide
resiiency. Three manager nodes can handle reguests from users through the AP or U, resulting
In shared workloads and efficiency.

Although the three services are merged on each node In the cluster, separate resources (CPU,
memaory, and so on) are allocated for each of the services.
20



The distributed persistent database runs across all three nodes, providing the same configuration
view to each node. A manager or controller running on one node has the same view of the
conflguration topology as managers or controllers running on the other two nodes.

MSX Manager Is avallable In different sizes for different deployment scenarkos:

« A small appliance for lab or proof-of-concept deployments

= A medum appliance for deployments up to 64 hosts

= A large appliance for customers who deploy to a large-scale environment

For nformation, see VMware Configuration Maximums at https://configmas vmware. com.



Z-15  NSX Management Cluster with Virtual IP
Address

The NSX management cluster is highly avallable. It s configured in the following way:
=  All managers must be on the same subnet

«  Dne manager node s elected as the leader.

»  The clusters virtual [P address Is attachaed to the leader manager.

=  Traffic s not load balanced across the managers while using VIP.

«  The cluster virtual IP address 15 used for traffic destinad for NSX Manager nodes.
«  Traffic destined for any transport node uses the management IP of the node.

= A single virtual IP address 1s used for APl and GUI chient access.

-.'-F"l. or GUI
Cliant

v

Cluster Virtual IP
Address

v v ¥

Manager A Manager B Manager C

Thres-Node NSX Managament Cluster
(Same Subnet)

The APl and GUI are avallable on all three manager nodes In the cluster. When a user reguest Is
sent to the virtual IP address, the active manager (the leader that has the virtual [P address
attached) responds to the request. I the leader falls, the two remaining managers =&ct a new
jeader. The new leader responds to the reguests sent to that virtual IP address.

Load-balancing reguests and traffic are not balanced across managers while using VIP.
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IT the leader node that owns VIP Talis, a new leader 15 elected. The new leader sends a GARP
request to take the ownership of the VIP. The new leader node then receives all new APl and Ul
requests from Users.

The diagram shows an administrator's perspective, where a single IP address ({the virtual |P
addressy s always used (o access the NSX management cluster.

2-16 NSX Management Cluster with Load
Balancer

A load balancer provides high avallability to the NSX management cluster:

= Al podes are active.

«  GUland APl are avallzble on all managers.

=  Traffic to the virtual IP address s load balanced to multiple manager nodes.
=  The manager nodes can be n different subnets.

-.'-F"l. or GUI
Cliant

v

External Load Balancer
(NSX or Third Party)

v v v
Manager A Manager B Manager C

Thres-Node NSX Management Cluster
(Different Subnet)

The diagram shaows how a traditional ioad alancer can balance the traffic across multiple
manager nodes.

23



2-17  About the NSX Policy

The policy role performs several functions:

Prowvides a centralized location for configuring networking and secunty across the
environment

Enables users to enter the intended configuration in the NSX LI

Enables users to specify the final desired state of the system without beling concemed
about the current state or underiying Implementation

Manager A Manager B Manager C

N 1L

B

& Policy Rolg

E

&

(-~

&

g

e

= Minacar Fole

T T I T

-

T

o=

PE

=

N

=k
.I. ..III.

Lhistributes Persistent Database

NSX Management Cluster
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2-18  About NSX Manager

MSX Manager performs several functions:

= [nstalls and prepares the data plane components

+ Receves and valldates the configuration from MNSX policy

=  Publishes the configuration to the CCP

= Retrleves the statistical data from the data plane components

Manager A Manager B

Manager C

Pnlicy Rols

Management Planes

Minager Roli

W
]
o
i -
=
4B
s
' Controlker Role

Oistributes Persistent Databass

NSX Management Cluster
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Z2-19 NSX Policy and NSX Manager Workflow

The components of an NS Manager node interact with each other:
+  Reyverse proxy Is the entry point to NSX Manager.

=  The policy role manages all networking and security palicies and enforces them in the
manager role.

=  Proton s the core component of the NSX Manager node. Proton manages various
functionalities such as logical switching, logical routing, distributed firewall.

= Both NSX policy and Proton persist data in CorfuDB.

O MSX Manager Node

—————% Fretmn -

Reverse proxy has authentication and authorization capabiiities.

MSX Policy Manager and Proton are intermal web applications that communicate with each other
through HTTP.

CorfuldB 1= a distributed persistent In-memory object store. Persistence 1s achieved by writing
each transaction In a shared transaction log file. Queries are served from memory and provide
better performance and scalabiity.
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2-20 About NSX Controller

MSX Controfler maintains the realized state of the system and configures the data plane.
The main functions of NSX Controller include:

=  Providing control plane functionality, such as logical switching, routing, and distributed
firewall

= Computing all ephemeral runtime states based on the configuration from the management
plane

= [Hsseminating topology Information reported by the data plane elements
= Pushing statetess confiourations to forwarding enalnes

Manager A Manager B Manager C

Policy Role

Marager Role

Controlle Aole

NEX Management Cluster

27



2-21 Control Plane Components (1)

In NSX, the control plane 1s divided Into the CCP and local control plane (LCPY
The CCP exists as part of the N5X Manager nodes and 5 offered by the NSX Controfler rale.
The LCP exists on host transport nodes ar on NSX Edge transport nodes.

Management
Flane

v v v
LCP LCR LCP
Transport Nade Transport Node Transport Node

Data Plane
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2-22 Control Plane Components (2)

The CCP and LCP perform different functions:
«  The CCP:

— Computes the ephemeral runtime state based on the configuration from the
management plane

— [Disseminates information reported by the data plane elements by using the LCP
=  ThelLCP:

—  Maonitors the local ink status

— Computes local ephemeral runtime states based on updates from the data plane and
the CCP

— Pushes stateless configurations to forwarding engines

Managemeant
Flans

The management plana
pushes the user
configuration down to the
CCP through NSX-RPC,

The CCP receives the
configuratlon and pushes
it down to data plane
throlgh-a remate
procedure call,

NSX-RPC

P LCP
Transport Nods Tranaport Node Transpart Node

The CCP computes and disseminates the ephemeral runtime state based on the configuration
from the management plane and topology Information reported by the data plane elements.



The LCP runs on the compute endpoints. It computes the local ephemeral runtime state for the
endpoint based on updates from the CCP and local data plane Information. The LCP pushes
stateless conflgurations to forwarding engines In the data plane and reports the Information back
to the CCP. This process simplifies the work of the CCP significantly and enables the platform to
scale to thousands of different types of endpoints (hypervisor, container host, bare metal, or
public cloud).

The NSX-RPC messaging protocol 1s a messaging solution for all communications betwesn the
management plane, CCP, and data plane.

Remote procedure call (RPC) Is a protocol that one program can use to reguest a service from
another program on another computer without understanding the network detais.

2-23 Control Plane Change Propagation

The CCP recelves the configuration nformation from NSX Manager and propagates the
Information to the LCP of the transport nodes.

The LCP an each transport node Interacts with the CCP.

If a change ocours, the LCP on the transport node notifies its assigned CCP, which further
propagates these changes to the transport nodes.

a a
LCP
ESXi/KVM Host ESXI/KVM Host ESKI/KWVM Host

The LCP on the transport node reports local runtime changes to its designated CCP node. The
designated CCP node receives the changes and propagates the changes to other controfiers in
the chester. All controliers propagate the changes to the transport nodes that they manage.

30



2-24  Control Plane Sharding Function

The N5X management cluster includes a three-node CCP.
The control plane uses a sharding mechanism to distribute workloads;

=  Each transport node 1s assigned to a controlker for L2 and L3 conflguration and distributed
firewall rule distribution.

=  Each controllier receives configuration updates from the management and data planes but
mamtains cnly the relevant Information on the nodes that it 1s assigned to.

e S
Controller 1

Controller 2

‘_.:
. Transport Node

Controller 3




2-25 Managing Controller Failure

When a controller falls, its load Is redistributed:

#  The sharding table Is recalculated to redistrioute the load among the rematning controller
nodes.

= This recalculation provides high avallabiity and dual-active prevention.
= The traffic In the data plane continues to flow without being affected.

‘ o
Controller 1
e
Controlier 2
8 '
e '/ | R
s -Transpnrt Node
Controller 3

In the diagram, controfler 3 Is assigned to twa transport nodes. When controfler 3 fails, the
nodes are moved to controllers 1and 2.
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2-26 About the Data Plane

The data plane has several components and functions:

Includes multiple endpoints (ESXI hosts, bare-metal servers, and NSX Edge nodes)

Contains various workloads, such as VMs, contalners, and appiications running on bare-metal
SETVErS

Forwards data plane traffic
Lses a scale-out distributed forwarding model
Implements logical switching, distributed and centralized routing, and firewall filtering

[ Wi Contziners 111 |
Bare-Metpi
Private Choud ESx] Host SErver
S
Data Flano
| Public Cloud: A Windows | BT
LinL L f Lo 4
Asrsagoll Wel-Baruloag (AWE] o M gl
Wbt Ll o AWS ' it Claud Jg
Micsusaf Azuie | nEx ] nsx ) Gatewoy!
TR g, #8

2-27 Data Plane Functions

The data plane forwards packets based on configurations populated by the control plane and
reports topology Information to the control plane:

The data plane has the following responsibilities:

Maintains the status of and manages falover between multiple Inks or tunnels
Performs stateless forwarding based on tables and rukes populated by the control plane
Maintains packet-level statistics
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2-28 Data Plane Components

Types of data plane components, called transport nodes, Include:
=  Hypervisor transport nodes:
—  Act as forwarding plane for the VM and contaimer traffic
—  Support ESX hypervisors
=  Hare-metal transport nodes:
—  Include Linux-based and Windows workioads running on bare-metal servers
— Include contatners running on bare-metal servers without a hypervisor
= MNSX Edge cluster:
— Contains edge transport nodes (VM or bare-metal form factors)
—  Prowvides stateful and gateway senvices

|-‘u";'15!_ _Cr::;ta;‘:er_sir-' il
‘‘‘‘‘‘‘‘‘ Bare-Metal| IyERERE
ESX: Host
e Server =ik
Data Plane
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2-29 Data Plane Communication Channels

Apphance Proxy Hub (APH) acts as a communication channel between NSX Manager and the
transport node.

APH offers the following functions:

Rumns as a senvice on NSX Manager

Provides secure connectivity based on NSX-RPC

Llses port 1234 for communication between the management plane and transport node
Lses port 1235 for communication between the CCP and transport node

NSX Managar

Palicy

Appliance Proxy Hub [AFH)

MNSX-RPC NEX-RPC ‘
TCP 1234 TCP 1235

NSX-Prosy

Transport Mode

The N5X Manager management plane communicates with the transport nodes by using APH
Server over NSX-RPC/TCP through port 1234,

CCP communicates with the transport nodes by using APH Server over NSX-RPC/TCP through
port 1235

The N5X-Proxy on the transport node recelves the NSX-RPC messages from NSX Manager and
CCP.

The nex-appkproxy APH service runs on NSX Manager.
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30 Review of Learner Objectives

Describe the purpose of YWMware Virtual Cloud Network and Its framewaork
[dentify the beneflts and recognize the use cases for NSX

Describe how Viiware NSX fits Into the NSX product portfolio

Recognize features and the maln elements In the N5X architecture
Enumerate the deprecated features In NSX 4.0.x

Describe the NSX policy and centraliFed policy management

Describe the NSX management cluster and the management plane

[dentify the functions of controf plane components, data plane compaonents, and
communicaticn channels

31 Key Points

WMware Virtual Cloud Network 1s a ubiquitous software layer that connects and protects
any workload across any environment.

The NSX family Is a portfolio of varous offerings, Including NSX, vRealize Network Insight,
MNS¥ Cloud, NSX Inteligence, NSX Distributed IDS/IPS, NSK Advanced Load Balancer,
Tanzu Service Mesh Advanced, WMware SD-WARN, and VMware HCX.

In an NSX management custer, each node performs the management, control, and pobicy
robas.

MSX policy provides consistency In networking and security configuration across the NSX
environment.

The data plane In NSX forwards packets based on tables populated by the control plane
and reports topology Information to the control plane.

Cuestions?
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Module 3

Preparing the NSX Infrastructure

3-2 Importance

As the network administrator, you must plan and deploy a network iInfrastructure that meets the

business requirements and growth of users and applications. You must thoroughly understand

the function and configuration of the NSX managemeant cluster and transport nodes to ensure a
fully prepared environment for NSX.

2-3 Module Lessons

Deploying the NSX Management Cluster
Mavigating the NSX UI

Preparng the Data Plane

DPU-Based Acceleration for VMware NSX

7



3-4  Lesson 1. Deploying the NSX
Management Cluster

3-5  Learner Objectives

= Explain the deployment workflows for the NSX Infrastructure

=  Deploy NSX Manager on ESXI hosts

= \erlfy the deployment status of NSX Manager nodes and the NSX management cluster
=  Explain the procedure to Import and replace certificates

3-6  Implementing NSX in vSphere

Deplaying the NSX Management Cluster

Use the OUF tempiate * Risgleter vGenber Replca st
ifp = - i ey k. g
o deploy Aczess NSX UL - ::'-r;:ér'{'gllgl’;‘!'dh.- SEANERE boFea e

NEX Manngar a tlusler

Crisate B WGX Dieploy NSxK Prepare ESH| hists Canfljura transpart
Edge cllister. Edge nodes as fransport nodes. niofe-prerpgulisikes

The vSphere environment Infrastructure preparation workflow is as follows:
1. Deploy an NSX Manager node from an OVF template.
Access the NSX UL
Register vCenter Server with NSX Manager.
Deploy additional NSX Manager nodes to form an NSX management cluster.
Preconfigure transport nodes, including transport zones, 1P pools, and uplink profiies.
Prepare ESXI hosts as transport nodes.
7. Deploy the NSX Edge node (VM or bare metal):
— Transport node preparation
— NSX Edge cluster formation
38
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3-/  Considerations for Deploying NSX
Manager

You should consider the following factors before deploying NSX Manager Instances:

«  NSX Manager can be deployed on ESXI hosts managed by vCenter Server or on standalone
ESXI hosts.

« Automated deployment of additional NSX Manager instances by using the Ul or APl s
supported only on ESX! hosts managed by vCenter Server.

«  Implementing NSX Manager in KM s no longer supported.

MNSX Manager combines the rokes of the paolicy, manager, and controfier in a single node {virtual
appliance).

For supported ESXI hypervisor versions, sea VMware Product Interoperabifity Matrix at
https:f f'www. vmware.com/resources/compatibility /sim/interop_matri php.

3-8 NSX Manager Node Sizing

MNSX Manager supports the small, medium, and large form factors.

Form Factor Number of CPUs Memory (GB) Hard Disk (GB)
Small ok 1 300
Medium 6 24 300
Large 12 48 300

MSX Manager 1s avallable in different sizes for different deployment scenarkos:
= A small appliance for lab or proof-of-concept deployments

= A medium appliance for deployments with up to 64 hosts

= A large appliance for customers who deploy large-scale environments



3-9  Deploying NSX Manager from an OVF
Template

In vSphere, use the OVEF Template to deploy the first NSX Manager instance.

Dapioy Ov=Tamplata St an VF teErpigls
1 JAL 4
N .
[
I 5 & .
o -
'
- ————
Drapuy S el T
-
s
s

You can select an OWVEF template from a remote URL or your local file system.
Yiou can select the size of NSX Manager to be Small, Medium, or Large.
In NSX 4.0.0.1, you can deploy NSX Manager using an IPvE address.

You customize the OVE template with the NSX Manager configuraticn. The Customize
Template step has several sections:

=+  Appliication: Configure the passwords for the GRUB root user, system root user, admin user,
and audit user.

+  Network Properties: Configure the host name, IPv4, and IPvE network configurations.
=  [DNS: Conflgure your DNS server information
=  Services Configuration: Configure NTF server and 55H settings.
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By default, any password must meet the following requirements:
=  Minimum of 12 characters in lergth

= At leasl one uppercase character

= At least one lowercase charactar

= At least one numeric character

= Atleast one special character

= At least five unique characters

3-10 Methods to Access NSX Manager

After you iInstall and configure NSX Manager, you can access and manage It in the following
wWays:

= | oginto the NSX U through a supported browser.
= | oginto NSX Manager through the CLL
*  Access NSX Manaoger with APL

For information about NSX Manager browser support, see NSX nstaliation Giide at
https:/ /docs.vimware. com/en/VMware-NSX/4.0/installation/GUID-AECAZEEC-90FC-48C4-
BEDB-66517 ACFE415 htmi.
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3-11  Accessing the NSX Ul

You enter the FGDN or IP address of the newly deployed NSX Manager Instance,
Log in with the admin user name and password

i . Whéware KK | Logm b
€« - O A Notsecurs | e fea-niamge-0lvdassiocsifogmn sg

Irdrastrochure uliphefe Whsliwere EX ITerdop @ WAT WebTener () Ha-

Welcome to

VMware NSX™

amm

Forgot Pessward? [ ',"
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3-12  Accessing the NSX CLI

You can access the MNSX CLEn the folowing ways:

= Open an 55H session and enter the admin user credentials that were configured durng the
MSX Manager Installation.

= You can also use the NSX Manager virtual machine console 1o access the NSX CLL

The N5X CLI s also avalable on all types of transport nodes and provides a conslstent view of
the NSX conflguration across the environment.

Llse the Li=t command to retrieve all avallable commands to query and configure the
environment.

- & naemgr 1 = Al =
o Using usmEnare fadwint, -
Ll Lugasi: oo Dot 14 US=5visd SU8Y jeum D12.00, 10,80

HEK CLI [Hansger, Palicy, Conkssllier §.0.1.I.0.302537T33}, Frexs 7 $or coomand list nr estec! Aelp

B L LS R
gleay autih-policy vite enahlsd

slzar auih-police vaide fbc-eeioon esanded
EF P

Apt-mecvics rediTEsT-SoEn

r logging-amrTEcE

mARm—mpeET

pas=enrd-conniskisy

ELECE TRRUE RIS

asrwise bEiip Tadirect-aask

amrrice irasall-nrrracds stablTead
serwins panager loggimg-iswsl

Y SEPWIDE OIQ SLARC-OL-DOSl

pr Shbart-e=-Sanic

aETrl maE Etas=ope-Snne

=Togin

¥ oUsek #nFeypansh passwori-saplracion
tr llecs dudilenced pusieessd Epecol il osessing
ctro—thogp fEilepebhs =rl Jdorlk

Fila <24 Tarams 1 ey

i url gkl [file 4filecamen]

g ourl Caslh thuppein: Crlumbpriardy [file <XiTenssssy ]
tavite Tluazes

dml a11 A
Ae] capTire smpsios <ampaion-id-arge
@zl core-dusp [all e-dmyp-L1le-asgs]
gl tili dLilepa

e Ammwizna

1
del loguisg-msroer {hoEcrame-ac-ip-addcemaiipoct]® prots cprotod leowl €leveld [Essilicy £8msilitys]  [mmassgmid Srmsssgeies)
A1 TATA-mReTET cimenddresss

@21 np-ssrver Fhostnawe-cr-ip-addressy

gel sodie geelig cuenliey [paloeuy SRokiwil Sad] lidlesfser dhalisfuce npgey] (Belzid fap ssele mebiish)]

Sul amarch-doraics. ddoraics

You can access the CLI mode of NSX Manager elther through the NSX Manager virtual machine
console or by connecting remotely over S5H by using PuTTY.

Y ou can access the MSX CLI mode through S5H only If the S5H mode 15 enabled In the NSX
Manager applance.
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By default, the following levels of access are avallable when connecting through the CLI mode:

« Root This role can view, deploy, and configure any component iIn NSX by using the Linux-
bazed commands.

Root 5 an admin-level role. You must access this role only with technical support assistance.

«  Admin: This role can view, deploy, and configure any component in NSX by using the CLI
commands.

«  Audit This role can view settings, events, and reports. This role is read-only.

To access the admin mode, [og in as the admin user through SSH or throogh the NSX Manager
console by using the admin credentials.

To access the audit mode:
1. Start a PuUTTY session or open the NSX Manager virtual machine console.
2. Login by using the audit user name and password.

Use the _: =t command to retrieve all avallable commands to query and configure the
envircnment.

For example, you can usa the g=t command to guery Information, for example, the get
servicss command
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3-13  Accessing NSX Manager with AP

REST APIls are used when you cannot use the GUI or when you want to automate by using
scripting or other tools.

M5X Manager provides the following functions with APE

MSX Manager accepts AP requests on TCP port 443 over HT TPS application protocol to
programmatically create, retrieve, modify. or delete NSX objects.

You can use the following commands:

— HTTPS GET commands to read and retrieve objects

— HTTPS PUT, PATCH, or POST to create or update objects
— HTTPS DELETE to delete objects

To use the NSX AP, you must configure a ciient and verify that the required ports are open
between yvour chent and NSX Manager.

For information about the various AP calls and functionality, see NSX AR Guide at
https:/ /developer ymware.com,/apis/ 1487 /nsx.



3-14  Registering vCenter Server with NSX
Manager

You register vCenter Server to NSX.

Mew Compule Managsar

Comparia Minigers

" L4
0 L
. L]

Y ou add the configuration detalls to register the vCenter Server system o NSX.

You tumn on the Create a Service Account toggle for features, such as vSphere Lifecycle
Manager, which must authenticate with NSX APis. During registration, the compute manager
creates a seryice account.

The Enable Trust feature for wCenter Server 7.0 or later enables vCenter Server to execute
tasks on NSX Manager.

The folowing access kevel options are available:

=  Full Access to NSX: This access level ensures that vSphere with Tanzu and vspherea
Lifecycle Manager can communicate with NSX, This access leveal s selected by default

=  Limited Access to NSX: This access level ensures that vSphere Lifecycle Manager can
communicate with NSX.
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3-15  Verifying vCenter Server Registration
with NSX Manager

You verfy that wCenter Server Is successfully registered and the connection status appears as Up.

3-16  Deploying Additional NSX Manager
Instances (1)

You can deploy the second and third NSX Manager nodes from the NSX UL

The screenshot shows the process for automatically deploying additional NSX Manager

Instances from the NSX UL
To automatically deploy additional NSX Manager Instances from the NSX UL you must register a

vCenter Server to NSX
47



3-17  Deploying Additional NSX Manager
Instances (2)

For mformation about manually joining the NSX Manager nodes to form a cluster, see NSX
Instaliotion Guide at https:/ /docs.vmware. comfen/VMware-Ns X /4.0/installation/GUID-
OF3CE27T3-FALRF-41C8-B5CA-436FBD3497 7D htrmil.

3-18  Management Cluster Status: GUI (1)

The N5X management cluster s formed automatically.
You can view the status of the nodes In the custer from the NSX UL

You can check the status of nodes by selecting Home > Monitoring Dashboard > System In the
NS UL

Different colors ndicate different messages. Red Indicates degraded performance, for example,
memory usage of N5X Manager 1s consistently higher than 80 percent for the past & minutes.
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3-19  Management Cluster Status: GUI (2)

Cn the Overview page In the NSX UL you can view the status of the management cluster and its
nodes.

The folowing parameters describe the MSX Manager detalls;

= ersion: Describes the current running version of NSX Manager.

+  Systemn Load: Includes CPU, memary, and storage usage detalls.

The following functions are performed by the most relevant operational components:

= Cluster_Boot Manager: Cluster Boot Manager Is responsible for orchestrating the clustering
seryvices on the MSX Manager nodes.

= [atastore: Storage containers for fles.

=  Controfler: Controller 1s an advanced distributed state management system that provides
control plane functions for N5X logical switching and routing functions.

=  Manager: Manager provides a G and REST APIs Tor creating, conflguring, and monitoring
MNSX components such as logical switches, logical routers, firewall, and so.on.

s HTTPS: The main HT TPS endpoint where AP Is Involved. The component distributes
Incoming calls among components of NSX Manager.
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3-20 Configuring the Virtual I[P Address

Y ou can manually configure a virtual 1P address for the NSX management cluster. You access
the GLI by using the configured virtual IP.

— . =

W R e T

You can configure a virtual IP address for the management cluster to provide the avallabiltty
amaong the management Nodes:

s Thewvirtual [P address Is not set by default.

s When assigning Virteal [P, all the NSX Manager WMs In the cluster must be configured In the
same subnet.

s The leader node of the NSX manzgement cluster assumes ownership of the VIP 1o senvice
amy APl and Ul request. Any APl and LI reguest coming in from clients Is directed to the
leader node. If the leader node that owns VIP becomes unavallable, NSX elects a new
leader. The new leader owns the VIFP.

= You might meed to walt a few minutes for the newly confligured address to take effect.
To add the virtual P address, click SET VIRTUAL 1P
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3-21 Management Cluster Status: CLI (1)

Runget cluster zcatus loguery the NSX management cluster status.
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You connect to an appliance In the cluster and enter the get cluster status command

The number and status of the nodes In the cluster appear.

The example output lists the Cluster Boot Manager, controller, and manager groups. |t also

shows each group's status with Its members and member status.
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3-22 Management Cluster Status: CLI (2)

Runget servicses toguery the NSX Manager services stafus.

sz-naumgr-0i% get servic=s
Tue Sep 27 ZD22 UIC 08:05:531.744

Bervice nams: spplisnceproxy
Service ataned TUnning

Service Dams; &BTﬂG_:EﬁllGaEGI
Service statel THRNLRg

Ltqﬂdilq lewal; infp

Saervice nams: auch

Service state; TunAnLng

Logging lewsl: infn

Service Hamst cluster mehager
Serylce osLated TRONLINGg

Service Dame: SM=1O0Ventory
Beryvice stpts; rooning

Service pams=: controlles
Servlice atace: running

Listen addr=as:

Runget interfaces toget nformation about the NSX Manager network interfaces.

mE-nemmgr-21lr gEt anberfsces
Tue Sap 7 022 UIC- 09:03:110.359
Interface; =chd
IPvd Addresa:
hodreast 172.20.10.81/52%
MAC address:. J0:50:5E 6 rndald
MIO: 150
DeEfault gatesatyd [A0l:0:I06:3 0 TEELsTabrss
Brosdcast sdocess: 172, 20,310,285
1FvE Rddr=ssms:
Addrops: FAdGltHrI0EsF O TECTITRGesdE/R1
- Address; (edli 2500560 TalE adads 64
laizk status: ap
AdmiT Status s o
X packacn: 3593020
BX ‘bytea: TEOLS0004
H¥ mrraozst O
EX dropped: 533
TE packorm: Z34€584
TX bytea; 208109189299
T® =rrors=f 0O
TX droppsd: O

The foliowing common misconfigurations might exist when troubleshooting an NSX Manager
node:

= ESXihost with insufficient resocurces (CPUs, memery, or hard disk)
« Incomect network detais, such as the gateway address, network mask, DNS, and so on
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3-23 Replacing Self-Signed Certificates (1)

After you Install NSX, the manager nodes and cluster have self-signed certificates.

Perform the following tasks If your securtty reguirements do not include the use of self-signed
certificates:

= Replace the self-signed certificates with CA-signed certificates.
= |se g different certificate for each node.

Cetlralmne Cnlirpesa

MSX Manager requires a signed certificate to authenticate the identity of the NSX Manager web
saryvice and encrypt mformation sent to the NSX Manager web server. As a security
recommendation, you use CA-signed ceriificates instead of self-signed certificates,

To replace the self-signed certificates with CA-signed certificates:

1 Generate a certificate signing reguest (CSR).

2. Yousend the CSR file to a certificate authority (CA) to apply for a digital identity certificate.
3. Import the certificate in NSX Manager.

4.  Replace the self-signed certificates with CA-signed certificates

Togenerate a CSR:

1 Login with admin priviieges to an NSX Manager instance.

2. Select system > Settings > Certificates.

3. Chck the CSRs tab.
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4.
5

Select GEMERATE CSR = GENERATE CSR and enter the CSR detalls.
Click SAVE.

Toimport a CA-signed certificate:

2
3
4.

3-

Log In with admin priviieges to an NSX Manager instance.
Select system > Settings > Certificates.

Select Import = Certificate and enter the certificate detalis.
Chick SAVE.

24  Replacing Self-Signed Certificates (2)

¥ou can replace the certificate for a manager node of the manager cluster virtual IP (VIF) by
making an AP call:

To replace the certificate of a manager node, use the POST AP call:

hitps://<nax-
mgr>{api/vl/node/ services/htip?action=apply certificatescert
ificate id=<mgertificace id>»

To replace the certmficate of the manager cluster VIP, use the POST API calk:

hotpas:f/<nasx-mgr>/api/wl/cluster/api-
certificate?action=set cluster certificebeacertifigabe id=<c
ertificate ddx

After importing the CA-signed certificate in NSX Manager, replace the certificate:

2
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In your browser, log in with admin privileges to an NSX Manager Instance at https:/ /f<nsx-
manager-ip-addresss=.

Select System > Settings = Certificates.
Expand the certificate to show Its detalls and copy the certificate 10
Ensure that the Service Certificate option was set to No when this certificate was iImported.

To replace the certificate of a manager node, use the POST
fapi/vl/node/seryvices/http?action=apply certificate APlcal

For example, POST htops:/ /<nsx-
mgr>/api/vl/node/services/http?actien—apply certificatescert
ifigete idme6lcTE3T-30090-4140-b2Le-109015520504F



To replace the certmcate of the manager cluster VIP, use the POST
fapi/vl/ciuster/api-
certificatefactionTset cluster certificate APIcall

For example, POST https://<nsx—mgr>/api/vi/cluster/api-
certificate?action=set cluster certificatescertificats id
JecealT—€e50-4873-Bedb—335b£f75711ac

This step 1= not necessary If you did not configure VIP. For more information, see NSX
REST AP at https:/ /developer vmware.comy/apis/ 1487 /nsx.

3-25 Lab 1: Reviewing the Lab Environment

and Topologies

Review the lab environment and network topologies:

1
2

Lse the Lab Environment
Review the Networking Topologles

3-26 Lab 2: Reviewing the Configuration of the

Predeployed NSX Manager Instance

Veriy the NSX Manager appllance settings:

oo oA W N

Access the Lab Environment

Prepare for the Lab

Veriy the Licensing for vCenter Server and ESXI Hosts

Veriy the NSX Manager Configuration and Licensing

Uza the NSY CLI to Review the NSX Management Cluster [nformation
Reqgister vCenter Sarver as a Compute Manager
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3-27 Lab 3: (Simulation) Deploying a Three-
Node NSX Management Cluster

Deploy a three-node NSX Management cluster from the MSX Ui
1. Prepare for the Lab
Deploy the Second NSX Manager Instance

. Configure the Virtual IP Address

2

3. Deploy the Third NSX Manager instance

4

5. Review the NSX Management Cluster Information from the MNSX CLI

3-28 Review of Learner Objectives

=  Explain the deployment workfiows fior the NSX Infrastructure

+  [Deploy NSX Manager on ESXI hosts

= erliy the deployment status of NSX Manager nodes and the NSX management cluster
=  Explain the procedure to Import and replace certificates
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3-29 Lesson 2: Navigating the NSX Ul

3-30 Learner Objectives

=  [Distinguish between the Policy and the Manager Ul
=  MNawigate the Policy and the Managar Ul main conflguration window

3-31 NSX Manager Policy and Manager Views
- ____________________noat .=

[~ ]

The NSX Manager interface provides the following modes for conflguring resources:
»  Polcy mode:
— Recommended mode for configuring NSX
—  Default mode for new installations
— Supported by Federation Global Manager
— Does not support some features
=  Manager mode
Use the Manager mode Ul in the following instances:

=  When NSX Is Integrated with cloud management platformes, for example, VMware Arla
Automation (former name: vRealize Automation), WMware Integrated OpenStack, and so
on.

=  Towork with objects that are not avalable In the Policy mode.
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3-32

User Interface Preferences for Policy and

Manager Modes

By default, new installations display the Ul In Polkcy mode, and the Ul Mode toggle 1s hidden. You
can change the visiolity of the Ul mode toggle under System > Settings > General Settings >

Usear Interface.

Hrirr Metwnrking
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Guick Start
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Cutseil Meiiage Till=

Consent Mesmge RDescnphon

Environments that contain objects created through the Manager mode, such as from NSX
upgrades or closd management platforms, display the Ul Mode toggle by default in the top-right

corner of the U
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3-323 About the Networking Tab

On the Networking tab, you can configure functions such as switching, routing, and layer 3
services. Layer 3 services Include NAT, VPN, load balancing. and so on. & Policy view and a
Manaoer view are avalable

A segment In the Policy view Is called a logical switch in the Manager view.

The Ther-O ar Tier-1 gateways In the Policy view are called Tier-0 or Tier-1logical routers In the
Manager view.

3-34  About the Security Tab

On the Security tab, you can create firewall policies and endpoint security policies.

- = ]
wulrEauma | ysmid
SEET =
. =
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=
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3-35 About the Inventory Tab

On the Inventory tab, you can review Information about services, groups, WMs, containers,
physical servers, and context profiles.

'''''''
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3-36 About the Plan & Troubleshoot Tab

On the Plan & Troubleshoot tab, you can select IPFIX, Port Mirroring, Traceflow, and
Consolldated Capacity for monitoring and troubleshooting.

Trarvetios

The Manager view does not have the Discover & Plan functionality, which 1= only found In the
policy view,
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3-37 About the System Tab

On the system tab, you can deploy the transport node and management cluster, add licenses,
register compute managers, and so on.

2 =

The Overview page shows the number and detalls of the management nodes and the cluster.

The System tab does not have separate Policy and Manager views.

3-38 Review of Learner Objectives

= [Distinguish between the Policy and the Manager U
=  Navigate the Policy and the Manager U main configuration window
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3-39 Lesson 3: Preparing the Data Plane

3-40 Learner Objectives

« [Describe the functions of transport zones, transport nodes, M-VDS, and VDS,

=  Explain the relationships between transport nodes, transport zones, N-VDS, and VDS,

« Create |P pools for the node address assignment

» [Describe and configure uplink proflies

=  Prepare ESX! hosts to participate In NSX networking

= \enfy the status of ESXI transport nodes and VIE installation
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3-471 Data Plane Components and Functions

The N5X data plane contains several types of endpoints with different functions:

= Performs stateless forwarding and encapsulation or decapsulation of packets based on
tables populated by the control plane.

®  lses g scale-out distributed forwarding model and carmies data over designated transport
networks in the physical network:

=  Performs logical switching, distriouted and centralized routing, and firewall fitering.

WiMs Containers LTI

ESXI Host Bare-Matal NSX E.dqe

s
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Various Types of Endpoints Supported in the Data Plane

3-42 Overview of the Transport Node

MSX reqguires transport nodes to perform networking (overlay ar VLAN) and security functions.

A transport node 1s responsibie for forwarding the data plane traffic that ariginates from VMs,
containers, or applications running on bare-metal servers.

MSX supports the following types of transport nodes:

= ESX Hypervisor

=« Bare-metal server (RHEL, CentOS, Ubuntu, SLES, Oracle Linux, Windows)
= NSX Edge
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3-43 Transport Node Components and
Architecture

Each transport node contzins:

= \irtual distributed switche A vSphere Distributed Switch (VDS) or virtual distributed switch
managed by NSX (N-VDS). Itis the core data plane component on the transport nodes.

VDS I the onty virtual switch supported on ESXI hosts.
M-S 15 the virtual switch supported on NSX Edge nodes and bare-metal workioads.

«  MSX-Proxy: It 15 an agent running on afl transport nodes that receives configuration and
control plane data from CCP.

ESXi Transport Node

Since NSX 4.0.0.1, the N-VDS host switch 1s not supported for ESXI hosts. In a brownfleld
environment, you must migrate the ESXI hosts to VDS before upgrading to NSX 4.0.0.1
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3-44 Physical Connectivity of a Transport
Node

For the physical connectivity of a transport node, you can select one of these options:
=  Use dedicated physical NICs for management and transport {(overlay or VLAN) traffic.
=  Share the physical NIC for both mamgemmt and transport traffic.

KS¥ Management Cluster

® © O
: 8
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3-45 About IP Address Pools

Each transport node has a twnnel endpoint (TEP). The tunnel endpoint (TEP) enables transport
nodes to participate In the NSX overlay.

Each TEP reguires an IP address. You can create one or more P address pools to assian
addresses to TEPs.

Cine or more TEPs can be assigned to each transport node.

An [P pool 1s a container created for assigning IP addresses to tunnel endpoints {TEPS).

% ou can manually configure 1P addrass pools.

Each transport node has a TEP. Each TEP has an IP address. These P addresses can be In the
same subnet or in different subnets, depending on the IP pools or DHCP configured for the
transport nodes.
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3-46 About Transport Zones (1)

A transport zone defines the span of a logical network over the physical Infrastructure.
Transport nodes can participate In the following transport zones:
s Ohverlay:
—  Used as the Intermal tunnel between MSX hosts and NSX Edge transport nodes
— Carmes Geneve-encapsulated traffic
= WLAN:
— Used at N5X Edge upiinks to establish northbound connectivity
— Can camry the B02.1Q tagged traffic

Tier-0 Gateway

) VLAN

) + Transport
o fone

....................................................
] Overlay Tramsport Zone 1 |
i |

"'h._ lar-1 Gateway

A transport zone defines a collection of transport nodas that can communicate with each other
across a physical Infrastructure over one or more interfaces (TEPs).

A transport zone can accommodate elither overfay or VAN traffic.

The VLAN transport zones are used to connect the NSX Edoe uplinks and the upstream
physical routers to establish north-south connectivity.

Transport nodes are ESX) hosts, NSX Edge nodes, and bare-metal nodes that participate Inan
MSX overlay.
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3-47 About Transport Zones (2)

Transport zones determine which hosts can participate In a particular network and have the
following charactenstics:

A single transport zone can have all types of transport nodes (ESX], bare-metal servers, and
MNSX Edge).

A transport zone does not represent a security boundary.

A transport node can belong to multiple transport Zones: one overlay transport zone and
muitiple V1L AN transport zones.

A segment can belong to only one transport Fone.
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3-48 Transport Node Switch Configuration

A transport node uses N-VDS or VDS to connect to the transport zone.
A transport node switch can be configured In the following way's:
= ESK] transport nodes can use onky VOIS switches.

«  M-VDS Is the virtual switch supported on NSX Edge nodes, native public cloud N5X agents,
and bare-metal workioads.

= Each N-VD5 or VDS switch can be associated with multiple transport zones.
=  Each N-VDS or VDS switch regulres its own physical NICs.

Since MNSX 4.0.0.1, an N-VDS host switch Is not supported for ESXI hosts.
Anedge transport node oniy has one N-VDS attached to an overlay transport zone.

[F multiple VAN segments are backed by the same VLAN 1D, only cne of those segmentis is
realized.

To validate the versions of vSphere compatible with NSX 4.0.0.1, see VMware Product
imeroperability Matrix at hitps://interopmatriy vmware comy/interoperabliity.
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3-49 About VDS

The ESXI hosts managed by vCenter Server are configured to use only VDS during the
transport node preparation,

The segments from NSX Manager are realized as distributed port groups In vCenter Server.

SE M

Conficuring NSX on a standalons ESXI host 5 no longer supported because VDS s the only
supported virtual switch and an M-V host switch 1s not supported for ESXI hosts since NSX

4001

The VD5 MTU size must be set to 1,600 bytes or greater from the vSphere Cllent to utiize it
with NSX.

VD5 can attach toonly a single overlay transport zone ard multiple VLAN transport zones.
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3-50 About N-VDS

M-VD5 15 a software logical switch that provides the forwarding service on a transport node.
MNS¥ Manager creates and centrally manages each M-VDS Instance.

M-VDS Instances are created and distributed across MN5X Edoge and bare-metal transport nodes

with a consistent configuration.
NGS® Manpgeamint Clugbir

MWED Lah
m < wm m o m m < m 2 m
Tramsport Node Transport hode Transpart Node Transport Node

B | | S s
MN-VDS performs the switching functionality on a transport node:

o NADS typically owns several NICs of the bare-metal transport node,

= NS Instances are created on a host or MSX Edge transport nodes.

= N-WDS nstances configured on different transport nodes are independent.

= N-W[S has a name assigned for grouping and management.

For example, the diagram shows two N-VDS instances that are configured on the edge
node and bare-metal transport nodes: one N-VDS named Lab and another N-VDS named
Prod (production).




3-51 Creating Transport Zones

Transport zones have the following characternstics:

= [hctate which transport nodes and which workloads can participate In a network.

=  When using ESXI transport nodes, transport Zones can span one of more vSphere clusters.
When creating a transport zone, you must specify the traffic type.

: Transporl Loney | Hlelih Conligstation

L p— |
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"

| M- el di iy
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Transport zones dictate which transport nodes and which workloads can participate In a
netwiork:

=  Theoverlay transport zone 1s used by ESXI transport nodes, NSX Edge nodes, and bare-
metal transport nodes for the overlay traffic.

s  TheWVLAN transport zone Is used by NSX Edge and host transport nodes for thelr VL AN
Upkinks.

An NSX environment can contain one or more transport zones, depending on your
reguirements.

By default, NSX Manager has the fodowing preconfigured transport zones:
= Ex-overiay-transportzane for the overlay traffic type
= nsx-vian-transportzone for the VLAN traffic type

MSX does not aflow WMs In different transport zones In the layer 2 network to connect. The
span of a segment s Imited to a transport zone. So virtual machines In different transport zones
cannot be on the same layer 2 network.
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3-52 Reviewing the Transport Zone
Configuration

You can verify the configuration and status of your transpofrt zones from the NSX UL

Tinbthgued favw=y | rarwin Laisiga

i ——— n_wmwm -

In the example, two transport Zones are created. PROD-Overlay-T7 Is an overlay transport zome
used by ESXI transport nodes and NSX Edge nodes. PROD-VLAN-TZ 15 the VAN transport
Zone used by NSX Edge and ESX] transport nodes for its VLAN uplinks.
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3-53 VDS Operational Modes

WDS switches can be configured In one of three modes based on performance reguirements:

Standard datapathc Conflgured for regular workloads, where normal workload traffic
throuahput 1s expected.

Enhanced datapath: Configured for telecom workloads, where high traffic throughput 1s
expected on the workioads.

Enhanced Metwork Stack (ENS) Intermupt: An interrupt-driven version of Enhanced
datapath
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The Enhanced Data Path virtual switch Is optimized for Network Function Virtualization (NFV?,
where the workioads typically perform networking functions with wery demanding requirements
In terms of latency and packet rate. To benefit from this mode, workloads must be complied
with DPDEK and will use VYMXNET3 for thelrr viNIC.. This mode Is only avalable to ESX hypervisor

(6.7 and later, recommended 6.7 U2 and later) and unavallable on NSX Edge nodes and Public
Choud Gateway.



EMS Interrupt and Enhanced datapath requires compatible MICs and CPU cores dedicated to
packet processing to support Telco-type environments with high packet count and small packet
size (B4 bytes).

For information about identifying sultable hardware components, see VMware Compatibility
Guide at https/ /www wimware.com/resources/compatibifity/ssarch.php.

Telecom service providers use SDN to deploy network function virtualization (NFV), which
virtualizes a physical server or other dedicated hardware.
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3-54 Physical NICs, LAGs, and Uplinks

A host can have several physlcal ports callied physical NICs. Several physical NICs can be
bundled to form an agoregated Ink called LAG.

Lipiinks are logical Interfaces on VDS,

With a VDS implementation, the ESXI host uplinks must be configured to carry the overlay and
WVLAN traffic,
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« Physical NICs on the host: pl, p2, and p3
& Uplinks on the VDS: ul, u2

Mappings:
» ul maps to p3.
* ul maps to the LAG that includes p1 and p2.

Link Aggregation Groups (LAGSs) use Link Aggregation Control Protocol (LACP) for the
transport network.

Map the uplinks on NSX to uplinks on VDS and not to physical NICs directly.

In the example, logical uplink 11s mapped to a physical LAG (Including physical port pl and p2).
Logical uplink 2 Is mapped to physical port p3.
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3-55  About Uplink Profiles

The uplnk profile s a template that defines how VDS connects (o the physical network.
The uplnk profile specifiies the folowing detalls:

= Fomat of the uplinks of VDS

= [Default teaming poiicy applied to those uplinks

= Active and standby updinks

= Transport VAN used for overlay traffic

= MTU of the uplinks
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An uplink profiie 5 a contalner of properties or capabiities that you want your network adapters
to have. It allows you to consistently configure identical capabilities for network adapters across
miuttipke hosts or nodes.

When an administrator modifies a parameter In the uplink profile; it s automatically updated in all
the transport nodes following the uplink profie.

IT MSX Edge 1s Installed on bare metal, you can use the default uplnk profile. The default uphnk
profile reguires one active uplink and one passive standoy uplink.
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3-56 Default Uplink Profiles

Lipiink profiies enable vou to configure consistent capabiiities for network adapters across
miuitiple transport nodes.

You can find the default updnk profiles by navigating to System > Fabric > Profiles > Uplink
Profiles In the NSX UL
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3-57 About Teaming Policies

As part of the uplink profile configuration, the teaming policy defines the uplink redundancy and
faflover model. Cnly one teaming policy can be appied to an entire VDS,
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The teaming policy only defines how the MSX virteal switch balances traffic across its uplinks.
The uplinks can In turn be ndvidual pNICs or LAGS. A LAG uplink has its own hashing cptions.
However, those hashing optlions only define how traffic Is distributed across the physical
membpers of the LAG uplnk, whereas the teaming policy defines how traffic is distributed
between NSX virtual switch uplinks.
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3-58 Teaming Policy Modes

You can select a teaming poficy for the new uplink profile:;
=  Fallover Order: Uses one active port and a list of standby ports

= Load Balanced Source: Uses a list of active ports as Input
= Load Balanced Source Mac: Determines the uplink based on the source Wh's MAC address
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The image shows that you can specify a type of teaming policy for the uplink profile.

Y ou can select from the following teaming poficy modes:

=  Fallover Order: An active uplink Is specifled with an optional Iist of standby uplinks. If the
active uplinik falls, the next uplink In the standby list replaces the active uplink. No actual load
balancing 1s performed with this optlon.

» Load Balanced source: A list of active uplinks Is specifled, and each Interface on the
transport node 1s pinned to one active uplink based on the source port 1D, This configuration
allows use of several active uplinks at the same tima.

= Load Balanced Source Mac: This option determines the uplink based on the source VM's

MAC address.
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The number of VTEPS on transport nodes 15 determined by the NIC teaming policy:
«  The fallover order NIC teaming policy creates a single VTEP on transport nodes.
« Theload balance source and source MAC create muftiple VTEPs on transport nodes.

3-59 About LLDP

The Link Layer Discovery Protocol (LLDP)Y s used to advertise a device's identity, the device's
abilites, and other devices connected In the same network.

LLDP provides the following benefits:
= Smplifles the use of nebwork management tools in a multivendor environment

=  Provides accurate discovery of physical netwaork topologies, which simplifies
troubteshooting In enterprise networks

LLOP 15 configured as a vCenter Server distributed switch advanced property In the vSphere
Chent.

LHstributed Switch - Eait
Settings
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3-60 About Transport Node Profiles

A transport node profile captures the conflguration required to create a transport node.
The transport node profile can be appllied to an existing vephere cluster to create transport.

nodes for the member hosts
A transport node profile defines:

Transport node creation begins when a transport node profile 1s applied to a vSphere cluster.
NSX Manager prepares the hosts In the cluster and Installs the NSX components on them

Transport zones

VD5 switch configuration

Liphnk profie
[P assignment

Mapping of physical MICs

NSX

Configuration for
vSphere Clusters

S— o
Mode Proflle

.

|

.

v v
Uplink Profile VDS

1P assignment and Physical | | oneoPort Zone | | configuration
NIC Mapping

Transport nodes are created based on the configuration specified In the transport node profile.
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B

61 Benefits of Transport Node Profiles

Transport node profies make deployments easier for customers by using vsphere clusters:

Speed deployments

Enable the faster deployment of NSX Infrastructure components

Drive consistency and avold manual efrors
Can be reused multipie times

Transport Node Profiles
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3-62 Prerequisites for Transport Node Profile

Before you configure transport node profiles, several reguirements must be met:

#  The ESXI hosts planned to configure NSX are part of a2 vCenter Server Instance,
=  The E5SXI hosts are added In the vSphere cluster.

#  The vCenter Server iInstance s added 1o NSX Manager as a3 compute manager.
+  The transport zone Is conflgured.

= An [P address pool Is configured, or the DHCP server Is avallable in the network.

3-63 Creating a Transport Node Profile

You create a transport node profile with the VDS setting and define the transport zone.

Sdd TrangparT Node Profile ' AL Transpor Moda Profiks
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When modifying a transport node profiie, the clusters using that profile are Immediately updated.
Also, when an ESX] host Is added to a cluster, the host s updated with the transport node
profie attached to the cluster.
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3-64  Attaching a Transport Node Profile to
the vSphere Cluster

You apply a transport node profile to a vsphere cluster.

: =1 [ nN5X msiadztion
Host Transpart Modes|  Edgs |ranapnrt Wi

To configure NSX on ESXI hosts managed by vCenter Server in a vsphere cluster:
1 Select the vsphere cluster and chick CONFIGURE NsX.

2. From the Transport Node Profile drop-down menu, select the transport node profile to
attach to the vSphere cluster and click APPLY.

Attaching a transport node profike 1s required onty when configuring ES X1 hosts managed by
viCenter Server at the cluster level.
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3-65 Reviewing the ESXi Transport Node
Status (1)

Atter the ESXI host s prepared, you venfy that the Configuration Status appears as SuCcess,
the NSX version appears, and the Mode Status appears as up.

The screenshot shows that the ESX1 hosts prepared for NSX, sa-esx-01vclasslocal, and sa-esxl-
02 volassiocal are automatically isted as transport nodes in the NSX UL
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3-66 Reviewing the ESXi Transport Node
Status (2)

% ou can view the status of the host transport nodes from the NSX Manager dashboard,

ZiNTiEA P !Il: ATy DEans

You can check the status of host transport nodes in the System view of the dashiboard. Point to
the circle and messages appear. These messages provide details about the nodes. For example,
in the screenshol, out of four nodes, two nodes are confioured as transport nodes and two
nodes are not coenfigured for NSX

The foliowing colors define:

=« Greert Indicates a healthy environment where all components are working without Issues
= Red Indicates a critical Issue

=  Orange: Indicates degraded performance

= Gray: indicates not configured
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3-67 Verifying the ESXi Transport Node by
CL

The NSX kermel modules are packaged in VIE fliles and downloaded to hosts. The kernel
modules provide services such as distributed routing, distributed firewall, and so on

[roptfgs-eexi-01in] saxcli sgfitweze vib liat | goep sk

msx-adf 4.0,1.1.0-7.0, 2059387540 VHware Vhiwar=CertiFiad
nax—cEgagent 4.0.1, 1. 0-T. 0. 20588730 WHwace VidwareCectified
oyx-ConteKEmu 4,.0.1.1.0-7. 0., 20598730 VHwars VibwarsCartifiad
nax—cpp—Liba 4.0.1 O-T7.0.205987350 VHyers TMwar=Certifi=d
nEx-=sx-datapath 4.0.1 O-T. 0. 20585730 R Vewar=C=rtifi=g
nEx-sxportes 4. 0.1.1.0-7.0.20598730 Hymoe= VMwarelertafied
nax—-host 4.0.2.2.0-7.0.205588730 VHwar= VewereCertafaied
nan-id= 4.0 1 AD=-T .0 059 TR0 VHwmcs Vitwar=Certifisd
nax-mocEltoring 4 8.1.1 46-T.6.265987T30 VHware VMwarelertifaed
RaX-ERS 4.0.1.1.0-T7.0, 20558750 VHwere ViwareC=rcafaied
nax-nestdh 4001 Lo d=T o0 OISR T3 VHwers Vwarslercified
nax-netopa 4.0.1.1.0-7T.0.20838704 VHuare VA reCertifaed
naN-OpSagent 4.0L.1 1 0-T 0 20538720 VHunre Wiwars=Certi fied
nax—platform-cii=nt .01 0= 0L 059K 5 VHunre WwarsCertifand
nax-protod-libs 4.0 a-7.0.205387340 VHuare warelertaified
naN-proXy 420,101 0=T 0 20598 30 YHyeTe VwarsC=rcifisd
nax-pychon-gEienc 1.3.5. pyr3s—=19512316 VHware hrar=Certified
nmax-python-grasnlec Q.4.149.pyd5-19395%65 YHunze VwarsCerraificd
RaxspyChon-15g7ing 4.0.1.1.0-7.0. 230598930 YHmars  VMwareCartifisc
nax-pirthon-protchat 2.6.,1-1319537% VHware VrhmarsCsrtatied
max-python-gecila 1.90.1.1.0=-7.0, 20538730 WHwnre TMwarsCoertitied
nax-afhe 4.0.1.1.0=7.0. 0558730 VHware iwarslertified
nmax-ahared-lika 1:9:1-.1.9-7.2. 205568730 THwaTn TeareCertiTied
max=wdpd A0 L. 107200 20558730 VHware VieareCertitied
naxcli 4.E.1.1._0=T. D_FO53R7TI0 THuATe WA et T80

After an ESXI host Is prepared for NSX, V1Bs are installed for the host to participate In
networking and securlty operations.

The functicns of the VIBs are defined as follows:

= nax-esx-datapath Provides NSX data plane packet-processing functionality.

= nax-exporter: Provides host agents that report runtime state to the aggregation service.
= nsx-host: Provides metadata for the VIB bundie that Is installed on the host

= nax-mpa Provides communication betweesn NSXE Manager and hypervisor hosts.

= nax-python-protobuf: Provides Python bindings for protocol buffers.

= nax-sfhc: Service fabric host component (SFHC) provides a host agent for managing the ife
cycle of the hypervisor as a fabric host

= nsxcl: Provides the NSX CLI on hypervisor hosts.



3-68 Lab 4: Preparing the NSX Infrastructure

Deploy transport zones, create IP pools, and prepare hosts for use by NSX:
Prepare for the Lab

Create Transport fones
Create [P Pools
Prepare the ESXI Hosts

i

3-69 Review of Learner Objectives

Describe the functions of transport zones, transport nodes, N-VDS, and VDS,

Explain the relationships between transport nodes, transport zones, N-VDS, and VDS

Create |P pools for the node addrass assignment

Describe and configure uplink proflies
Prepare ESXI hosts to participate In NSX networking
Veriy the status of ESXI transport nodes and VIE installation
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3-7/0 Lesson 4: DPU-Based Acceleration for
VMware NSX

3-/1 Learner Objectives

+ Definea DPU

= Describe the use cases and benefits of DPU-based acceleration

=  Explain the architectural components of a DPU

= [escribe the hardware and networking configurations supported with DPLUs
= [efine the NSX features supported by DPUs

= |nstall NSX using DPUs
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3-72 Traditional Infrastructure Challenges

Some of the challienges in today's environments Include:
=  Mesting new appication regquirements

= Shared hypenvisor computing rescurces between applications and Infrastructure (network,
storage. and hypervisor management tasks)

=  Effect of network and securlty service performance on applications

+ |nadeguate Isolation between provider and tenant in multitenant environments based on
bare-metal clouds

Today's Envicanmant

Traditianal MIC

The following challenges are faced in the traditional infrastructure:

=  Modem applications reguire speed of delivery, application avallabliity, security of
applications, and better parformance

=  Hypervisor computing rescurces are not dedicated for modern applications and create CPU
and I/ O bottlenacks.

= Need for computing rescurces iIncreases exponentialy as you move to higher speeds such
28525, 100, and 200 Gbps.

=  MNetwork and security services, such as ine rate speeds or encryption, have a cost on
performance because the hypervisor resources are shared with other applications and
Infrastructure services.

= Hare-metal clouds interest customers with demands for high-performance workioads, direct
hardware access, and custom multitenant environments. They do not provide the isolation
between the provider network and t2nant network In SDDC environments.
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3-/7/2 Next-Generation Infrastructure with

DPUs

DPUs offer the folowing advantages:

Dedicated computing resources and hardware acceleration
Full datapath officading to achieve high throughput and low latency
Security services enablked In the DPU without performance impact

Enhanced observability and operations capabilities for monitornng, troubleshaooting, looging,
and compliance

Isolation between tenant and provider both on ESXI and bare-metal platforms (avaiiabie In
future releases)

Next Generation with DPLs
AP | | AEE | - '|

Security 1salation

o @O

SmartMNIC/DPL MSX Metwork and Security Sarnices

DPUs are also called SmartMICs.

Mext-generation Infrastructure runs NSX services directly in the SmartMIC. This architecture 15
known as DPU-based acceleration for NSX.
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3-74 DPU-Based Acceleration Use Cases

DPU-based acceleration has the following use cases:

= Applications with high network bandwidth demand and low latency
= Security services offlcading for a better performance

+ Enhanced cbservability requirements

y @
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These are the benefits of DPU-based acceleration:
«  Networking offioads for high-bandwidth applications such as video streaming applcations

=  Security offloads for a better performance for applications with high security or encryption
demands

»  Enhanced observability such as duplication and encapsulation tasks for remote L3SPAN,
packet captures, and IPFIX collection that are offloaded to the DPL or SmartNIC
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3-75 SmartNICs Ecosystem

These SmartMIC or DPU vendors are currently supported.

SmartMIC vendors that currently Integrate with NSX are Myidia and Pensando (AMD).

As a part of the new generation Infrastructure with SmartMICs, leading system OEMs such as
Dell Technologles, HPE, and Lenovo use SmartMICs in thelr integrated platforms.
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3-76 Architecture Changes with DPUs

DPU-based architecture iIncludes the following changes:

= MNSX and Infrastructure services, such as storage and /O control, are offloaded to the
DPUs processor.
= ESKIand N5X Instances run directly in the DPLUs.
Current MextGen

1]

{

Computing Piatform @6 Computing Platfiorm

1 II

§
]

Infrastructul

ESXi

The new architecture runs the infrastructure services on the SmartNIC or DPU providing the
necessary separation between application workloads that run on the xB6 computing platform
and the nfrastructure services.

SmartNIC hardware Is independent from the x86 server and has a programmable pipeline with
dedicated CPUs. This architecture allows netwaork and storage virtualization to run directly on
the NIC. It saves the xB6 CPU cycles and Improves the performance through offload.

These instances are reguired to run the ESXI and NSX functionalities on the new architecture
with DPUs:

= Lightwelght ESXI that runs on the ARM processors In the DPU
= NSX components (transport node components) that run on the DPU
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3-77 SmartNIC Hardware Components

A SmartMIC or DPLU has main components.
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SmartMiC or DPU components:

Flash memory to store the boot Image and local storage.

Ethernet port for management purpases,

Two SFP ports for gh-speed Ethernet {more than two ports are not supported).
Programmable hardware accelerator packet processing pipelne for datapath officading.

Embedded processors with thelr own memory to save server x86 CPU cycles and Improve
network performance.

High-speed Interconnect to provide very low latency and high bandwidth communication
between the programmable hardware accelerator and the SmartMIC's embedded CPUSs.

Virtualized device functions to show virtual device functions to the k86 server. Several
physical and virtual devices are Included (NVME, VMXNET 3, and PCIE).
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3-78 Network Offloading with SmartNICs

WM WM Wi

WM
VMNXNETS Standard Srandard
WPTV2 yNIC WMXNETI wNIC VMXNETS yNIC
UPTvI VF UPTV2 VF ML - Switch
(Fassthraugh Moda) {Pascthrough Made) (Emulated Mode)

SmartMIC f DPU

CPUs

.

(Slow Path and Solbware Fast Path)

Metwork offloading an SmartMICs Is achieved with the following components:
=  SmartMIC contains a control plane with dedicated CPUSs for slow path and software fast
path forwarding.

=  SmartMIC hardware accelerator Is 2 dedicated hardware for fast path forwarding, providing
IIne-rate speeds. This high speed can be achieved In one of the following ways:

— NSX packet processing, currently Impiemented In software, can use the packet
processing hardware plipelines designed In SmartNICs.

—  N5X software packet processing can be moved from the server to the smartMIC. This
method reduces the server CPU consumption and the assoclated cache and memaory
resources, which are currently shared with the WM and container workloads.

—  WMs can use passthrough Vs and use the NSX functionalitizs. The hardware packet
processing pipeline and embedded processors can Implement the NSX datapath
functionalitles for that traffic.

SmartMIC architecture provides the benefits of both passthrough and current NSX Enhanced
Data Path with the new VMXMNET3 UPTvZ drivers.,

A dedicated UPTv2 VF (Virtual Functions) module implements the new UPT architecture in the
ESXL

UPTv2 YVirtual Functions present the virtualized instances of the physical network adapter.
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SmartMICs traffic for emulated devices, such as standard WVMXNET 2 WNICs, passes through a
shared MUX switch Implementad In the ESXI to forward the traffic.

SmartMiC support for VMXNET 2 UPTv2 has the following advantages:

WMICs can work in passthrough mode while preserving the functionaities of emulated WNICs
such as vsphere vMotion

WMs can use networking hardware from multiple vendors without using vendor-specific
guest drivers.

3-/79 Supported NSX Features

MSX 401 supports the following features with DPUs:

L# and L3 overlay networking

L2 WLAN networking

Observability features such as packet capture, IPFIX, TraceFlow, and port mirronng
East-west securlty features such as DREW, 105, and IPS {Tech Preview)

Technology preview (Tech Preview) software s an unreleased, concept version of a WiMware
software, In object form only, excluding any open-source software provided with such software.
The media and documentation are provided by VWMware to the icensee for which the licensee 1s
granted a use cense pursuant to an agresment.
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3-80 NSX Traffic Flow with DPUs
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Traffic flow has the following process:
1 User enables network offloading to the DPUs.

2. When the first packet arrives, It Is considerad as a flow miss and processed at software
level

3. The new packet s forwarded for software siow path processing:

» |f a packet 15 not allowed by a nule, the packet 1s dropped and a flow's entry 1s not
created.

= |f the packet is allowed, a flow eniry Is Created.

4. When the software processing successfully inserts a flow entry, It programs the flows
(fastpath flows) in the DPU hardware for faster processing.
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3-81 Networking Configurations: SmartNIC
Only

You can configure an ESX! with a SmartMIC with the following considerations:
«  Only one SmartMNIC 1s supported per host in NSX 4.0.1

=  SmartMIC uplinks can only be attached to vsphere Distributed Switch (VDS compatible
with network offloads.

= A SmartNIC has two uplinks so that It can be assockated with & maximum of two virtual

SmartNIC (DPU) Only

Current uplink profiles, such as active-active, active-standby, and LAG, are supported with
SmarthICs.
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3-82 Networking Configurations: SmartNIC
with Standard NICs

You can configure ESX! with a SmartMNIC and standard MICs with the following considerations:
«  Uphnks from SmartMICs and standard NICs must not be part of the same VDS,
«  Uphnk profiies on SmartMICs must use the uplinks from the same SmarthIC.

SmartNIC (DPLU) with Standard NICs
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3-83 Installing NSX with DPUs (1)

Create a vSphere 8.0 VDS version with the network offtcads compatibiity enabled.

New Distributed Switch Configure settings X

So=acity netwio e alflpads compatibility, number of uplink poris

W' Bad rescwce allocation and defaun porl group

Seinct version Network Offinadt Man - T
compatibiiity Hane

PEnSario
Muimbsr of wplinks ]
4 Reacty =

Mtwodl U Contral Enpkled =
Cetaull port groug ﬂ reate o onfmet Dot group
Fort aroun name TP

o itk m

Select Conflgure settings > Network Offloads compatibility and select a supported SmartiIiC
from the drop-down menu. NVIDEA BlueFleld and Pensando are the avallable options.

A vSphere 5.0 distributed switch with network offioads compatibiity enabled Is required to
connect hosts with DPUs.

Installation Is only supported In greenfleld deployments.
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3-84 Installing NSX with DPUs (2)

Add a host with a DPU Installed to the VDS.

ns-0f o= switch - Ad Select hosts
and Manage Hosts SR
| I BN { Howd sy I
ﬁ o e Ve e v
I L= o

Y ou can fiter the hosts that are compatible by turning on the Compatible toggle.
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3-85 Installing NSX with DPUs (3)

Select Physical adapters by navigating to the host menu Conflgure > Networking (o validaie
that the DPLU adapters (SmartMiC) are detected.
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In the screenshot, vimmic2 and vmnic3 are DPU-backed adapters (SmartNIC).
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3-86 Installing NSX with DPUs (4)

Select the cluster and click Install NSX to install NSX In a cluster with the DPU adapters.

Prepare Clusters for Networking & Security

Cliswtar-01

[ Cliester-03

[Ll] chmier-o5

Select the cluster that Is connected to the virtual distributed switch configured with network
offioads compatibiity.
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3-87 Installing NSX with DPUs (5)

Verlfy that the DL uplinks exist In the cluster by reviewing the N5X installation detalls.

Installation Details

Chusterdd

Verlfy that the VDS uplinks are detected as DPUs
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}  Installing NSX with DPUs (6)

Select Host Transport Nodes from the Configuration menu and verify that the host transport
nodes are DPLU supported.

HOut Transport Nodas

In the screenshot, vmnic2 and vminic3 are DPU supported.
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3-89 Review of Learner Objectives

DCefine a DPU

Describe the use cases and benefits of DPU-based acceleration

Explain the architectural components of a DPU

Describe the hardware and networking configurations supported with DPLs
Define the NSX features supported by DPLUs

Install NSX using DPUs

3-90 Key Points (1)

The management piane, control plane, and policy functions are deployed In NSX Manager.
Y¥ou can deploy the MSX Manager nodes on ESXI hosts.
The NSX Ul has two sections called Policy and Manager.

The ESXI hosts that are managed by vCenter Server can only use VDS during the transport
node preparation

A transport zone defines a collection of hosts that can communicate with each other across
a physical network Infrastructure. Overlay and VILAM are the avalable types of transport
Fane.

3-91 Key Points (2)

Liplink profiies enable you to conflgure consistent identical capabilities for network adapters
across multiple hosts or nodes.

A teaming policy applies to each VDS uplink and defines how VDS uses its uplnks for
redundancy and load balancing.

WIBs Install kernel modules that run in the hypervisor kernel and provide services such as
distributed routing, distributed firewall, and other capabiities.

DPUs accelerate the network performance In the SDDC and allow customers to free
computing rescurces from the hypervisors.

The NSX Instance runs directly In the DPLL

Questions?
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Module 4
NSX Logical Switching

4-2  Importance

To build ard run layer 2 switching In NSX, you must understand the overall architecture and
components that interact during kogical switching. You must deploy, configure, and manage layver
2 features that are provided by NSX, such as segments, segment profiles, and Genenc Metwaork
Virtsalization Encapsulation (Geneve).

4-3 Module Lessons

1 Owverview of Logical Switching Architecture
2. Configuring Segments

Configunng Segment Proflles
4. Logical Switching Packet Forwarding
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4-4  Lesson 1. Overview of Logical Switching
Architecture

4-5  Learner Objectives

= [Describe the functions of NSX segments

+ Recognize different types of segments

= Explain tunneing and the Geneve encapsulation protocol

= [Describe the Interaction between components In loglical switching
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4-6  Use Cases for Logical Switching

Traditional data center switching challenges:

= Multitenant or appication segmentation

= WM mobiiity reguirement of layer 2 everywhere

= | arge laver 2 physical network sprawl because of STP lssues

+  Hardware memory table (MAC and FIB) Bmits

MSX loglcal swiiching benefits:

= Scalable multitenancy across the data center

= Ability to use the existing physical topology

=  Enabiing layer 2 over layer 3 infrastructure by using overlay networks
= Segments that span across physical hosts and network switches
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4-7  Prerequisites for Logical Switching

Before conflguring kogical switching, ensure that the following conditions are met:
+  The NSX management cluster must be formed, stable, and ready to use.

+  The transport nodes preparation must be complete.

Transport nodes are ESXI hosts, bare-metal servers, and NSX Edge Instances that participate in
MNEX.

na



4-8  Logical Switching Terminology

Logical switching Involves several concepts.
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A segment, also calied a logical switch, reproduces switching functionality in an NSX virtual
environment Segments are simillar to VLANS. Segments segregate networks and provide
network connections to which you can attach VMs. The VMs can then communicate with each
other over tunnels between ESXI hosts If the YWMs are connected to the same segment. Each
segment has a virtual network identtfier (VNI), similar to a VLAN 1D, However, unfke VL ANs,
Wiis scale beyond the Amits of VLAN IDs.

A segment contains multiple segment ports. Entities such as routers, WMs, or containers are
connected to a segment through the segment ports.

Segment profiles include layer 2 netwaorking configuration detalls for logical switches and logical
ports. NSX Manager supports several types of switching profiles and maintalns one or more
system-defined default switching profiles for each profile type.

Segment profiles contain different configurations of the logical ports. These profiles can be
applied at a port level or at a segment level Profiles applied on a segment are applicable on all
ports of the segment unlass they are explicitly overwntten at the port leveal Multiple segment
profiles are supported, Including 1P Discovery, MAC Discovery, SpoofGuard, Segment Secunty,
and Guallty of Service (QoS5).

The virtual distributed switch (VDS for ESX] transport nodes and N-YDS on bare-metal servers)
Is configured on each transport node, which provides layer 2 funciionality within the transport
Zone.



4-9  About Segments (1)

A segment 1s a nepresentation of a layer 2 broadcast domain across transport nodes.

Wihis attached to the same segment can communicate with each other, even across transport
nodes.

Each segment Is assigned a virtual network identifier (WMNIEG, which 1s simillar to a VAN 1D.

L2 Segment VNI 73728

|11}

Workioad
|172.16.20.11

‘Workload
172.16.20.10

[
1
|
]
I
ESXi Transport Node B
|

Cine or more VWMs can be attached to a segment. The WMs connected 1o a segment can
communicate with each other through tunnels between hosts.

Segments are similar to V0LANS. Segments separate networks from each other. Each segment
has a virtual network identifler (VN simillar to a VAN 1D
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4-10  About Segments (2)

The type of segment created on a host depends on the transport zone to which It 1s attached.

A transport zone defines the span of a segment.

A segment 1s created elther in an overlay or VLAN-based transport zone

Each overlay segment s created as NSX distributed port groups In vCenter Server.
Segment configuration changes are allowed only from the NSX LI and APL
Workloads, such as WMs and containers, are connected to the segment ports.
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4-11  About Tunneling

Tunneling encapsulates the virtual network traffic data and cammles it over the physical network.
MSX Uses Gepeve to encapsulate the data traffic.
Tunnels are set up between twnnel endpoints (TEPS).

VM frames are encapsulated with Geneve tunnel headers and sent across the tunnel
WM-1 WM-2

- Web-Segment

—
h
——

[FE——

WO Pglac el s

O

{1 1
Transgart Node 4 - - = - = Transport Node B

Goneve Tunne

The N5X overlay network Implementation 1s based on tunneling. it provides sofation betweaen
the underiay network (physical network) and the overlay network (virtual network). This
Isolation is achieved by encapsulating the overlay frame with a Geneve header.

The underlying transport network can be another [ayer 2 network, or It can cross layer 3
boundaries.

The transport node endpoints In an NSX overlay network are calfed the tunnel endpoants (TEPs):

s  TEPs are the source and destination IP addresses used in the extermal IP header to identify
the transport nodes.

=  TEPs typically carry two types of traffic: VM traffic and controd (health check) traffic.
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4-12  About Geneve

Geneve s an [ETF overlay tunneling mechanism providing L2 over L3 encapsulation of data
plane packets.

The Geneve-encapsulated packets are communicated In the following ways:
1. Thesource TEF encapsulates the Vs frame In the Geneve header.
2. The encapsulated UDP packet Is transmitted to the destination TEP over port 6081

3. The destination TEP decapsulates the Geneve header and delivers the source frame ta the
destination WM.

1 dvs-Sa-Dataconier

(Vos)

m o - i o 1

Guneve -Encapsulatad " |“ Iw.

g Peckets X
Transport Mode & T Transport Mode B
MNSX uses a tunnelng encapsulation mechanism called Geneve.

The Geneve protocol 1s comparable to other tunnefing protocels (such as VXLAN, NVGRE, and
5TT) and 1s mare fiexibke.

The Geneve protocol encapsulates only data plane packets.

The Geneve-encapsulated packets are communicated over standard back planes, switches, and
routers:

= Packets are sent from one tunnel endpoint to one or more tunnel endpoints using unicast
addressing.

=  The Geneve protocol does not modify the end-user application and the WMs in which the
application mns.

=  The tunnel endpoint encapsulates the end-user Ethernet frame In the Geneve header.

s  The completed Geneve packet 1s transmitted to the destination endpoint In a standard User
Datagram Protocol (LUDP) packet. Both IPv4 and IPvE are supported.

HI
e
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=  Thereceiving tunnel endpolint strips the Geneve header, iInterprets any Included options, and
directs the end-user frame to Its destination in the virtual network.

«  The Geneve specification offers recommendations on ways to achieve efficient operation
by avelding fragmentation and taking advantage of equal-cost multipath (ECMP) routing and
MIC hardware offlioad faciities.

4-12  Geneve Header Format

The Geneve protocol offers a new approach to encapsulation and offers control plane
Independence between tunnel endpoints.

The Geneve header has the folowing features:
+  Rums on UDP

= Adds an 8-byte UDP header

= |ses the port number 60817

= Uses a 24-bit VNI to identify the segment

s |5 syupported by tcpdump and VWireshark tools

Ver. Opt. Length O C Rsvd. Protocol Type

Virtual Network Identifier Reserved

Geneve
Header

Variable Length Options

To support the needs of network virtualization, the tunneling protocol draws on the evolving
capabilities of each type of device In both the underlay and overlay networks.

This process Imposes a few reguirements on the data plane tunneling protocol

=  The data plane Is generic and extensible enough to support current and future control
planes.

=  Tunnel components are efficiently Implemented in oth hardware and software without
restricting capabiities to the lowest common depominator.

=  High performance over existing IP addresses Is reguired.
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The Geneve packet format Includes a compact tunnel header encapsulated in UDP over etther
1Py or IPve. A small, ived tunnel header provides controf Information, as well as a base lavel of
functionality and iInteroperabifity with a focus on simplcity. This header s followed by a set of
variable options for future development The payioad consists of a protocol data unit of the
Indicated type, such as an Ethernet frame.

The following flelds are in a Geneve header:
= \ersion (2 bitsy The current version number 15 0.

= (Options Length {6 bits): This variable resuits in a minimum total Geneve header size of 8
bytes and a maximum of 260 bytes.

= O (1bity Operations, Administration, and Maintenance {OAM) packet. This packet contains a
control message Instead of a data payload.

= C (1bity: This fieid indicates that critical options are present
» Revd (& bits)y: The Reserved flald must be zero on transmission and ignored on receipt

« Protocol Type (16 bitsy: The fisld Indicates the type of protocol data unit appearing after the
Genave header.

= Reserved (8 bitsy: The Reserved field must be zero on transmission and ignored on recelpt

= \firtual Metwork [dentifier: A unigue VNI identifies each logical networke. The WNI undguety
identifies the segment that the Inner Ethemet frame belongs to. itis a 24-bit number that is
addead to the Genave frame, alowing a theoratical imit of 16 milllon separate networks. The
WS VNI range s 5,000 through 16,777,216.

The base Geneve header s followed by zero or more options In type-length-value format. Each
option Includes a 4-byte option header and a varlable amount of option data interpreted
according to the type. Geneve provides NSX-T Data Center with the complete fliexibiity of
Inserting metadata in the type, length, and value fields that can be used for new featuras. One of
the examples of this metadata 1s the WNL You must use an MTU of 1600 to account for the
encapsulation header.

The Geneve protocol offers the following benefits:

= Supports proprietary type, length, and value fields

= Canadd new metadata to the encapsulation without revising the Genewve standard

«  Allows VMware to develop software-based features without hardware dependencies
=  Provides the same kind of NIC offlicads as VXLAN (check compatibiiity list)

s |5 open so that third-party tools, such as Wireshark, can decode [t
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4-14  Logical Switching: End-to-End
Communication

Twio WMs connected to the same segment communicate end to end.
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The example diagram shows the following detalls:

s  The ESXI host sa-esx-011s configured as a transport node using vsphere Distributed Switch
(dvs-SA-Datacentar) as a host switch with TEP IP: 172:201151. The VMkeme! interface
WMK10 Is created on the ESXI host.

&  The ESXI host sa-esx-02 s configured as a transport node using vsphere Distributed
Switch fdvs-SA-Datacenter) as a host switch with TEP IP-172.20.11.52. The VWMkerme|
Interface VMK Is created on the ESXI hosL

s The sa-esy0 and sa-esx-02 host transport nodes are configured in the transport zone
named PROD-OVERLAY-TZ.

=  Transport node A (sa-esx-01) 1s running WM-1 with IP address 1011071 and MAC address
ABC.
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Transport node B (sa-2sx1-02) 1s running WM-2 with IP address 10.1010012 and MAC address
DEF.

WM-1 and WM-2 are connected to the segment ports on Web-Segment 69632 This web
sagment 15 an overlay-based segment configured In the transport zone named PROD-
OVERLAY-TZ.

When VM-1 commiunicates with WM-2, the source hypervisor encapsulates the packet with
the Geneve header and sends It to the destination transport node, which decapsulates the
packet and forwards It to the destination WM.

During WM-1 1o VWM-2 communication:

1

2
3
4.
5

WM-1 sends the traffic to Web-Segment

The source hypervisor encapsulates the packet with the Geneve header.

The source transport node forwards the packet to the physical network.

The destination transport node receives the packet and performs the decapsulation.
The destinaticn TEP forwards the L2 frame to the destination VM.

4-15  Review of Learner Objectives

Describe the functions of NSX segments

Recognize different types of segments

Explain tunneing and the Geneve encapsulation protocol
Describe the Interaction betwesn components In loglcal switching
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4-16 Lesson 2: Configuring Segments

4-17  Learner Objectives

»  Use the NSX Ul to create segments

=  Attach VMs to segments

» [Describe the workflow for segments creation

= Review the switching configuration using the Metwork Topology

4-18  Segment Configuration Tasks

To create segments and attach WMs 1o segments:
1. Create a segment.

2. Attach a VM to a segment

3. Verliy the segment port status.

4. Verliy the layer 2 WM-to-VYM connectivity.
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A-

19  Creating Segments

You use the NSX UI to create segments.

A segment connects to gateways and VYMs. A segment performs the functions of a kogical
switch

To create segments:

1

2

From your browser, log In to NSX Manager and select Networking > Segments = NSX =
ADD SEGMENT.

In the segment Mame text box, enter the segment name.

From the Connected Gateway drop-down menu, select one oplion

— None

— Tier-0 Gateway

— Tier-1Gateway

From the Transport Zone drop-down menu, select the transport zone.
Enter the segment subnet In the subnets text box.

Chck save to save the segment configuration.
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4-20 Creating Segments Workflow

To create segments:

A user creates a segment through the NSX UL

The policy rofe pushes the configuration to the manager role.

MSX Manager reallzes the segment information as loglical switches in the Corfu database.

The manager roke forwards the segment Information to the CCP.
The CCP sends the information to the APH.

The APH service sends the switching configuration to the local control plane (nsx-proxy)
over port 1235,

7. The ns¥-proxy agent forwards the switching configuration to the nsxt-vdl2 kernel module,
which creates and configures the segments in the datapath.

o e e ° MSX Managar

Palicy

RN S RN

NEX-RPC NS¥-RPC e
TCP 1234 TCP 1235

nsxt=vdll

ESXi

126



4-27  Viewing Configured Segments

You can connect to vCenter Server with the vSphere Client to view the configured segments.

= T ]

Segments are represented as MNSX distributed port groups In vCenter Server.
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4-22  Attaching a VM to a Segment

You can attach a WM o a segment.

Edit Settings = sa-web-01

Wirtual Hardware VAE Cpliond
A0 MEW DEVICE =
= o ] - fi}
b Memary e -z -
¥ Mard dlas 1 15 6B W
» BChIcantrosar O ViAware Pargert s
3 Nebwors adaptar b WVeoo-Segmern| o B carmected
5 ED/DVD drive Ohent Davica v
¥ Widoo card : 114 | il lirege
VMCT device
¥ ey Adrifional Farowars

CAMNCEL OK

You attach the WM to the desired segment by editing its settings in the vSphere Chent.
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4-23 Workflow: Attaching a VM to a Segment
(1

To attach a VM managed by vCenter Server to a segment:

1. You attach a VM to a segment (Web-Segment In this example) from vCenter Server.
2. vCenter Server sends the request to the ESXI host

3. The ESXI host sends the request to the management plane.

O e .
- |
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4-

130

24 Workflow: Attaching a VM to a Segment
(2)

MNSX Manager configures logical interface 1 (LIF 1) on the segment with a virtual interface
(VIF 1) attachment.

MSX Manager advertises the attachment conflguration to the CCP.
The CCP sends the reguest to the ESXI host on which the WM resides.
LIF 11s created on Web-Segment with VIF 1attached

Vi

vaiT '
LIF-1 Web-Segment e
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4-25 Verifying the Segment Port Status

You verfy that the status of the segment and the status of the port (to which the WM IS
connected) appear as Success. Wks attached to the same segment should be able to ping each
other.

Sy e

After you successiully set up the segment and attach VMs to It, you can test the connectivity

between VMs on the same segment. In the example, you can test the connectivity In the

following way:

1 Using S5H or the WM console, log In to the sa-web-01 (172161011 WM, which Is attached to
Web-Segment.

2. Ping the sa-web-02 (172.16.10.12) VM, which resides on another ESXI host. This WM Is also
attached to Web-Segment.
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4-26  About Network Topology

The Network Topology feature enables users to understand how the different NSX networking
Ccomponents are configured and Interconnected.

This feature displays:

s Ther-0 and Tier-1 gateways with thelr attached segments and workloads
= [etals for each WM, segment, and Tlier-1and Tier-0 gateways

+ [P addresses configured In the network

= Underlying fabric infrastructure detalls of the network topology
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4-277 Using Network Topology to Validate the

Segment Configuration

The Network Topology tool shows the segment configuration and the VMs that are attached to

sagments.
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IF you chck the Individual segment, a panel opens with detalls about the segment, such as the
subnet, traffic type, and the attached segment profies as shown In the screenshot

4-28 Review of Learner Objectives

s |se the NSX UL to create segments

= Attach WMs to segments

= [Describe the workflow for segments creation

=  Review the switching configuration using the Metwork Topology
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4-29 Lesson 3: Configuring Segment Profiles

4-30 Learner Objectives

» [Describe the purpose of segment profles
=  |dentify the functions of the segment profiies In NSX
«  Create segment profiies and attach them to segments and ports

4-31  About Segment Profiles (1)

Segment profiles provide layer 2 networking configuration detalis for segments and ports. You
can create various types of segment profliles from the NSX UL
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4-32  About Segment Profiles (2)

Each type of segment profie has a different function:

segment Profile Function

SpoofGuard Helps prevent MIC spoofing by authenticating the [P and MAC address
of the virtual NIC

P Discovery Leamns the VM MAC and IP addresses

MAC Discoveny Supports MAC learning and MAC address change

Segment Securty Provides stateless layer 2 and layer 3 security

Qualty of Service Provides high-guality and dedicated network performance for preferred
(QoS) traffic

MSX supports several types of segment profies and malntains one or more system-defined
default segment proflies:

Spoofuard prevents traffic with incorrect source [P and MAC addresses from baing
transmitted.

The IP Discovery profile uses DHCP snooping, Address Resolution Protocol (ARP)
snooping, or VMware Tools to learn the WM MAC and IP addresses.

The MAC Discovery profile supports two functionaliies: MAC leaming and MAC address
change.

Segment Security provides stateless layer 2 and layer 3 security by checking the ingress
traffic to the segment and matching the IP address, MAC address, and protocols to a set of
allowed addressas and protocols. Unauthorized packets are dropped.

QoS provides high-guality and dedicated netwark performance for preferred traffic.
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4-33 Default Segment Profiles

The system default segment profiles are not editable.

¥ou cannot edit or delete the default segment profiles, but you can create custom segment
profies.

4-34  Applying Segment Profiles to Segments

Y¥ou can apply defauit or user-created profiles to a segment.

Segmerts
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4-35  Applying Segment Profiles to Segment
Ports

You can apply default or custom profiies to segment ports. A segment or segment port can be
assoclated with only one segment profile of each type.

For example, two QoS segment profiles cannot be associated with a segment o segment port.

When the segment profile B assoclated or disassociated from a segment, the segment profiie
for the child segment ports s applied based on the following criteria:

= |f the parent segment has a profile associated with IE, the child segment port Ivherits the
segment proflle from the parent.

= |f the parent segment does not have a segment profie associated with It, a default segment
profile 1= assigned to the segment, and the segment port Inherits that default segment profike

s |f you explicitly associate a custom profile with a segment port, this custom profile overnides
the existing segment profiie.

Y¥ou can associate a custom segment profile with a segment and retain the default segment
profile faor one of the chlld segment ports. You must make a copy of the default segment profilie
and assockate It with the specific segment port.

137



4-36 SpoofGuard Segment Profile

The purpose of the SpoofGuard profiie 1s to prevent traffic with Incomect source 1P and MAC
addresses from being transmitted. SpoofGuard provides the following functions:

=  Prevents a rogue WM from assuming the IP address of an existing WM

= Ensures that the IP addresses of VMs are not altered without intervention

=  Ensures that distributed firewall rules are not Inadvertently or deliberately bypassed
The SpoofGuard profile nchedes several features.

SpoofGuard Feature SpoofGuard Function
MAC SpoofGuard Authenticates the MAC address of a packet
|P Spoofzuard Authenticates the MAC and [P addresses of a packet.

Ewnamic ARP inspection ARP and GARP SpocfGuard and ND SpoofGuard validation are
checked aganst the MAC source, IP source, and IP-MAC source
mapping In the ARP, GARP, and MD payioad.

SpoofGuard provides protection against spoofing with MAC+IP+VLAN bindings. if 2 WM's IP
address does not match the 1P address on the corresponding logical port and switch address
binding In SpoofGuard, the Vs viIC 1s prevented from accessing the network entirely.
SpoofGuard can e configured at the port or switch level,

SpoofGuard might be used In your environment fior the following reasons:
=  Preventing a rogue WM from assuming the IP address of an existing WM.
=  Ensuring that the |P addresses of WMs cannot be altered without ntervention, You might

not want VMs to alter thelr IP addresses without proper change controd review. You can use

SpoofGuard to ensure that the WM owner cannot alter the IP address and continue working
unimpeded.

= Ensuring that the distriputed firewall rubes are not inadvertently {or deliberately) bypassed.
For distributed firewall rules created using IP sets as sources or destinations, a WM could
have its IP address forged In the packet header, thereby bypassing the rules In guestion.
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4-37 Creating a SpoofGuard Segment Profile

SpoofGuard ensures that address bindings are enforced In the datapath.

If the IP address of a VM changes, traffic from the VM might be blocked by SpoofGuard until the
cormesponding configured port-segment address bindings are updated with the new |P address.

A SpoofGuard profile applied to a segment or a port blocks traffic determined (o be spoofed.
When SpoofGuard 1s conflgured, If the IP address of a VWM changes, traffic from the WM might be
blocked untll the corresponding configured port or segment address bindings are updated with
the new [P address.

You can enable SpoofGuard for the port groups containing the guests. When enabled fior each
network adapter, SpoofGueard Inspects packets for the prescribed MAC and Its corresponding [P

address.
A SpoofGuard profile can be applied to a segment or a port:

= At the port level, the allowed MAC, VLAN, or IP allowlist Is provided through the Address
Bindings property of the port. When the VM sends traffic, it s droppsd If its MAC, VLAN, or
IP address does not match the MAC, VLAN, or IP properties of the port. The port-leved
SpoofGuard deals with traffic authentication, that is, the traffic consistent with VIF
configquration.

= At the segment level, the allowed MAC, VLAN, or IP allowlist s provided through the

Address Bindings property of the segment. This property 1s typically an allowed IP range ar
subnet for the segment. and the segment-level SpoofGuard deals with traffic authorzation

Traffic must be permitted by the port and the segment levels by SpoofGuard before it Is
allowed Into a segment. Enabling or disabling port-level and segment-level SpoofGuard can be
controlied using the SpoofGuard segment profile.
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4-38 |P Discovery Segment Profile

The [P Discovery segment profile uses the following mechanisms to learn the MAC and IP
addresses of VMs:

+«  [DHCP/DHCPVE snooping

= ARP spooping

= iMware Tools

= MND snooping

= [Duphcate address detection

Learmed addresses are shared with the CCP to achieve ARF/ND suppression.
In NSX, the [P Discovery profile works In the following ways:

* DHCP/DHCPvYE Snooping inspects the packets exchangsd between the VM
DHCP/DHCPYE dient and the DHCP/DHCPvE server to learn the WM's IP and MAC
addresses.

= ARP Spooping Inspects a WM's outgoing ARPs and GARPS to leamn the IP and MAC
addresses of the WM.

=  The VMware Tools software runs on a WM hosted on ESXI and can provide the WM's
configuration information.

= ND Snooping Is the IPve eguivalent of ARP snoopina. It inspects nelghbor solicitation (NS
and nelghbor advertisement (NAY messageas to learn the [P and MAC addresses.

= [Duphcate address detection checks whether a newly discovered IP address |s already
present on the realized binding list for a different port

The WMware Toolks [P Discovery method can also provide the WM's configuration Information
and Is avallable for only YMs hosted by ESXL

The [P Discovery profie might be used In the following scenarto: The distributed firewall depends
on the IP-to-port mapping to create firewall rules. Without [P Discovery, the distributed firewall
must find the IP of a logical port through SpoofGuard and manual address bindings, which is a
cumbersome and error-prone process.
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4-39 Creating an IP Discovery Segment Profile

You can create an IP Discovery segment profiie on the Segment Profiles tab in the MNSX UL

iy vl

In the screenshot, a custom IP Discovery profile named Custom- IP-Discovery-Profile s created.
After the profile is created, It can be applied to various segments.

By default, the discovery methods, ARP snooping and ND snooping, operate in a mode called
trust on first use (TOFUY. In the TOFU mode, when an address s discovered and added to the
reglized bindngs list, that binding remains in the realized list forever. TOFU applies to the first n
unigue <IP, MAC, VLAN> bindings discovered using ARE/ND sncoping, where n s the binding
limit that vou can configure. You can disable TOFU for ARP/ND snooping. The methods then
operate In trust on every use (TOEU) mode. In the TCEU mode, when an address Is discovered,
It 1s added to the realized bindings #ist, and when It 1s deleted or expires, It s removed from the
reafized bindings Iist. DHCP snooping and ViMware Tools always operate in the TOEU mode.
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4-40 MAC Discovery Segment Profile

The MAC Discovery profile supports MAC learning, MAC address change, unknown unicast
floodieg, MAC Imit, and MAC limit policy functions.

Tagmer it

The MAC Discovery profile supports source MAC address leaming:

Source MAC address-based learning Is a3 common feature in the physical world for learning
the MAC address of a machine. The MAC Learming feature provides networll connectivity
1o deployments wherse multiple MAC addresses are configured behind one viNIC. For
example, In a nested hypervisor deployment, an ESX) VM runs on an ESXI host and muitipke
VMs runin the ESXI VM.

Without MAC Learning, when the ESXI WM's vNIC connects to a segment port, its MAC
address Is static. WMs running inside the ESXI VM do not have network connectivity because
thelr packets have different source MAC addresses. With MAC Learning, the source MAC
address of every packet coming from the vNIC Is inspected, the MAC address 1s lzamead,
and the packet Is alliowed to go throuagh. If a MAC address that 1s learned s not used for 10
minutes, it Is removed. This aging property s not configurable.

MAC Learning also supports Unknown Unicast Flooding. When a unicast packet Is recelved
by a port that has an unknown destination MAC address, the packet s fliooded out on all
segment ports that have MAC Learning and Uinknown Unicast Flooding enabled. This
property 1= enabied by default, but only If MAC Leaming I1s enabled.

The MAC Discovery profile also supports a VM's ability to change its MAC address:
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A VM connected to a port with MAC Change enabled can run an administrative command
2 change the MAC address of Its viNIC and still send and recelve traffic on that viNIC.

This feature (disabled by defauit) 1s used when a VM needs the ability to change its MAC
address and not Iose network connactivity.



The number of MAC addresses that can be keamed Is configurable. The maximum value 15 4.096,
which s the default. You can also set the policy for when the Imit is reached. The oplions are:

»  Drope Packets from an unknown source MAC address are dropped. Packets inbound to this
MAC address are treated as unknown unicast. The port recelves the packets only If It has
unknown unicast ficoding enabled.

»  Allow: Packets from an unknown source MAC address are forwarded although the address
Is not learned. Packets iInbound to this MAC address are treated as unknown unicast. The
port recelves the packets only If It has unknown unicast flooding enabled.

IT you enable both MAC Learning and MAC Change, you should also enable SpoofGuard to
IMprove securty.

For information about creating a MAC Discovery profile and assodlating the profile with a
segment o a port, see NSX Administration Guide at https:/ /docs.vmware comy/en/VMware-
MNSX/4.0/administration/GUID-C24D09FC-E213-4920-BD12-60063AC3B08E htmi.

143



4-47 Segment Security Profile

The Segment Securlty profile provides stateless layer 2 and layer 3 security. It protects segment
Integrity by filterng mahliclous attacks from YWiks In the network:
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The Segment Security profile provides stateless layer 2 and layver 3 security by checking the
Ingress traffic to the segment and dropping unauthorized packets sent from VMs. The proflie
matches the [P address, MAC address, and protocols to a set of allowed addresses and

protocols.,

¥ou can configure the Bridge Protocol Data Unit (BPDUY fitter, DHCP snooping, DHCP server
block, and rate imiting options:

BPDU Fliter: When the BPDU fiiter 1s enabled, all BPDU traffic 1s blocked for each port on
the segment.

BPDU Fliter Allow List: Y ou click the destination MAC address from the BPDU destination
MAC addresses fist to allow traffic to the permitted destination.

To enabie DHCP filtering, you turn on the Server Block and Client Block toogles. DHCP
Server Block blocks traffic from a DHCP server to a DHCP client. it does not block traffic
from a DHCP server to a DHCP relay agent.

DHCP fitering can also be configured for IPve traffic by using the Server Block-IPve and
Client Block-1Pvé options.

Turning on the Non-IP Traffic Block toggle allows only IPv4, IPve, ARP, GARP, and BPDU
traffic. The rest of the non-IP traffic is blocked. The permitied 1Pv4, IPve, ARP, GARP, and
BPDU traffic Is basad on other poiicies set in address binding and SpoofGuand configurations.
By defauit, this option ks disabled (o allow non-IP traffic to be handied as regular traffic.
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=  Tum on the RA Guard toggle to filter out Ingress IPvE router advertisements. The ICMPVE-
type 134 packets are fiitered oul. This option s enabled by default

= ¥oucan configure rate Bmits for the Ingress or egress broadcast and multicast traffic. Rate
Imits are configured to protect the segment or the WM from threats such as broadcast
storms. To avold any connectivity problems, the minimum rate Imit value must be greater
than or equal to 10 PPS.

4-42 QoS Segment Profile

The QoS profie provides Mah-guality network performance for preferred traffic that requires
high bandwidth.

This profie supports the following methods:
s Class of senvice (CoS)
= [ifferentiated Semvices Code Point (DSCP)
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oS provides high-guality and dedicated network performance for preferred traffic that requires
high bandwidth. The QoS mechanism achieves this performance by providing sufficient
bandwidth, controling latency and pitter, and reducing data loss for preferred packets even with
network congestion. This level of network service 1s provided by using the existing network
resources efficiently.

The Qos profile supports the fodowing methods:
s (lass of Service (CoS)y: Marks the packet's layer 2 header to specify TS pricaty

= [Differenttated Services Code Point (DSCPY: Inserts a code value into the packet's layer 2
header for pricritization




The layer 2 CoS allows you to specify prionty for data packets when traffic s buffered in the
sagment because of congestion. The layer 3 DSCP detects packets based on their DSCP
values. Cos s always applied to the data packet regardiess of the trusted mode.

MSX trusts the DSCP setting apphed by a VM of modifles and sets the DSCP value at the
sagment level In each case, the DSCP value is propagated to the outer IP header of
encapsulated frames. in this way. the external physical network can priontize the traffic based on
the DSCP setting on the external header. When DSCP s iIn the trusted mode, the DSCP value 15
copied from the Inner header. When In the untrusted mode, the DSCP value 1s not preserved for
the Inner header. DSCP settings work only on tunnefed traffic. These settings do not apply to
traffic Inside the same hypervisor.

You can use the (oS segment profiie to configure the average Ingress and egress bandwidth
values to set the transmit Imit rate. To prevent congestion on the northbound network inks, you
can use the peak bandwidth rate to specify the upper Bmit that traffic on a segment 1s allowed to
burst. The settings In a QoS segment profile do not guarantes the bandwidth but help imit the
use of network bandwidth. The actual bandwidth yvou observe 1= determined by the link speed of
the port or the values In the segment profile, whichever Is lower.

For mformation about the QoS segment profile, see NSX Administration Guide at
https:/ fdocs. vmware comy/en/VMwarae-MNSX/ 4 0//administration/GUID-6 BB 1145-EDD7-4611-
ASOD-T7F4ADEAESTC himl

4-43 Review of Learner Objectives

= [escribe the purpose of segment profiies
= |dentify the functicns of the segment profiles In NSX
= Create segment profiles and attach them to segments and ports
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4-44 Lesson 4: Logical Switching Packet
Forwarding

4-45 |Learner Objectives

= [escribe the functions of each table used In packet forwarding
= [Describe how BUM traffic 1s managed In switching
= Explain how ARP suppression 1s achlieved
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4-46 NSX Controller Tables

MSX Controfler maintains a set of tables that are used for Identifying the data plane component
assoclations and for traffic forwarding.

To achieve network virtualization, a network controfler must configure the hypervisor virtual
segment with network flow tables that form the logical broadcast domains.

Several network flow tables are avallable:

=  TEP Table: Maintains VNI-to-TEP IP bindings

= ARP Table: Maintains the VM MAC-to-VM IP mapping

= MAC Table: Maintains the WM MAC address-to-TEF |P mapping

4-47 TEP Table Update (1)

When a powered-on WM Is connected to a segment:
1. TheVWNI-to-TEP mapping Is registerad on the transport nodas in its local TEP table.
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4-48 TEP Table Update (2)
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4-49 TEP Table Update (3)

3. The CCP maintains the consolidated entries of WNI-to-TEP IP mappings.
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4-50 TEP Table Update (4)

4. The CCP sends the updated TEP table to all the transport nodes where the WL s realized.
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4-51 MAC Table Update (1)

When a powered-on WM Is connected to a segment:
1 The WM MAC-to-TEP IP mapping Is registered on the transport nodes In Its local MAC table.
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4-52 MAC Table Update (2)

2. Each transport node updates the CCP about the learmed WM MAC-to-TEP IP mapping.
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4-53 MAC Table Update (3)

3. The CCP maintains the consolidated entries of YM MAC-to-TEP IP mappings.
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4-54 MAC Table Update (4)

4. The CCP sends the updated MAC table to all the transport nodes where the VNI s reallzed.
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4-55 About the ARP Table

The ARP suppression technigue reduces the amount of ARP flooding In segments:
= NSH uses the ARP table maintained In the CCP to provide ARP suUppression.
= Transport nodes leam the MAC-to-P assoclation by snooping the ARP and DHCP traffic.

+  The mapping Is recorded each tme a VM initlates a communication (sends of recelves
trafficy.

=  The leamed information 1s pushed from each transport node to the controd plane.

4-56 ARP Table Update (1)

1. Each transport node records the local WM IP-to-MAC mapping In its ocal table.
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4-57 ARP Table Update (2)

2. Each transport node sends known WM IP-to-MAC mappings to the CCP.
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4-58 ARP Table Update (3)

3. The CCP updates its ARP table based on the VM P-to-MAC mappings recetved from
transport nodes.
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4-59 ARP Table Update (4)

4. The CCP sends the updated ARP table to all the transport nodes.
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The ARP tabie values In both the CCP and the transport nodes are fushed after 10 minutes.
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4-60 Unicast Packet Forwarding Across Hosts

(N

WM1 assumes that the ARP Is resolved:
1. VM1 starts sending traffic to WMZ
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4-61 Unicast Packet Forwarding Across Hosts

(2)

2. Theoriginal packet 15 encapsulated In the Geneve header by the ESX-A source transport
node.
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4-62 Unicast Packet Forwarding Across Hosts

(3)

3. The packet is sent to the ESXI-B destination transport node.
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4-63 Unicast Packet Forwarding Across Hosts

(4)

4 The destination transport node decapsulates the Geneve header and delivers the original
source WM frame to VM2
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4-64 Overview of BUM Traffic

A WM's broadcast, unknown unicast, and multicast (BUM} traffic must be flooded to all other
Whis that belong to the same segment

The BUM traffic originated by a WM on a transport node must be replicated to remote transport
nodes (running the WMs connected to the same segment).

The following BUM traffic replication modes are supported:
= Herarchical Two-Tier Replication
+ Head Repication

VNI 73728

All broadcast, unicast, and mutticast (BUM) traffic is treated the same: flooded to all participating
ESXI hosts In the segment. The replication 1s performead In software,

Each host transport node has a tunned endpoint. Each TEP has an IP address. These [P
addresses can be In the same subnet or In different subnets, depending on your configuration of
|P pools or DHCP for your transport nodes.
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When twio WMs on different hosts communicate directly and ARP Is resolved, unicasi-
encapsulated traffic Is exchanged between the two TEP IP addresses without any need for
fiooding. However, as with any layer 2 network, sometimes traffic that Is originated by a VM,
such as an ARP reguest, needs to be flooded. For the layer 2 BUM traffic, the packet must ba
sant to all the other WMs belonging to the same segment

In the diagram, Source WM residing on transport node T (TRT must send traffic to Destination
WM residing on THN9. The destination’s VM MAC address 1s unknown to TN1 or the control plane.
Therefore, the Source WM sends an ARP request (broadcast frame) seeking the destination
WM's MAC address. TN floods this ARP request frame to all other transport nodes within VNI
73728, The destination VM on TND recaives the ARP reguest and responds with an ARP reply.
ARP tables on hosts are updated to reduce future flooding.

To enabie flooding, the NSX segment supports the following types of replication modes:

=  Head Rephcation mode: This mode Is also called Source Mode or Headend Replication. The
source host duplicates each BUM frame and sends a copy to each TEP {on a particular VNI
that It knows.

=  Higrarchical Two-Ther Replicatione This mode 15 also called the MTEP mode. It involves a host
In another L2 domaln that performs replication of BUM traffic to other hosts within the same
WHL

The TEP only replicates traffic in which the replication option TLV s set In the Geneve header.
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4-65 Managing BUM Traffic: Head Replication

The Head replication mode performs source-based replication. The BUM packet 1s replicated by
the source transport node to all other transport nodes participating in that WL

VNI 73728

The sburce hast
duplicates each BLIM
framieand sends & copy
to each tunnel endpaint
{on a patiicular VNI),

In this exampie, a BUM packat arrives on THT:
s TNI1replicates to TNZ and TN3 because they are in the same L2 domain.
TH1 replicates because the control plane does not have the desired information.

= Meanwhile, TMN1 also needs to replicate the packet to the remote transport nodes (T4 and
TS Inone L2 domain and THNY, TNE, TNSIn another L2 domaim).

= BHecause TNE does not participate in VNI 73728, the packet Is not replicated to TNG.
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4-66 Managing BUM Traffic: Hierarchical Two-
Tier Replication

The source transport node replicates the BUM packet locally withinits L2 domain

The source transport node elects a proxy TEP (MTEP) from each remote L2 domain and sends
the BUM packet to each proxy TEP.

The proxy TEP replicates the BUM packet to the transport nodes within its L2 domain.

VINT 73728

1= Gipmain

The Lourca host duplicatss the
BUM Fraems iy the docal dommain
and forwards & copy 1o eich Eacn MTER replicates
emits MTER (on s-martizul=r YN L sendLn
napart
1L ithin the
lamal L domain

Hierarchical two-tler mode 1s also known as the MTEP replication mode.
In the diagram, a BUM packet arrves on THT

= AnMTEP Is elected for each L2 domain {(segment). TN1 elects an MTEP for each remote L2
domain.

=  TNIrepicates the BUM traffic locally to TN2 and TN3.



=  TN1=zends a copy of the BUM packet to each remote MTEP with the replication option TLY
embedded In the Geneve header.

The role of MTEP 15 to replicate the received BUM packet locally and forward IE to other
TH= within the same L2 domain.

=  MTEP TH7 forwards the BUM packet to THE and TNA.
=  MTEP THS forwards the packet to TH4.
« Because TNG does not participate n VNI 73728, the packet is not sent to THNG.

4-67 Lab 5: Configuring Segments

Create segments for WMs residing on the ESXI hosts:

1.  Prepare for the Lab

2. Create Segments

3. Attach WMs to Segments

4. Use Network Topology to Validate the Loglical Switching Configuration
5. Test Layer 2 Connectivity and Verify the Configuration of Segments

4-68 Review of Learner Objectives

« [Describe the functions of each table used In packet forwarding
«  [Describe how BUM traffic 1s managed In switching
= Explain how ARP suppression 1s achieved
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4-69 Key Points

A segment 1s a representation of the L2 broadoast domalin across transport nodes.
A WNI s assigned to each segment.

Types of segments are overlay segments and VLAN segments.

eneve Is an IETF overlay tunneling mechanism that provides L2 over L3 encapsulation of
data plane packets.

Segment profiles provide L2 networking configuration detalls for segments and ports.

Five types of segment profiles are avallable: SpoofGuard, IP Discovery, MAC Discovery,
Segment Security, and QoS

You can apply default or custom segment profiles to segments or ports.
Metwork flow tables used In packet forwarding include TEP, ARP, and MAC tabie.
BUM traffic replication supports head mode and herarchical two-tier mode.

Questions?
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Module 5
NSX Logical Routing

5-2 Importance

in NSX, logical routing provides an optimized and scalable way 1o manage east-west and north-

soUth traffic. You miust understand the NSX logical routing architecture, routing components,
and routing features to bulkd an efficient and secure [aver 3 network Infrastructure.

5-3

B L

Owverview of Logical Routing

MNSX Edge and Edge Clusters
Configunng Tier-0 and Tier-1 Gateways
Configunng Static and Dynamic Routing
ECMP and High Avallabiiity

Logical Routing Packet Walk

VEF Lite

Module Lessons
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5-4  Lesson 1. Overview of Logical Routing

5-

5-

5  Learner Objectives

Explain the function and features of logical routing
Describe the architecture of NSX two-tier routing
nfferentiate between north-zouth and east-west routing
Describe the gateway components

Recognize the various types of gateway Interfaces

6 Use Cases for Logical Routing

In NSX, logical routing Is used In Mmany ways:

Support for single or multitenant deployment models
Separation of tenants and netwiorks

Solution for cloud envircnments with contalinenzed workloads
Optimized routing path and simplified routing In virtual networks
MHstricuted routing and centralized services In data centers
Ability to extend logical networks to physical environments

The N5X logical routing has many use cases:
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The kogical routing functionality focuses on multitenant environments. Gateways can support
muitipke Instances where a separation of tenants and networks s reguined.

Logical routing Is optimized for cloud environments. [t sults contalinerized worklcads and
muttickoud data centers.

The distributed routing architecture provides optimal routing paths. Routing 1s done closest
to the source. For example, traffic from two VMs on different subnets residing on the same
host can be routed In the kernel. The traffic does not need to leave the host to be routed.
This method helps avold hairpinnina.

MSX Edge transport nodes that host gateways provide network services that cannot be
distributed to hosts.

Gateways exist where east-west routing, north-south routing, and centralized services (such
as MNAT or VPN) are required.



= A dynamic routing protocol 1s not needad between the two-tiered gateways, simplifying
data center routing.

« Logical routing makes It easy to extend logical networks to physical environments.

5-/  Prerequisites for Logical Routing

For logical routing to work, certain reguirements must be met:
®  The NSX management cluster miust be formed and available.
Transport zones and M-VDS/DS should be created.

Hypervisors must be prepared as NSX transport nodes and added to the management
plane.

Transport nodes must be attached to the appropriate transport Fones.
An N-VDS/VDS Instance must be created on each transport node.
The N5X Edge nodes must be deployed and preconfigured according to the reguirements.

MN-VDS virtual switch 1s not supported on ESXI transport nodes from NSX 4.0.0.1 N-VDS Is sl
supported on NSX Edge transport nodes.
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5-8  Logical Routing in NSX

The NSX gateways provide the following features:

= MNorth-south and east-west routing

= Siatic and dynamic routing

= Multitenancy

= High avalability

= [PvE and multicast

* Cenfralzed services such as gateway firewall, Network Address Translation (NAT), or WPN
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An NSX gateway reproduces routing functionality in a virtual environment:

Logical routing s distributed and decoupled from the underying hardware. Basic forwarding
declslons are made locally on the prepared transport nodes.

The services running on the NSX Edge nodes provide layver 3 functionalities, such as
Metwork Address Translation (NAT)

When multiple gateway Instances are installed, multitenancy and network separation are
supported on a single gateway. Logical routing Is enhanced for most cloud use cases that
Involve multiple service providers and tenants.

The NSX gateways provide north-south and east-west connactivity:

Morth-south routing enables tenants to access public networks. Traffic leaves or enters a
tenant administrative domain. Connections to and from the entities cutside the tenant’s
premises are considered north-south traffic.

East-west traffic flows between varous networks In the same tenant. Traffic Is sent
between logical networks (segments) under the same administrative domain
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5-9  Tier-0 and Tier-1 Gateways

MSX provides Tier-0 and Tier-1 gateways. Each gateway has distinct characteristics.

Tier-0 Gateway Tier-1 Gateway

Owned and configured by the provider or Owned and configured by tenants
Infrastructure administrator

Supports static or dynamic routing Dioes not use dynamic routing protocols

Supports equal-cost multipath (ECMP) routing  Does not support ECMP routing
o upstream physical gateways

Forwards the traffic betwesn loglcal and Enabies routing between segments (east-west)
physical networks (north-southy and must be connected to a Tler-0 gateway (o
provide external connectivity

Requires an M5X Edge cluster Cnby requires an NSX Edge cluster if centralized
services are configured

Gateways are distributed across the kernel of each host A gateway can be deployed as elther a
Tier-0 or a Ter-1 gateway':

«  Tier-0 gateways provide north-south connectivity.
«  Tier-1 gateways provide east-west connectiity.

The Tier-1 gateway must connect to the Tier-0 gateway to access external networks. The Tier-
0 gateway Is directly connected to upstream physical gateways.

The Tier-1 gateway does not require an M5X Edge node If no services are used. [t has
connections (preprogrammed by the management plane) toward Its upstream Tler-0 gateway

Both Tier-0 and Tier-1 gateways support stateful services, such as NAT. Stateful services are
centralized on NSX Edge nodes.

Dwnamic routing processes are centrafized senvices while packet forwarding 1s stateless.
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5-10  Single-Tier Topology
Ina single-tier topology:

= Only Ter-0 gateways are Included.
= Segments are connected directly to the Tier-0 gateway.

Physical Routers

———

Segment A Segment B

In a singie-tier deployment. only Ther-0 gateways are used. Tier-1 gateways are not used. The
sagments are directly connected to the Tier-0 ayer. The service provider provides upstream
connectivity. The tenant performs southbound connectivity.
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5-11  Muititier Topology

Ina multtier topology:

e Ther-0 and Ther-1 gateways are Included.

= Tler-1 gateways are connected to the Tler-0 gateways.
*  Segments are connected to the Tier-1 gateways.

Physical Routers

staway A | = e .'-
(."iI"} 5 e

SErrTieTy 0

In the diagram, seaments A, B, C, and D are connected to the Tier-1 gateways.

The two-tler routing topodogy 1s not mandatory. If the provider and the tenant do not need to
be separated, a single-tier topology can be used.

In most use cases, the provider owns and configures the Tier-0 gateway. The tenants own and
configure the Tier-1 gateway. Cloud management platforms typically provision Tler-1 gateways.
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5-12 Edge Nodes and Edge Clusters

MSX Edge nodes have the following functions;

=  Provide connectivity to external networks.

+  Reqguired to host the Tier-0 gateways.

+  Run gateways with centralized and stateful services such as MAT or VPN,
An NSX Edge cluster 1s a group of edoge nodes:

= N5¥ Edoge clusters provide redundancy and scalability.

Edge Cluster

MN5X Edge nodes provide computational resources to defiver dynamic routing and services for
MSX gateways.

An NSX Edge node can only host one Tier-0 gateway.
An NSX Edge cluster can have up to 10 edge nodes.
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5-12  Tier-0 Gateway Uplink Connections

Each Tier-0 gateway can have one of more uplinks to physical networks per NSX Edge node

O Uplink per N5¥ Edge Two Uplinks par NSX Edge
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.'_.,t..,.' Physical Routors E:i:‘\ﬁ |"r_.. P PHysical Routers _...t..,.."
o Sy N '
A VLAN 300 |
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YN MLAN 200 A
WLAN 100 L A
'."I \ p fl_
T /
I A v, /
VLAR 100 II"., ,-’h:\ ," VLAN 400
."-, /

N, Y,

Tief-0 Gateway Tier-0 Gataway

Edge Cluster Edge Clusker

The diagram shows two different configurations for the uplinks of the NSX Edge nodes:

=  (On the left, the Tier-0 gateway has one uplink per NSX Edge node mapped to one VLAN
to connect to external networks.

=  (On the right, the Tier-0 gateway has two uplinks per NSX Edge node mapped to different
WLANS

In both scenarios, the NSX Edge cluster contalns twio NSX Edge nodes.

The Tier-0 deployment can be active-active or active-standby. When using a dynamic routing
protocol, ECMP can be enabled for multiple northibound uplinks.
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5-14  Gateway Components: Distributed

Router and Service Router (1)

A distributed router {DR) has the following features:

Provides basic packet-forwarding functicnalities

Spans all transport nodes (host and edge transport nodes)
Runs as a kernel module in the ESXI hypervisor

Provides distributed routing functionality

Provides first-hop routing for workloads

Gateway

DR

A service router (SR has the following features:

Provides north-south routing

Prowvides centralized services, such as NAT and VPN
Reqguired for uplinks to external networks

Deployed in edae transport nodes
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5-15  Gateway Components: Distributed
Router and Service Router (2)

SRs implement centralized services
and are required for uplinks.

DRs implement distributed forwarding,

A gateway can be elther a Tler-O or a Tler-1 gateway, depending on the design reguirements:

= A Tier-0 gateway provides north-south connectivity:

— Ina single-tier topology, the Tier-0 gateway also provides east-west connectivity.
= A Tier-1 gateway provides east-west connectivity.
A Tier-1 and a Tier-0 gateway can have DR and SR components:

=  The DR component Is distributed among all hypervisors and provides basic packet
forwarding:

— A DR s always created when creating a gateway.
=  The SR component i only located In the NSX Edge nodes and provides services:

— An SR 5 automatically created on the edge node when you configure the gateway with
an edge cluster.
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5-16 Realization of Distributed Routers and
Service Routers

Distributed routers and service routers are realized In the following manner:

«  [histributed router Instances can be realized on host and edge transport nodes.
=  Service router instances are reslized only on edge transport nodes.

«  [Dhstributed routers and service routers are automatically interconnected.

DE-5% Trae® Links

F|-|——r K

G W i i

Fe®.
; iy .

S8 [retmnz ex in Edgd Trungpot Koder

The diagram shows that SR and DR instances can be distnbuted across the Compute and
Management clusters.

SR Instances are only realized on the edge transport nodes that are running In the Management
cluster while DR Instances span across both clusters as they run in host transport nodes and in
edage transport nodes, The service and distributed routers are nterconnected through the
TransitLink ports that are automatically created at the time of deployment.
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5-1/  Gateway Components in a Single-Tier
Topology

The diagrarm shows a logical and physical view of a single-tier configuration.

Uplink 1 Uplink 2 Edge Cluster

Edge Node-1 Edge Mode-2

SR1

]
W
[
L)
i
i
W
W
W
W
W
W

*—b—= e—h—a
Seament A Segment B
ESXi-1 ESXi-2
Logical View Physical View

The diagram represents a single-tier topology where the Tier-0 gateway (TO-GW) has two
upfinks configured to physical networks and each upiink s connected to a different SR to
provide redundancy.

In the physical view, the DR component of the Tier-0 gateway s distributed across all transport
nodes (ESXI-1, ESXI-2, Edge Mode-1, and Edge Node-2), whereas the SE components are
located only on the NSX Edge nodes.

In active-active mode, up to eight SRs can be used to connect the uplnks.
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5-18  Gateway Components in a Multitier
Topology (1)

The diagram shows a logical and physical view of a multitier configuration In which the Tier-1

gateways are not configured with an NSX Edge cluster.

Uphink 1 Uplnk 2 Edge Cluster

1 DR, .,
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ERES | . .
[ . ESXi-1 ESXi-2
I Tier-1 Gateway A Tier-1 Gateway B §
: (T1-GW-A) T1-GW-B) :
[] |
- [ ]
Seqgimant A ':'-l_-lgilr'l:nt 5]
Logical View Physical View

The diagram represents a muititier topoloay I which the Tier-0 gateway (TO-GW) has twio
upiinks configured to physical networks. The twa Tier-1 gateways have no configured services
and therefore were not confloured with an NSX Edge cluster. The Tier-1 gateways have no SR

Components.

In the physical view, the DR component of the Tier-0 gateway s visible. The DR component of
Tier-1 Gateway A and the DR component of Tier-1 Gateway B are distributed across all
transport nodes (ESXH, ESXE2, Edge Node-1, and Edge Mode-2).

The Tier-0 gateway 1s configured as active-active. SR1 s in Edge Node-1, and SR2 1s In Edoe
Node-2.
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5-19 Gateway Components in a Multitier
Topology (2)

The diagram shows the logical and physical views of a multitier configuration with services
conflgured on both Tier-1 gateways.
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The diagram represents a multitier topology in which the Tier-0 gateway (T0-GW) has two
upfinks configured to physical networks.

Some services are configured on the two Tier-1 gateways. Each gateway has an SR component

The DR component of Tier-1 Gateway A and the DR component of Tier-1 Gateway B are
distributed across all transport nodes (ESXI-1, ESXI-2, Edge Node-1, and Edge Node-2).

The DR component of the Tier-0 gateway Is distributed across the NSX Edge transport nodes
(Edge Node-1and Edge Node-23. It is not distributed across the host transport nodes (ESXI-
and ESXI-2) when the Tier-1 gateway SR components are deployed.

The Tier-0 gateway has each uplink connected to a different SR. SR is in Edge Node-1, and SR2
is In Edge Node-2.

Tier-1 gateways are automatically configured in Active Standby mode so that the SRs are
deployed on the bwo NSX Edge nodes. Y ou can select the preferred active node In each gateway:

= Edge Node-1is the active node for Ter-1 Gateway A
= Edge Node-2 s the active node for Tier-1 Gateway B

A dedicated NSX Edge cluster can be used to deploy Tier-1gateways with services to achieve
better performance inlarger envircnments.
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5-20 Gateway Interfaces

The folowing types of Interfaces are used by gateways:

= Upink Interfaces connect the Tier-0 gateways to upstream physkcal devices,
+  [Downlink interfaces connect segments (logical switches) 1o gateways.

=  Routerlink ports connect the Tier-C0 and Ther-1 gateways.

= An ntratier Transitlink s an internal Ink between the distributed and service routers on a
Oateway.

= The service Interface Is a special iInterface for VLAN-based services and partner service
redirection.
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In 2 logical router deployment in NSX, differant types of connections require different types of
Interfaces:

5-

188

The uphnk Interface provides connections to the external physical iInfrastructure. VAN and
owverlay Interface types are supported depending on the use case. The uplink Interface s
where the external BGP peerings and OSPF adjacencles can be estabiished. External
sarvice connections, such as IPSec VPN, can also be usad through the uplink interface.

The downlink Interface connects workload networks (where endpoint VWMs are running) to
the routing Infrastructure. A downlink Interface s configured to connect to a logical switch
{corresponding to the segment defined at the policy). This interface provides the default
gateway for the VMs In that subnet

Routeriink s a type of interface that connects Tier-O and Tier-1 gateways. The interface s
created automatically when Tier-0 and Tier-1 gateways are connectad through an internal
logical switch also created automatically. It uses a subnet assigned from the 100.64.0.0/16
[Pv4 address space by default.

The intratier TransitLink connection 1s also created when a service router ks created. ILis an
Internal logical switch between the distributed and service routers on a gateway. By default,
the Intratier TransiiLink has an IP address In the 169254 0.0/24 subnet range.

The service Interface Is a special-purpose port to enable services for VLAN-based
networks. North-south service Insertion is another use case that requires a senvice Interface
to connect a partner applance and redirect north-south traffic for partner services. Service
Interfaces are supported on both active-standby Tier-0 logical routers and Tier-1 routers.,
Firewall, NAT, and VPMs are supported on this Interface. The service Interface Is also a
dowrniling.

21 Review of Learner Objectives

Explain the function and features of logical routing
Describe the architecture of NSX two-tler routing
Cifferentiate between north-south and east-west routing
Describe the gateway components

Recognize the various types of gateway Interfaces



5-22 Lesson 2: NSX Edge and Edge Clusters

=
S

-23 Learner Objectives

Explain the main functions and features of the NSX Edge node
Describe the functions of the NSX Edge cluster

[dentify the NSX Edge node form factors and sizing options
Describe the different NSX Edge node deploymeant methods
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5-24  About the NSX Edge Node

The N5X Edge node has several functions:

+  Provides connectivity to external networks

= Hosts the Service Router components of Tier-0 and Tier-1 gateways

=  Rums the dynamic routing processes and services such as DHCP, NAT, or VPN
=  Establishes Geneve tunnels for the overlay networks

=  Enabies Service Insertion with third-party vendors
DHCP

P-to-v

VPN Gateway

ate

Gateway
Firawall |

VRF Lite

Routing
MSX Edge 15 3 component of NSX transport zones.

MSX Edge nodes support Data Plane Development Kt (DR for faster packet forwarding in
high-performance envirenments.

MSX Edge nodes use:
= Container-based architecture for most sefvices
= Separate routing tables for management and overlay traffic
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5-25 About the NSX Edge Cluster

An NSX Edge cluster 1s formed by a group of edge nodes and has the following characteristics:
=  Provides extra resources to scake out.

=  Provides high avallability.

=  Supports up to 10 edge nodes, and a maximum of 160 clusters can be configured.

=  Fallure domains can be defined within an edge cluster.

Edps Clustee
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Edge nodes must Join an edge cluster to be used as a transport node
An edge cluster can be formed with edge nodes of different form factor types.

Fallure domains can be configured with MNSX APls and are used to automatically place the Tier-1
gateway active and standby nstances. Fallure domalns guarantee service avallability, for
example, I a rack fallure occurs. Active and standby Tier-1 gateway services always run in
different fallure domains.

The NSX edge cluster scaling and maximums are avallable at https://conflgmax. vmware com.
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5-26 NSX Edge Node Form Factors

The NSX Edge node supports the following form factors:

= WM an an ESXI host
=  Hare-metal node

Tier-0 Gateway

Tier-1 Gateway

NSX Edge Node B\

‘. Metal /
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Tler-0 Gateway

Tiar-1 Gateway

NSX Edge Node
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5-27 NSX Edge VM Sizing Options

For N5X Edge nodes deployved as VMs on hypervisors, several deployment sizes are avallablie.

Slze Memory vCPU  Disk space WM Hardware Version

Small 4GB 2 200 GB ESXI1 6.0 or later (VM version 11 or later)
Medium 8 GH 4 200 GB ESXI 6.0 or later (VM version 11 or later)
Large 32 GB g 200 GR ESX1 6.0 or later (WM version 11 or later)
Extralarge G4 GB 16 200 GB ESX1 6.0 or later (WM version 11 or laten)

An NSX Edge node that 1s deployed as a VM runs on ESXIhost hypenvisors:
For an NSX Edge node WM deployment, the following sizes are avallable:
#  The smal appliance Is for proof-of-concept deployments.

=  The medium size Is sultable when only L2 through L4 features, such as NAT, routing, and L4
firewall, are required and the total throughput requirement is less than 2 Gbps.

=  The large size 15 sultable when onty L2 through L4 features, such as NAT, routing, and L4
firewall, are required and the total throughput 1s 2 through 10 Gbps.

= The exira large size Is sultable when the total throughput reguired 1s multiple Gbps for WPN
and north-south Malware Detection.

For additional Information, see NSX 4.0 instalfation Guide at
https:/ /docs.vimware. comy/en/VMware-NSX /4. 0/installation/GUID-3EOC4CEC-D593-4395-
B84C4-150C0D6285963 himi.
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5-28 Prerequisites for Deploying the NSX
Edge Node VM

For deploying an MSX Edge node In the WM form factor, the following prereguistes must be
catisfiad:

«  The supported deployment media are OV A, OVF, 1SO, and preboot execution envircnment
(PXE).

Y¥ou can only deploy the NSX Edge node VM on an ESXI hypervisor.

IT using PXE, the password for root and admin users must be encrypted with SHA-512.
The host name must not contain iInvalid characters.

= Youcannot remove or replace VMware Tools on the NSX Edge node WML

«  Thereqgured ports and protocals misst be open

= Al the edge nodes In an edge cluster should use the same NTP service.

For DPDK support, the underlaying platform must meet the following reguirements:
«  CPU must have AESNI capablity.

= CPU must have 1 GB Huge Page support.

For more information, see NSX 4.0 Instalotion Guide at https:/ /docs vmware.comy/en/VMware-
MNSX/4.0/instalation,/GUID-3EQCACEC-D593-4395-84C4-150C 06285963 htrml.

For information about the required ports and protocols, see VMware Ports and Protocols at
https:/ fports.esp vmware com/home/NS X,
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5-29 Deployment Considerations for NSX
Edge Node VM Interfaces

An edge node deployment reguires vanous Interface types and assignments:
« |n the vEphare virtual switch, you must allocate at least two ports fior the NSX Edge node.

=  The first interface must be defined for management access (eth() by using one NSX Edge
WM wiNIC.

=  The other four Interfaces are datapath Interfaces (fp-ethX) and are dedicated for overiay
tunnelng and uplink connections by using the remaining vNICs.

ESME

WarsEsinEil wriel

It Tiie

VESor VDS

Edge node WM deployment requires spedfic interface assignments:
=  The first interface of the deployment must be assioned to a mansgement Interface.

= Other nterfaces must be assigned to the datapath process that creates the overlay or
WLAN-based N-WDS.

From N5X-T Data Center 3.2.1, you can use up to four datapath interfaces {fp-ethx) for
greenfield deployments. For brownfield deployments upgraded to NSX-T Data Center 3.2.1, you
can redeploy the NSX Edge nodes If you need four interfaces for datapath as stated in the
VWMware NSX-T Data Center 3.2.1 Release Motes at https://docs.vmware.com/en/VMware-
NS/ 3.2 mfvmware-nsxt-data-center-321-release-notes/index. himl
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5-30 Deploying the NSX Edge Node VM with
Multiple N-VDS

An edge node VM with multiple N-VDS has the following characteristics:
=  Five vNICs are avallable on the VM.

= The first internal nterface s dedicated for management (ethO).

=  Theremaining Interfaces are allocated for the datapath module (fp-ethX).
=  Connectivity to VSS and VDS is supported in the hypervisors.

= Multiple N-VDS exist on the edge for overlay and VLAN uplink traffic.

ESXi

Management wich
Matwehr

Cverlay
NADS

WSS or VDS
I yminic ' ymnicl
les=1 =y
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The fp-ethx Interfaces can be assigned to overlay or external VLAN traffic.
Each N-VDI5 In the edge node can have Its own teaming policy.
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5-31 Deploying the NSX Edge Node VM with
a Single N-VDS

An edge node VM with single N-VDS has the following characteristics:

=  Single N-VDS in the VM edge node.

= [t carmes both overlay and VLAN uplink traffic

= Two TEPs are conflgured to provide load balancing for the overlay traffic.
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Use the predefined uplink profie, nsx-edge-multiple-viteps-uplink-profile, to configure the edge

node VM with two TEPs. TEPs are mapped o each of the uplinks configured in the uplink profile
for the overlay traffic.

The ESXI TEP and the edoe node TEP IP addresses are In the same subnet.

A nameed teaming policy can be used for each VAN uplink traffic for better ioad balancing of
the traffic across the uplinks and override the default teaming policy.

This architecture aligns with the existing support for a single N-VDS in bare-metal edoge nodes.

197



5-32 NSX Edge Node VM Network Offloading
with SmartNICs

Like any other WM, you can achieve network offioading of NSX Edge traffic using the new
SmartNIC framework. To use this feature, enable Uniform Passthrough (UPT) mode In NSX

Edge.

NSX 4.0.1 Edge NSX 4.0.1 Edge
VMXNETE UPT Moda VMEXMNET3 UPT Mode
UPTvZ¥NIC @) Enabled UPTvZ wNIC @) Enabled

UrTv2 VF UPTw2 VF
{Passthrough Moda) (Passthrough Mode)

SmartMIC [/ DPU

(Slow Path/Software Fast Path)

MSX 4.01 Edge, usirg VMENET 2 UPTv2 yNICs, can work In passthrough mode while preserving
the functionaities of emulated vNICs such as vsphere vMotion,
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5-23 Reqguirements for the NSX Edge Bare-

Metal Node
The NSX Edge node can be Instalied on bare-metal hardware.
Form Factor Memory CPU Cores Disk DPDK CPU Requirements
Bare metal (minimum 32 GB a8 200GB  AES-NI

et i) 1 GB Huge FPage support

Bare metal (recommended 256 GB 24 200 GB AES-NI
requir nis) 1GB Huge FPage support

The N5X Edge bare metal supports only specific CPU types and has some NIC reguirements.

For a ist of reguiremients, see NSX 4.0 installotion Guide at
https:/ fdocs vmware comy/en/VMware-NSX /4.0 installation/GUID-3E0CACEC-D593-4395-
B84C4-150CD6285963 . hitmi.

IF the hardware Is not isted, the storage, video adapter, or motherboard components might not

work on the N5X Edoe node.
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5-34  Prerequisites for Deploying the NSX
Edge Bare-Metal Node

For deploying an MSX Edge node In the bare-metal form factor, the following prerequisites must
be =atisfied:

= Theonly supported deployment media is 1ISC elther with or without the preboot execution
environment (PXE).

=  The bare-metal form factor has specific hardware requirements.

« [fusing PXE, the password for root and admin users must be encrypted with SHA-512.
=  The host name must not contaln invalld characters.

«  Thereqgured ports and protocals misst be open

= Al the edge nodes In an edge cluster should use the same NTP service.

For more information, see NSX 4.0 Instalotion Guide at https:/ /docs vmware.comy/en/VMware-
MNSX/4.0/instalation,/GUID-3EQCACEC-D593-4395-84C4-150C 06285963 htrml.

For information about the required ports and protocols, see VMware Ports and Protocols at
https:/ fports.esp vmware com/home/NS X,

5-35 Deployment Methods for NSX Edge
Nodes

The following ways are avallable to deploy an edge node In the VM form factor:
= Use the NSX UL

« Deploy an OVF template in vCenter.

s Us=e the OVF tool command-ine utility.

»  Usean iSO fie and a PXE server to automate the network configuration
For the bare-metal form factor, an IS0 flle Is used for the installation:

s  Youcan use a PXE server to automate the network conflgurations.

200



5-36 Deploying NSX Edge Nodes from the
NSX Ul (1)

%ou can deploy edge transport nodes directly from the NSX Ul by navigating to System >
Fabric = Nodes > Edge Transport Nodes.
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In the WN5X U select System > Fabric > Nodes and click the Edge Transport Nodes tz2b to add
an edge WM.

0On the Name and Description page of the Add Edge VM wizard, configure the following
sattings:

= Name
«  Host name/FQDN
=  Form factor

¥ou can also select the resource reservation (CPU, memory, and shares) during the NSX Edge
deployment
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5-37

NSX Ul (2)

The datapath interfaces are defined when adding the edge transport node:
+  Thenumber of TEP Interfaces s based on the Uplink Profiie selection.
= An MNSX Edge node can belong to one overiay network and miultipis VL AN transport zones.
=  An MNSX Edge node must belong to at least one VLAN transport zone to provide updink

dCCess.

=  The uphnk profile determnes the number of uplinks.
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Deploying NSX Edge Nodes from the

All nonmanagement inks on the edge node are used for the uplinks and tunnels.
In the example, one wplink s used for the tunnel endpoint (overiay network), and another uplink

1s used for the external physical network (VLAN).

During the N-VDE creation, the uplinks can be individually assignad per N-VDS. The uplink
profiies (single-nic-uplink-profile In the diagram) determine the number of uplink Interfaces.

¥ou can modfy the datapath Interfaces [ater by editing the edge transport nodes.
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5-38 Deploying NSX Edge Nodes from
vCenter

You can deploy NSX Edge nodes In the wSphere Client from an OWVF template.

2
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The NSX Edge nodes can be installed or deployed using varkous methods. If you prefer an
interactive aedge Instaliation, you can use a Ul-based VM management tool, such as the vSphere
Chent connected to vCenter.

The mage shows the option to deploy through vCenter or the vSphere Client. A wizard guides
yol through the steps so that you can provide the reguired details.

This process does not register the NSX Edge node with the management plane. Additional
command-ine operations are required.
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5-39 Using PXE to Deploy NSX Edge Nodes
from an ISO File

By using PXE, the networking settings, such as IP address, gateway, network mask, NTP, and
DNE, are automatically configured.

The PXE boot process mcludes several components, Including DHCP, HTTP, and TF TP sarvers.
PXE Client A

PXE Client B

This operation automates the Installation process. You can preconfigure the deployment with all
the required network settings for the appliance.

The password for root and admin users must be encrypted with SHA-512.

The preboot execution environment (FXE) boot can also be used to install NS5X Edge nodes on
a bare-metal platform.

The PXE method supports only the NSX Edoe node deployment. it does not support NSX
Manager deployments.
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40 Instaling NSX Edge on Bare Metal

To install NSX Edage on bare metal wsing an 150 file:

1. Verliy that the systemn BIOS mode s set to Legacy BIOS.
2. Create a bootable disk with the N5X Edge 150 file on It
3. Boot the physical machine from the disk.

4. Select Automated Install.

HZK Edpe PRSWETIS

Press ENTER bt bool or TR (o edit & e enticyg

Manial Installaticn 1s also avalable when you Install NSX Edoge nodes on a bare-metal server,

After the listed reguirements are vernfad, the installation process should start automatically from
the Installation meda.

After the bootup and power-on processas are compiete, the system requests an IP address
{manual or DHCP).

By default, the following credentials are used:
* Root login password: vimware
s  Password: default

Further setup procedures include enabling the interfaces and joining the edge node to the
managemant plane.

¥ou can use PXE to automate the network configuration Installation
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5-41 Joining NSX Edge Bare Metal with the
Management Plane

Instaling the MSX Edge node by any method other than the NSX Ul does not automaticaly jon
MSX Edge to the management plane

Tojoin an NSX Edge node with the management plane:
1. Openan S5H session to the NSX Manager appliance and refrizve the SSL thumbprint by

entering get c=rtificate api thumbrrint atthe command prompt
2. Open an S55H session to the edge node andrun the jocin management-plane
command.

jalh HaiagsREnt-plaha
MTebn R EfplpE BRSNS 07 &

I gk mansgecs

The manual Instaliztion of NSX Edge nodes does not Include an automated procedure to ensure
that the managemsant plane sees edoe nodes as avalable resources.

You must Join NSX Edge with the management plane s that they can communicate with each
other.

Joining NSX Edge nodes (o the management plane ensuras that the edoge nodes are avallabie
from the management plans as managed nodes.

First, you must verify that yvou have administration privilieges to access NSX Edge nodes and the
MSX UL Then yvou can use the CLI to join the NSX Edge nodes (o the management plane.
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5-42 Verifying the Edge Transport Node
Status

In the NSX UL navigate to System > Fabric > Nodes > Edge Transport Nodes to verify the
nodes status and configuration state.
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in the N5X LI, select System > Fabric > Nodes and click the Edge Transport Nodes tab to view
the status of the edge nodes known by MN5X Manager or the management plane.

The Edge Transport Nodes tab lists the following categories:
=  Configuration state

«  MNode status

= NNVDS

= NSX version

Chcking the information lcon next to the node status provides additional information about the
reasons for a given status.

Chcking the number of N-VDS gives information about the attached transport zones.
[F you want to venfy the datapath Interfaces, click Edit on the given edge transport node.
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5-43 Changing the NSX Edge VM Resource
Reservations

You can change the WM resource reservation for the NSX Edge WMs deployed by using NSX
Manzger. Navigate to Actions > Change Edge VM Resource Reservations.
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To change the N5SX Edae WM resource reservations:

1.  Chck Change Edge VM Resource Reservations (o access the reservations for the selected
MSX Edge node.

2. Sglect the reservations to be changed:
— CPU Reservation Priority
—  Memory Reservation (%)
— CPU Reservation (MHz)
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5-44  Changing Node Settings

Select Change Node Settings from the Actlons menu to modify the NSX Edge node setings.
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To change the N5X Edge node settings:
1. Chck Change Mode Settings to access the settings for the selected NSX Edoe node.
2. Select the settings to be changed:

— Host name/FGQDN

— Search Domain Names

— Allow 55H Login

— DNS Servers

— NTP Servers

—  UPT Mode
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5-45 Enabling UPT Mode on NSX Edge Node

VMs

¥ou enable the Uniform Passthrough (UPT) mode on an NSX Edge VM during Edge node

satting configuration
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¥ou enable the Uniform Passthrough (UPT) mode on an NSX Edge node to Improve overall
system performance and redece [atency.

Chanoing the NSX Edge UPT mode on a production NSX Edge node affects services.
The NSX Edge UPT mode setting will only be applicabie when:
= At least one of the host's datapath Interfaces s SmartMiC-enabled.

s Thewvsphere supported hardware s version 20 orf |later.
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5-46 Postdeployment Verification Checklist

After deployment, you can verify the connectivity of the NSX Edge nodes In several ways:

¥ If you enabled SSH. vernfy that you can use S5H 1o access the newly deployved edge nodes.
¥ Verlfy that you can ping your N5X Edge node,

¥ Verlfy that the NSX Edge nodes can ping thelr corresponding default gateway.

¥

Verlfy that the N5SX Edge nodes can ping the hypervisor hasts that are In the same netwaork
as the NSX Edge nodes.

¥ Verlfy that the NSX Edge nodes can reach thelr configured DNS server and NTP server.
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5-47 Creating an NSX Edge Cluster

You can deploy an NSX Edge cluster from the NSX Ul by navigating to System > Fabric =
MNodes = Edge Clusters.

Y ou might want to create an NSX Edge cluster for the following reasons:

s  Having a multinode cluster of NSX Edoge nodes ensures that at least one NSX Edoe node 1s
always avaliable.

s An NSX BEdoe cluster s reguired to confiaure Tier-0 gateway's uplinks and enable stateful
seryices such as MAT, load balancer, and s0 on.

To configure an NSX Edge cluster:
1.  Chck +ADD EDGE CLUSTER to start the process for creating an NSX Edge cluster.

2. Sefect a predefined NSX Edoe cluster proflle or select nsx-defauit-edge-high-avallability -
profile, which Is the default profile.

3. Include N5SX Edge node members In the NSX Edge cluster.
An MNSX Edge transport node can be added to onfy omne NSX Edge cluster.
After creating the NSX Edge cluster, you can later edit it to add NSX Edge nodes.
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5-48 Lab 6: Deploying and Configuring NSX
Edge Nodes

Deploy NSX Edge nodes and configure them as transport nodes:
1. Prepare for the Lab

2. Deploy Two NSX Edge Nodes

3. Configure an Edge Cluster

5-49 Review of Learner Objectives

= Explain the main functions and features of the NSX Edge node
= [Describe the functions of the NSX Edoe cluster

= |dentify the NSX Edge node form factors and sizing options

=  [Describe the different NSX Edoe node deployment methods
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5-50 Lesson 3: Configuring Tier-O and Tier-1
Gateways

5-51  Learner Objectives

= [Describe how to conflgure a Tier-1 gateway
= Explain how to configure a Tler-0 gateway
+  Test end-to-end connectivity provided by Tier-0 and Tier-1 gateways
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5-52 Gateway Configuration Tasks

To achieve full network connectivity, you must configure the following components:

Moom e Qo o

Create the Tier-1 gateway and Its segments.

Connect the segments to the Tier-1 gateway.

Create uplink segments.

Create the Tier-0 gateway and define the uplink connections.
Configure static or dynamic routing on the Tier-0 gateway.
Configure the connectivity between the Tier-0 and Tler-1 gateways.
Enabie route advertisement and redistribution

‘ ‘Uplmk Segments
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Depending on the environment, the order of the configuration tasks can vary. Sometimes you
might want to create the Tier-0 gateway before the Tier-1 gateway.

Before configuring the Tier-1and Tier-0 gataways, verify the following settings:
=  Your NSX management cluster 1s stable.

=  Atleast one NSX Edge node s Installed.

=  An MNSX Edge cluster s configured.

The gateways are not automatically connected to each other during the creation process. The
managemeant plane cannot determine which Tler-1instance should connect to which Tier-0
Instance. You must manually connect the gateways after thelr creation.

After you manually connect these instances, the management plane programs the routes In
these Instances to establish connectivity between tiers.

5-53 Creating the Tier-1 Gateway

Create a Tier-1 gateway by navigaiing to Networking > Connectivity = Tler-1 Gateways.

Ter-1 Gateways
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Select the Distributed Only HA mode IF you are not planning to use any stateful services on the
Tier-1 gateway.

In the Distributed Only HA mode, no edge cluster I1s required for the Tier-1 gateway. No SR Is
created for the Tier-1 gateway {only the DR component Is created). This method saves
resources and protects from unintended hairpinning of traffic over the edge nodes.
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In the Active Standby HA mode, traffic 15 processaed by the active Tier-1 gateway member. The
standby memioer only takes over the traffic If the active member falls.

In the Active Active HA mode, If the Tier-1 gateway s connected to a Tier-0 gateway with
stateful services, the Tier-1 gateway also supports stateful services.

For Active Standby and Active Active HA modes, an edge cluster Is required to provide the
resources for stateful services.

5-54 Connecting Segments to the Tier-1
Gateway

Connect segments to the Tier-1 gateway by navigating to Networking > Connectivity >
Segments > NSX.

ssgmont

27



5-55 Using Network Topology to Validate the
Tier-1 Gateway Configuration

The topology diagram shows the segments connected to THGW-01 and s subnets.
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Pointing to an entity highlights the path to the root, for example, VM or segment or Tier-1
gateway.

IT the magnification lewval 1= lecs than 1, then the entity names are not displayed in the topology
diagram

Chcking an entity opens the side panel with more detalls per entity type. An entity might be a
WM, a segment, or gateway's,
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5-56 Testing East-West Connectivity

Whis on various subnets (segments) attached 1o the Tier-1 gateway can reach each other.

Tler-1
Galaway
77,1530 1

—ht-t-
}

][]

Segments (Tenant Metworks)

The Tier-1 gateway Is created and the Interfaces for varkous logical networks are configured.
You can verify the east-west connectivity In the tenant environment
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5-57 Creating the Uplink Segments

Create the uplnk segments that are associated with the Tier-O gateway uplinks.
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Each Tier-0 gateway can have multiple uplink connections, depending on the requirements and
the actual configuration.

In the example, two different segments are configured to connect the Tier-0 gateway uping
Interfaces.
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5-58 Creating the Tier-O Gateway (1)

Create a Tier-0 gateway by navigating to Networking = Connectivity > Tler-0 Gateways.

e K - 1 Ty

Tier-0 Gateways

67 Tl Rty TE G I 8 e e Py el i

(L e Ta o s TR BN

Ty "

WITE -

-\""\-...

Fluiibes T < v arirgErm)
acthr e o s e
a2t

(R0

Enable stateful services for Active Active HA mode If you need the Tier-0 gateway to support
saryices that need connection state tracking. Turn off stateful services If you want to run only

stateless services,




5-59 Creating the Tier-O Gateway (2)

Configure the Tier-0 gateway Interfaces to associate with the previously created uplink:
sSEegments.
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After Tier-0 1s created, you can set up the interfaces.

5-60 Configuring Routing

Configure static or dynamic routing to the remote netwarks by editing the Tier-0 gateway.
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¥ou can configure a static or dynamic route to remote networks. BGP 15 the dynamic routing
protocol enabled by default.

BGP and OSPF routing protocols can be active at the same time but for simplicity, you must
disable BGP before enabiing the OSPF dynamic routing protocol
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5-61 Connecting the Tier-1and Tier-0O
Gateways

Connect the Tier-1 gateway to the Tier-0 gateway by navigating to Networking > Connectivity
= Tler-1 Gateways and editing the Tier-1 gateway.
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Edit the Ter-1 gateway to connect 1t to the desired Tier-0 gateway to provide north-south
redting and access to external networks.
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5-627 Enabling Route Advertisement in the
Tier-1 Gateway

Enable route advertisement on the Tier-1 gateway for tenant networks to be propagated to the
Tier-0 gateway.
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sing route advertisement ensures that the networks defined for tenant segments are available
for the connected Tier-0 gateway, which can advertise them with the preferred dynamic routing

protocol.
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5-63 Configuring Route Redistribution on the
Tier-O Gateway

Configure route redistribution on the Tier-0 gateway to redistricute learned routes to the
upstream routers.

Mavigate to Networking > Connectivity > Tier-0 Gateway and adit the Tier-0 gateway to
conflgure route redistribution.

BGP and OSPF are the supported destination protocols.

IT only static routes are usaed In your environmeant, you do not have to configure route
redistribution in Tier-0 gateways.

Redistribution into OSPF happens with the following considerations:

» Routes are redistributed as OSPF E2 route type (M2 In MSS5A areas)y
« Redstribution of OSPF ETroutes (N1 In NSSA areas) s not supported.
«  The OSPF cost of the redistributed routes Is always 20.
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5-64 Using Network Topology to Validate the
Tier-O Gateway Configuration

Metwork Topology shows the Tier-0 gateway connected to the Tier-1 gateway and thelr
network subnets.

p g B demw [T

The topclogy dlagram shows the IP addresses, such as uplink IPs, router ink 1Ps, and Interface
IPs, between the NSX objects based on the magnification lewvel,

If the magnification level Is less than 1, then the entlty names do ot appear In the topology
diagram
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5-65 Testing North-South Connectivity

Wihis on the tenant networks can communicate with external workloads.

In the diagram and the command output, the sa-web-01 (172.16.10.11 WM can ping the Tier-0
gateway (192.168.100.2) and the upstream physical router (192.168.100.1), assuming that routing
Is configured on the physical router.

sa-web-01 can also ping a remote WM 172.20.10.80.

Complete north-south connectivity B now established.
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5-66 Lab 7: Configuring the Tier-1 Gateway

Create and configure a Teer-1 gateway for east-west L3 connectivity:
Prepare for the Lab
Create a Tier-1 Gateway

2
3. Connect Segments to the Tier-1 Gateway

4. Use Network Topology to Validate the Tier-1 Gateway Conflguration
5. Test East-West L3 Connectivity

5-6/7 Review of Learner Objectives

« [Descripe how to configure a Tier-1 gateway
=  Explain how to configure a Tler-O gateway
=  Test end-to-end connectivity provided by Tier-0 and Tier-1 gateways
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5-68 Lesson 4: Configuring Static and Dynamic

Routing

5-69 Learner Objectives

= [istinguish between static and dynamic routing
= Configure static routes on the Ter-0 gateway
=  Configure BGP on the Tier-0 gateway

=  Configure OSPFE on the Tier-0 gateway
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5-/70 Static and Dynamic Routing

Static routing:

= Siatic route configuration s a manual procedure performed by administrators.

=  The conflguration process enables fine-tuning of route selection,

+ Route changes cannot be made dynamically.

= | Imited scalabiity 1s because of administrative overhead.

=  Fallover planning 1s possible:
—  Metwork administrators must design and account for all network fallure scenarios.
— Route redundancy must be configured manually.

Dhwnamic routing:

= [Dwnamic route configuration enables gateways to exchange Information about the network.

=  Routing protocols are used to dynamically obtain routes to access the networks.

=  Routers inform nelghbor gateways when a network change occurs.

Cwnamic routing protocol categofies:

= ntenor Gateway Protocols (1GPs): These protocols are used for routing In a single routing
domain under the administration of a single organization. Some 1GP routing protocols are
RIP, EIGRP, OSPF, and I5-15.

=  Exterior Gateway Protocols (EGPs): These protocols are used to establish network
connectivity between autonomous systems (AS) run by different organizations. BGP
protocol s an example of an EGP.

MSX Implements Border Gateway Protocol (BGP) and Cpen Shortest Path First (O5PFL
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5-71 Tier-0 Gateway Routing Configurations
(1

The Tier-0 gateway supports the following routing conflgurations:

= Static routing toward upstream physical gateways

=  Dynamic routing using Border Gateway Protocol (BGPY:
— Extemnal BGP (eBGP) sessions with peers in a different autonomous system (AS)
— Internal BGP (IBGP) sessions with peers in the same AS

Physical
Routers

AS 200 AS 200

eBGP |  eBGP™_ _~eBGP

AS 100

Edge Node 1 Edge Node 2

In the diagram, external BGP (eBGP) Is used to establish neighbor relationships between Tier-0
and upstream physical gateways with different AS network prefixes that are exchanged
between the Border Gateway Protocel {(BGP) peers.

The BGP dynamic nelghbor enables peering to a group of remote neighbors.
BGP supports 4-byte autonomous system number (ASN)

The Teer-0 gateway BGP topology should be conflgured with redundancy and symmetry
between the Tier-0 gateways and the extemal peers.
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5-72 Tier-0 Gateway Routing Configurations
(2)

Tier-0 gateways also support dynamic routing configurations using Cpen Shortest Path First
[OSPFy:

=  DSPF over point-to-point networks
«  OSPF over broadcast networks

Physical
Routers

L P

-

&
OSPF DSF’I-:"‘“H__ __‘_Jf’ﬁSFF ‘ OSPF

Edge Cluster

Edge Node 1 Edge Node 2

Open Shortest Path First (OSPF) s avallable since NSX-T Data Center 3.1.1
In the diagram, OSPF estabishes adjacencies between Tier-0 and upstream physical gateway's.
OSPF adjacencies have the foliowing characteristics:

= OSPF 15 a link state routing protocol, and OSPF estabiishes and maintains melghbor
relaticnships for exchangirg routing updates with other routers.

s Two OSPF routers are nelighbors If they are members of the same subnet and share the
came area |D, subnet mask, tmers, and authentication.

s Setting a password Is optional. Authentication methods can be MDS hashing or clear text
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These adjacenclies can be established over broadcast networks or point-to-point networks.

Broadcast and point-to-point networks are defined as follows:

= Broadcast networks support multipke routers connected to the same network. A single
broadcast packet can reach all the attached routers. The Ethernet protocol Is an example of

a broadcast network.

= Point-to-point networks are networks that only Join 3 single pair of routers. They are

typically seen on WAN links.

5-732 Configuring Static Routes on a Tier-0O

Gateway (1)

You can configure static routes in the ROUTING =section of the Tier-0 gateway.

T Tl @iy
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5-74  Configuring Static Routes on a Tier-0O
Gateway (2)

%ou can add one or multiple static routes and configure the next hops.
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5-75 Configuring Dynamic Routing with BGP
on Tier-0O Gateways (1)

To configure dynamic routing, you can configure BGP In the BGP section of the Tier-O gateway.

Tier- 0 Gateways
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BGP Is enabled by default on Tier-0 gateways. You must set the local AS and configure the
BGP nelghbors.

You can also configure the following advanced BGP settings:;

» |nter-SR routing so Service Routers (SRs) components exchange routing information
through IBGP In the same Tler-0 gateway.

=  Multipath Relax to enable ECMP across different nelghboring ASNs If all other BGP
attricutes are equal

»  Route advertisement filtering using:

— [P prefix lists to define the networks with subnet masks that are permitted or denled
based on a match condition

—  Community lists to specify the BGP communities allowed. A community s a BGP
attricute that can be used to tag a specific set of routes that share common properties.

— Route maps Include a seguence of IP prefix lists or community sts with an associated
action to filter or modify the routes advertised. When a match occurs, the gateway
performs the action and stops scanning the rest of the route map.
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5-7/6 Configuring Dynamic Routing with BGP
on Tier-0O Gateways (2)

Y¥ou can configure BGP nelghbors by adding their AS number, IP addresses, and source
addresses.

Sel BGP Neighbors
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You can also configure the following advanced BGP settings:;

= Bidirectional Forwarding Detection (BFD) 1s an end-to-end protocol that can detect
forwarding path fallures.

»  Enable Allowas-in to prevent BGP process from dropping the routes recelved thal contain
the same AS as the one defined In the Tier-C gateway. Do not enable unless reguired
because the default BGP configuration designed to avold loops might break.

»  Graceful Restart can ellminate or reguce the disruption of traffic associated with routes
learned from a BGP neighbor when a control plane fallover occurs. The default mode is

Helper Only.
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5-77 Verifying the BGP Configuration of the

Tier-O Gateways

You venfy the BGP Connectiity Status for each nelghbor.

Sat BGP Neghbors
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You can also use the get bgp neighbor summary nsxclcommand to verify that the
BGP nelghbor state is established.
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5-78 BGP Route Aggregation

Route aggregation 1s a BGP feature that allows the aggregation of specific routes INto one route:
+  Reduces the size of the routing tables

=  Reduces the number of advertised routes

+  Arcelerates the best path calculation

150, 1281009
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eBGP Route
Advertisement

RZ isa the aggrogated routs

150.0.0.0/8 1t R4

The agaregated routes can be received from different AS.

238



5-79 Configuring Route Aggregation with BGP

Route aggregation can be configured In the BGP section of the Tier-0 gateway.

Tier-0 Gatewinys
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5-80 Configuring Dynamic Routing with OSPF
on Tier-0O Gateways (1)

COSPF 15 not enabled by default In the Tier-0 gateway conflguration. it must be enabled before
satting any parameter.

Tier-0 Gateways
| AN LATTWAS |
ey

WA i (D) na il T Cabamsgs sarT Lz

¥ INFERFACES Enable DSPF g3 ihe
» EENITNeG ] Routirg
Protocol

The OSPF protocol 1s not enabled by default when creating a Tier-0 gateway.
Tum an the OSPF toggle to enable O5PF.
O5SPF Router-ID cannot be manually configured In the UL It s automatically populated.

Enable OSPF Graceful Restart to keep sending traffic if a control plane falover occursina ToR
router
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5-81 Configuring Dynamic Routing with OSPF
on Tier-0O Gateways (2)

You configure the area for the Tier-0 gateway.
Set Area Defimition

Adiiherticollon can = =

Bo norg; MO, or

An OSPF network 1s divided Into areas that are the logical groupings of hosts and networks:
»  O5PF routers inan area have the same detalled topology fior onby thelr own area

= An area border router (ABR) s the OSPF boundary between two areas.

= |na single-area OSPF, any area can be used. Area O ks not required.

=  The Ter-0 gateways do not have ABR functionality currently.

= Al Inter-area traffic traverses area 0, preventing routing loops.

NSX supports the following OSPF area types:

» Standard Area Monbackbone area that must be connected to a backbone area using an
Area Border Router (ABR).

» Hackbone Area Must be designed while considering redundancy and cannot be partitioned.
Thi= area has knowledge of the entire topology. Inter-area traffic must fiow through this area.

»  Not-so-Stubby Area (NSSAY: Blocks external routes from other areas {inter-area) but can
import external routes type-2 from other AS.

Stub Areas, Totally Stubby Areas, and Virtual links to connect areas to the Backbone Area
throwgh nonbackbone areas are not supported In NSX.

Folow these critera when configuring the areas in Tier-0 gateways:

=  Area Definition supports only one area per Tier-0 gateway.

= Area D must be elther a single number (0} or use dotted format (0.0.0.0)
= Area type can be Normal (Standard or Backbone) or NSSA.

= Authentication ts optional and can be configured using MDS (hashing) or Password (plain text).
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5-82 Configuring Dynamic Routing with OSPF
on Tier-0O Gateways (3)

Configure the Tier-0 gateway Interfaces that will form OSPF adlacenclies.

Set QSPF Configurad Ihferfaces

You must folflow these criteria when configuring OSPF In the Interfaces;

=  ¥ou can configure a maximum of two uplink interfaces in OSPF per edoe node.
= The twao Interfaces on the NSX Edge node must be In the same area.

=  ¥ou can configure BFD on the OSPF-enabled Interfaces.

=  The BFD Hello Interval supports a minimum value of 500 millseconds for an interface
confligured In an edge VM and 50 millseconds for an interface configured on bare-metal
edges. Dead interval minimum values are 1500 millseconds for edge WM and 150
milisecaonds for bare-metal edges.
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5-83 Verifying OSPF Configuration of the Tier-
O Gateways

You verfy the OSPF Melghbors State.

QEFF Nelghbors

Ll

\erify thie Masghbor L

State s Full

You can also use the get o3pf neighbor msxcl command to verify that the OSPFE
adiacencles are established.
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5-84 OSPF Route Summarization

You must use route summarization in large-scale environments for the following reasons:
+  Reduce the Link State Advertisement (LSA) flooding
#  Preserve CPU and memory resources

=  Ease troubleshooting

Physical Physlcal
Router 1 Routar &
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Tier-1 Tier-1
Gateway Gataway

10.1.1.0/25 IIDI..l'.J!BJ"?!"

Link State Advertisernents (LSAS) are the messaging system used In GSPF routing protocch
s [ SAs are exchanged between routers.

+ [ SAscontain informaticn regarding OSPEF Inks and their status.

=  [fferent types of LSA exist depending on the type of iInformation exchanged.

s [ SAsarestored In a local Link State Database (LSDE) In each OSPF router.

The diagram displays:

=  Network 10.11.0/24 can be advertised as a summary route for both /25 Tier-1 gateway
segments.

s  ThelSA for the summary route Is advertised as a type 5 LSA. These L5A types are used
o Inform about redistributed routes from other routing protocols including static routes. The
summarized route 1s advertised as an OSPF extarnal route of type-2 (M EZ).
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5-85 Configuring Route Summarization with
OSPF

Set Route Summarization in the OSPE saction to define the summarzed networks.

T i Fanleai — =
Setl Route Summarization
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5-86 Lab 8: Creating and Configuring a Tier-0
Gateway with OSPF

Create a Tier-0 gateway and use OSPF to configure the north-scuth end-to-end connectivity:
Prepare for the Lab

Create an Uplink Segment

Create a Twier-0 Gateway

Cennect the Tier-0 and Ther-1 Gateways

Lse Metwork Topology to Valdate the Ter-0 Gateway Configuration

Test the End-to-End Conneclivity

R
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5-87 Lab 9: Configuring the Tier-O Gateway
with BGP

Create a Tier-0 gateway and use BGP to configure the narth-south end-to-end connectivity:
1. Prepare for the Lab

2. Create an Uplink Segment

3. Create a Tier-0 Gateway

4 Connect the Tier-0 and Tier-1 Gateways

5. Use Network Topology to Validate the Tier-O Gateway Configuration
6. Test the End-to-End Connectivity

5-88 Review of Learner Objectives

Distinguish between static and dynamic routing

Configure static rautes on the Ter-0 gateway

Configure BGP on the Tier-0 gateway

Configure OSPF on the Tier-0 gateway
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5-89 Lesson 5: ECMP and High Availability

5-90 Learner Objectives

=  Explain the purpose of ECMP routing

s Use the NSX Ul to configure ECMP routing

=  |dentify the active-active and active-standby modes for high avallabiity
« Recognize fallure conditions and expiain the fallover process
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5-91  About Equal-Cost Multipath Routing

Equal-cost multipath (ECMP) routing has several features and functions:

+  ECMP routing Increases the north-south communication bandwidth by combining multiple
Uphnks.

=  ECMP routing performs traffic load balancing.

=  ECMP routing prowvides fault tolerance for falled paths.
= A maximum of elght ECMP paths are supported.

= ECMP hashing is based on a 5-tuple algorithm,

=  ECMP routing Is avallable for Tier-O ogateway uplinks.

Physical Routers

i Edge

[ ——
[ ELE o

r‘.||'||::|: ._'

Edge Cluster

ECMP hashing is based on a 5-tuple algortthm that uses source [P address, destination IP
address, sowrce port, destination port, and IP protocol. This method allows a better distribution
of the traffic across all the availiable paths.
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5-92 Enabling ECMP in BGP

ECMP 1= enabled by default on Tier-0 gateways when Border Gateway Protocol (BGP) s
enabled. ECMP can be disabled in the BGP section on the Tier-0 Gateway configuration page.

........

: B(B}8

5-93 Enabling ECMP in OSPF

ECMP Is enabled by default on Tier-0 gateways when Open Shortest Path Protocol (OSPFR) s
enabled. ECMP can be disabled in the OSPF section on the Tier-0 Gateway configuration page.

" i imag ilvwien

IT g e e i T byerares

When configuring ECMP In OSPF, a maximum of two uplink interfaces can be enabled per edge
node.
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5-94  About High Availability

Y ou can configure high avalabiiity on the gateways for redundancy.
High avaliability can be conflgured In the folliowing modes:
= Active-active:
— Al the edge nodes are active and run the gateway semvices simultanecusly.
—  The workload Is distributed between all nodes to prevent overloading one single node.
= Active-standby:
— e edge node Is active, and one edge node remains on standby.
— The standby node takes over when the active node becomes unavallable.

Grouping edge nodes offers the benefits of high avallability for edge node services. The service
router runs on an edge node and has two modes of operation: active-active or active-standby.

The active-active mode Is offered on MSX Edge and has the following characterstics:
= | pgical routing Is active on more than one NSX Edge node at a time,

= Active-active mode 15 stateless by default. In stateless mode, no tracking tables are kept
with the state of connections and services.

=  From NSX 4.0, when creating a Tier-0 or a Tier-1 the high avallabiity mode can be
configured to stateful active-active If yvou are planning to host stateful services ke MNAT.

The active-standby mode s also offered on NSX Edge and has the following charactenstics:
= | pgical routing 1s active on only one NSX Edge node at 2 time.

= The standby node takes over If the active member has a fallure.

= Active-standby mode can be configured on both Ter-0 and Tier-1 gateways.
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5-95 Active-Active HA Mode

The active-active mode Is the default high avalablity mode for Tier-0 gateways and provides:

= ECMP to load balance traffic across the different edoe nodes.

= | ogical routing services are active on more than one edge node at a time.

e NS¥ version 4.0.1 adds support for stateful services such as NAT In active-active HA mode,

Edge Node 1 Edge Node 2

Compute
Hypervisor

Active-active Is a high avallabiity mode where a gateway 1s hosted on more than one edge
node at a tme:

= |nthe active-active mode. traffic Is load-balanced across all members.

« For northbound traffic, the DR component sends traffic across the different active SR
Componants.
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« When one node falls, traffic 1s not disrupted but bandwidth B constrained.
= A gateway can span up to eight edge nodes to provide load balancing and redundancy.

Active-active mode 1s stateless by default. So, services such as NAT and stateful firewall cannot
be configured. Only routing and stateless services, such as reflexive NAT, are enabled.

MNSX version 4.0.1 supports stateful services such as NAT In stateful active-active mode by
pinning specific fiows to an indvidual NSX Edge node.

5-96 Active-Active Topology with BGP

Active-active HA mode topologies with BGP have the following characteristics:
=  BGP peering with physical routers s established in all SRs.
=  The DRs load balance traffic across all SRs.

Physical
Router

'___.::',T "x":-\_h
r .,
/ & Trallic o

Active
Tier-0
Gateway

Compute Hzl.rpervisur

In the active-active mode, all the SRs process the northbound and southbound traffic.
Traffic flow considerations:

= [nthedagram, DR sends traffic to both active SRs with IPs 169.254.0.2 and 169.254.03 In
the Transit Segment.

=  Routing deciston 1s not Influenced on BGP peers.
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5-97 Active-Active Topology with OSPF

Active-active HA mode topologies with OSPF have the following characteristics:
= (OSPF adlacencies with physical routers are established In alf SRs using the same cost.
= The DRs load balance traffic across all SRs.

Physical Topology

Physical Physical
Router 1 Router 2
Cogt 20 {__r,_-fx?w 20 I Cost 20
I* - " 1“!:::‘*
/#(ER
.\-l- = | Active = | Active
i Tier-0 Tier-0
5,254.0.0/25 U —. Gateway | Gateway
f'- | 1 [ N _‘-‘-‘_‘-\_"Iq x
| "/6;,_ | DR
[ t { T
N N
\ Y
Compute Hypervisor Edge Node 1 (EN1) Edge Node 2 (EN2)

For the Tier-0 gateway in an active-active configuration with OsPF:

= ECMP can be leveraged with the physical routers but a maximum of two uplink interfaces
can be enabled for OSPF per edge node.

=  An OSPF cost of 2015 announced by all Tier-0 gateways, Influencing the routing decision on
physical routers with equal cost paths.
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5-98 Active-Standby HA Mode

Active-standby 1s a high avaliability mode where a gateway Is operational on only 2 single edge
node at a time.,

The folowing centralized stateful services are provided In the active-standby mode:
+  Stateful Gateway Firewall
= PN

Active-standby 1s a high avaliability mode where a gateway Is operational on only 2 single edge
node at a time.,

In-the active-standby mode, an elected active member processes all traffic. If the active member
falls, a new member 1s elected to be active:

e Ther-0:

—  The active-standby SREs have different northbound [P addresses and have dynamic
routing sessions established on both links.

— Gateway state Is synchronized but does not actively forward traffic. Both SRs maintain
dynamic routing peering with the physical gateway.

- T!Ef'.T.'
—  The active-standby 5Rs have the same northbound I[P addresses.
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5-99 Active-Standby Topology with BGP

Active-standby HA mode topologles with BGP have the following characterstics:

Traffic flow considerations In the active-standby mode with BGP:

BEP peering Is still established on both SRs

The standby SR performs AS path prepending and does not forward traffic to the physical

routers.
The DR sends traffic to the active SR only.

Physical
Router

Traffic

Standby automatically

T e prepends local AS 3 times
o
57 A 65002~
SR SR
t t
- —_— |
l Active * / Standby
b Tier-0 EEI'U
169, 75400/ : Gateway ; ateway
Con S .L
: | Traffic ]
/??<DR DR T\‘DR
— | -
1(} }
Compute H';rpen.risur Edge Mode 1 (EN1) Edge Node 2 (EN2)

In-the diagram, 169.254.0.2/25 1s used on both active and standby SRs.
The standby SR transit segment interface 1s down for datapath traffic.
AS path prepending Influences BGER peer path selection so the standby SR 1s less prefermred

to recelve any traffic.

BGP peening over the standby path ensures optimal BGP route convergence time guring

faflover.
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5-100 Active-Standby Topology with OSPF

The standby Ther-0 uses a high O5PF cost to nfluence route selection on physical routers.

Physical Topology

Physical Physical
Router 1 Router 2
Cost <y I| Cost '-E““"‘H-»__ J—T’cf:;ﬁ: . Cost 65534
S W, o ¥
/f—#"ﬂ:‘é‘h t‘hn SR
- 4—) Active < | Standby
i Tier-0 l’ Tier-0
R EJ T} Gateway T Gateway
|/ L] |
W . DR _ DR —.. DR
\ xL;
Compute Hypervisor Edge Mode 1 (EN1} Edge Node 2 (EN2)

The Tier-0 gateway Is configured with two uplinks In an active-standby configuration
= Froman OS5PF standpcint, the standby Tler-0 Is active.

=  The standby Tier-0 uses the OSPF cost to Influence the routing decisions on the physical

routers.

+  The OSPF cost sent by the standoy Tier-0 1s always 65534, a hard-coded value that cannot

be adjusted.
= The route with the lowest value for cost Is chosen as the best southbound route.
=  The standoy SR transit segment Interface Is down for datapath traffic.
*  The DR sends traffic to the active SR only, using the active SR as the northbound route.
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5-101 Failover Detection Mechanisms

The fallover process uses the following mechanisms to check the connectivity between tlers:
=  Hidrectional Forwarding Detection (BFD: On the management and overlay netwaork
= [Dwynamic Routing Protocol (BGP or O5PF): On the uplinks

Dynamic Routing

Active
Tiar-0

Edge Cluster

Cyerlgy, Netwiork

Manngement Neswark
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5-102 About BFD

High avaliability uses BFD to detect forwarding path fallures.

BFD provides a low-overhead detection of faults evien on physical media that do not support
fatiure detection of any kind, such as Ethernet.

BFD keepalives are sent on both management and tunnel Interfaces.

Edoe Mode 2

Edge Cluster

Owerlay Network

Monpgemeant Neswark

BFD 15 a network protocol used to detect fauits between two forwarding engines connected by
alink. Fallures are detected per logical router. The conditions used to dedare an edge node as
down are the same In active-active and active-standiy high avallability modes.

To ensure uninterrupted routing of network traffic, the NSX Edge nodes exchange keepalive
messages, which are BFD sessions running between the nodes. The edge nodes In an edge
cluster exchange BFD keepalive on the management and tunnet Interfaces. When the standby
Tier-0 gateway falls to recalve keepalves on both management and tunnel Interfaces, it
announces itself as active.
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5-103 Failover Scenario with BFD

IT a standby gateway fals to recelve BFD keepalives on both management and tunnel Interfaces,
the gateway becomes active.

The BFD protocol provides fast detection of fallure for forwarding paths or forwarding engines,
Improving convergence. Edge VMs support BFD with a minimum BFD timer of 500 miflseconds
with three retries, providing 1.5 seconds fallure detection time. Bare-meatal edages support BFD

with a minimum BFD timer of 50 millsecands with three retries, which implies a 150 millseconds

fatlure-detection time.

250



5-104 Failover Scenario with Dynamic Routing

Dhwnamic routing peernng sessions are established on the uplinks with physlcal routers. IF an active
gateway loses all Its routing nelghbors and a standby gateway 15 avallable, the active gateway
steps down and becomes the standby gateway and the standby gateway 1s promoted to the
new active gateway.

Piige sl

Ewnamic Routing
o *

If an active gateway loses all Its dynamic routing peerngs and a2 standby gateway 1s configurad,
fallover occurs. An active SR on an edge node 15 declared down when all the dynamic routing
sessions on the peer S are dowr.

This scenaric Is only applicable on Tier-0 with dynamic routing.

BGP or OSPF 1= configured on the uplink between each NSX Edage node and the extenor
physical gateways.

Status 1s monitored dunng the dynamic routing keepalive exchanges.

The default BGP timers are a keepalive nterval of 60 seconds and the minimum time between
advertisements Is 30 seconds. The default OSPF tmers are a Hello Interval of 10 seconds and a
Dead interval of 40 saconds.

It all overlay tunneis to the compute hypendsors are down, the active edge node does not
recefve tunnel traffic from compute hypervisors. Then the standby edge node takes over.
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5-105 Failover Modes

You can select different fallover modes in active-standby HA mode:

=  Preemptive: If the preferred node falls and recovers, it takes over Its peer and becomes the
active node. The peer changes Its state to standby,

=  Non Preemptive: If the preferred node falls and recovers, It checks whether Its peer s
active. If the peer Is active, the preferred node stays In standby mode.

Vit <0 il sy

Fom Bciive Beandby B Foos, vl

0T o e

Preemptive and non-preempitive modes are used In a fallback scenano after a fallover ocours.
During the fallover, the standby node becomes active.

The falback happens when the node that falled becomes avallable again:

« | non-preemptive mode 1s configured, nothing happens.

s |f preemptive s configured, the original active (preferred) node takes over again.

5-106 Review of Learner Objectives

=  Explain the purpose of ECMP routing

= sz the NSX Ul to conflgure ECMP routing

= |dentify the active-active and active-standby modes Tor high avallabiity
= Recognize fallure conditions and explain the fallover process
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5-107 Lesson 6: Logical Routing Packet Walk

5-108 Learner Objectives

» [Describe the datapath of singke-tier routing
=  Explain the datapath of multitier routing

5-109 Single-Tier Routing: Egress to Physical
Network (1)

A packet Is sent from the source VM 10,1110 to the destination WM 192168101
1.  The packet i forwarded to Its default 10111 gateway.

T o -

The default gateway 10.10.10.1/24 15 on the Tier-0 DR (T0O DR component of the hyparvisor
where the WM resides.

The internal transit subnet 169 254.0.0/24 In the diagram, which connects the Tier-0 DR (TO DR)
In the hypervisor with the Tier-0 SR {TO SR} In the NSX Edge node, Is the default subnet, but it
can be conflgured with a different range.
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5-110 Single-Tier Routing: Egress to Physical
Network (2)

2. Thegateway (TO DR checks its forwarding table. Because a spedcifiic route does not exist
for the 192.168.10.0/24 network, the packet Is sent to the defaull 169.254.0.2 gateway,
which ks the TO SR component on the edge node

priligie—

| v |

C

The packet is sent to the default 169254 0.2 gateway over the Intermal Transit Subnet
169,254 02 5 an Interface of the TO Sk componant on the edge node.
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5-111 Single-Tier Routing: Egress to Physical
Network (3)

3. Tos=end the packet from the hypervisor to the edge node, the packet 1s encapsulated with
a Genave haader.

K 1
T TrERE. B ")
fit ol B RERLLS
Bk o e

The source host (TEP 172.16.215.67) encapsulates the packet with a Geneve header to send It to
the remote host (TEP 172.16.215.124). The orginal packet Is Intact.
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5-112 Single-Tier Routing: Egress to Physical
Network (4)

4. The encapsulated packet Is sent to the edge node across the overlay tunnel
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5-112 Single-Tier Routing: Egress to Physical
Network (5)

5. The edge node decapsulates the packet and sends It to Its SR component. The gateway
(TO 5R) routing table shows a route for the 192.168.10.0/24 network over the uplink
segment

To reach the destination 192.168.10.0/24 network, the next-hop 1721621598 15 used.
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5-114 Single-Tier Routing: Egress to Physical
Network (6)

6. The edge node sends the packet to lts upstream physical gateway, which routes the packet
toIts destination 192.168.10.1
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5-115 Single-Tier Routing: Ingress from Physical
Network (/)

7. For the return packet, the source WM 192.168.10.7 sends the packet to 1ts default gateway,
which routes the packet to the edge node.
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5-116  Single-Tier Routing: Ingress from Physical
Network (8)

8. The SR and the DR components on an edge node share their routing table. A route Is
directly connected to the 10.1.1.0/24 network over Segment 1. The packet Is sent to the
remaote host by using the TO DR Interface.

Vs 811

In the edge node, the SR and DR components share thelr routing table. This method removes
the extra step of using the Internal Transit Subnet to route from SR to DR.

The Internal Transit Subnet 1s used when routing from a DR component from a hypervisor to an
SR component In an edge node.

Because the routing table is shared, when the TO SR component In the edge recelves the
packet, It sends the packet to the remote host (Hypervisor with TEP 172.16.215.67) through the
TO DR Interface.
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5-117 Single-Tier Routing: Ingress from Physical
Network (9)

9. Tosend the packet from the edge node to the hypervisor, the packet 5 encapsulated with
a Genave haader.
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5-118 Single-Tier Routing: Ingress from Physical
Network (10)

10. The encapsulated packet 5 sent across the overlay tunnal.
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5-119 Single-Tier Routing: Ingress from Physical
Network (11)

1. The receiving host decapsulates the packet and routes it to its destination (WM 1011100,
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5-120 Multitier Routing: Egress to Physical
Network (1)

A packet neads to be sent from the source WM 101110 to the destination WM 182168101
1.  The packet i forwarded to Its default 10111 gateway.

e O 101 X
| Hyrersae A Srtge Al
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1 .
o WS

in the example, the Tier-1 gateway 1s a distributed router only and has no services configured,
and therefore has no SR components.

The default gateway 10.10.10.1/24 15 on the Tier-1 DR component of the hypervisor where the
WM resides.

The Tier-0 Tier-1({TO-TT) transit subnet 100.64.16.0,/31 In the diagram, which connects the Tier-1
DRs (T1 DRy with the Tier-0 DRs (TO DR) In the hypervisor and the N5SX Edge node, s the
default subnet, but It can be configured with a different range.
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5-121 Multitier Routing: Egress to Physical
Network (2)

2. Thegateway (T1DR) checks Its forwarding table to make a routing declision. Because no
speclfic route extsts for the 192.168.10.0/24 network, the packet s sent to the default
100.64.16.0 gateway, which is the DR instance of Tier-0 on the same hypervisor.
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5-122 Multitier Routing: Egress to Physical
Network (3)

3. Thepacket s sent to the TO DR instance on the same hypervisor through TO-T1 Transit

Subnet.
t Ty
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5-123 Multitier Routing: Egress to Physical
Network (4)

4. The gateway (TO DR checks its forwarding table to make a routing declsion. The packet 1s
sant to the default 169254 0.2 gateway, which s the TO SR component on the edge node.
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The packet Is sent to the default 169.254.0 2 gateway over the Transit segment. 16925402 s
aninterface of the Ter-0 5R component that attaches to the Internal Transit network.
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5-124 Multitier Routing: Egress to Physical
Network (5)

5. Tosend the packet from the hypervisor to the edge node, the packet 1s encapsulated with
a Genave haader.
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The source host (TEP 172.16.215.67) encapsulates the packet with a Geneve header to send It to
the edge node (TEP 172.16.215.124). The onainal packet Is Intact.
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5-125 Multitier Routing: Egress to Physical
Network (6)

6. The encapsulated packet s zent to the edge node across the overlay tunnel
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5-126 Multitier Routing: Egress to Physical
Network (/)

7. The edge node decapsulates the packet and sends It to its TO 5K instance.
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5-127 Multitier Routing: Egress to Physical
Network (8)

8. The gateway (TO SRy routing table shows a route for the 192.168.10.0/24 network over the
uplink segment

BT 2 &>

To reach the destination network 192.168.10.0/24, the next-hop 172.16.215.98, Is usad.
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5-128 Multitier Routing: Egress to Physical
Network (9)

9. The edge node sends the packet to ks upstream physical gateway, which routes the packet
toits destination, 192.168.10.1
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5-129 Multitier Routing: Ingress from Physical
Network (10)

10. For the return packet, the source WM 192.168.10.1 sends the packet to 1ts default gateway,
which routes the packet to the edge node.
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5-130 Multitier Routing: Ingress from Physical
Network (11)

1. The SR and the DR components of the Tier-0 gateway share thelr routing table because
they are both on the edge node. The routing declsion s made to send the packet to the
Tier-1 DR instance In the same edge node.

l-
[ = L )
=3 | .

In the edge node, the SR, and DR components share ther routing table. This method removes
the extra step of using the Internal Transit Subnet to route from SR to DR

The Internal Transit Subnet s usaed when routing from a DR component In a hypervisor to a SR
component In an edge node.

As the routing table 1s shared, when the Tier-0 SR component recelves the packet, the packet is
sent (o the Tier-1 DR component of the edoe node through the DR Interface.
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5-131 Multitier Routing: Ingress from Physical

Network (12)

12. The packet is sent to the T1 DR instance on the edge node through TO-T1 Transit Subnet.
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5-132 Multitier Routing: Ingress from Physical
Network (13)

13. The gateway (T1DR) checks Its forwarding table to make a routing decision. A route Is
directly connected to the 10.1.1.0/24 network over Segment 1. The packet Is sent to the

remote host
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5-123 Multitier Routing: Ingress from Physical
Network (14)

14. Tosend the packet from the edge node to the hypervisor, the packet Is encapsulated with
a Genave haader.
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The source host {TEP 172.16.215.124) encapsulates the packet with a Geneve header to send It
to the remote host {TERP 172.16.215.67). The crginal packet Is ntact
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5-134 Multitier Routing: Ingress from Physical
Network (15)

15, The encapsulated packet s sent to the edge node across the overlay tunnel
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5-1325 Multitier Routing: Ingress from Physical
Network (16)

16, The receiving host decapsulates the packet and routes it to its destination (WM 10.1L110).
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5-126 Review of Learner Objectives

= Describe the datapath of single-tler routing
=  Explain the datapath of multier routing
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5-137 Lesson 7: VRF Lite

5-138 Learner Objectives

»  Describe VRF Lite
=  Explain the benefits of VREF Lite
= Configure and validate VRF Lite deployments
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5-139 About VRF Lite

WRF Lite has the following characterstics:

= Multiple routing Instances can be configured without deploying additional Tier-0 gateways
and N5X Edge nodes.

= | ogical routing Isolation s provided in NSX and to external peers that are compatible with
the VREF Lite technology.

« MPLS/MP-BGP protocols are not used.

Tier-0 Gateway

Virtual Routing and Forwarding (WVREF) aliows the coexistence of multiple routing Instances In one
routing device. Independent routing and forwarding tables are maintained for each Instance.

Separation between tenants and applications does not require additional Tier-0 gateways and
MNSX Edge nodes with VRF Lite

VRF Lite provides iogical routing isolation In NSX and spans It to external peer devices that
support this technology.
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VRF Lite differs from other VRF Implementations because It does not rely on MPLS and MP-
BGP protocols running In the physical network.

=  Multiprotocol Label Switching (MPLSY: This layer 2 protocol Is used to forward traffic based
on labals. MPLS does not use network addresses ke IP protocol. Thesa labels dentify the
paths between the endpoints In VRFs.

=  Multiprotocol Border Gateway Protocol (MP-BGPY: This BGP protocol extension Is used to
propagate the VRF routing Information across MPLS network devices.

5-140 VRF Lite Requirements and Limitations

A VEF Lite deployment has the following reguirements:

= A deploved Ter-0 gateway

=  External connectivity with a layer 3 peer

=  Peer device that supports 80210 protocol (VLAN taoging)
The folowing services cannot be configured Ina VRE gateway:
= PN

= OSPF routing

A Ter-0 gateway must be used to deploy VRE gateways. It Is the default Tier-0 gateway and 1s
the parent gateway of the VRF gateways.

The Tier-0 gateway, used as the default Tier-0 gateway, can be an existing Tier-0 gateway with
connected Ther-1 gateways.

Y ou can have more than one Tier-0 gateway with VEF gateways.

VLAN tagaing Is used (o separate the VREFs In the uplink segment that connects with the
external devices.

These imitatlons apply only to the WRE gateway. You can connect a3 Ther-1 gateway conflgured
with a3 VPN to a VRF gateway and that 1s fully supported.

291



5-141 Use Cases for VRF Lite

WRF Lite can be used to enable the following features:

= Allow the same network address to coexist in different routing domains.

=  Provide feature compatibiity with existing network instaliations.

= Run multiple routing Instances In the same gateway 1o optimize exlsting rescurces.
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The only solution for customers that require separate network routing mstances for each tenant
15 to depioy multiple Ter-0 gateways. However, these deployments can create scalability Issues
because only a single Tier-0 gateway can be deployed per NSX Edge node, specifically, for
deployments based on Dare-metal edoes.

WRF Lite helps network adgministrators to deal with the overlapping of network ranges in the
same routing domain between business units or after a merger.

[t also allows existing VREF Lite deployments in the physical network Infrastructure to be
extended o NSX.
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5-142 VRF Lite Topologies

WRF Lite can be deployved in single-tier and multitier topologies.
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The following topology requirements must be considered:

VRF gateways can only be deployed as Tler-O gateways.

A trunk 15 used to Interconnect the different WREs with the phiysical gateway.
The physical gateway and the underlying Infrastructure like veSphere Distributed Port Groups

have to support trunking.

Tenants can be connected to Tier-0 segments and Tler-1 segments.
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5-143 VRF Lite Gateway Interfaces

The following types of Interfaces are used with VRF gateways:

= The Logical Router (LR trunk port connects the parent Tier-0 gateway to upstream
physlcal devices.

=  The VRF Uplnk Interface Is Internally connected to the LR trunk port of the parent Tier-0
Oateway.

+  Thelntratler Transit Link s the intermal ink between the service router (SR and distributed
router (DR) of a3 VRF gateway.

=  The Downlink Interfaces connect WVRF gateways to segments with attached workloads:
= The RouterLink ports connect VRF gateways with Tier-1 gateways.
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The LR trunk port 1= a network Interface while the VRF uplink port can be seen as a subinterface
with a specifiic VLAMN ID.

The LR trunk port Is Internally created In the parent Tier-0 gateway and 1s the only port
connected to the uplnk trunk segment

The other nterfaces are the same type as the interfaces used In the standard Tier-0 and Tier-1
gateways.

5-144 VVRF Lite: Control and Data Planes

VLAN tagging (BOZ2 100 In the uplink trunk segment provides Isolation for each VRE:
= WLAN Is the channel for the data plane.
= BGP protocol Instance In each VRF provides the control plane functionality.

Control Plane

Tier-0
Gateway

Data Center
Gateway

A dedicated BGP Instance runs in every VREF. You do not need to use the extensions In the MP-
BGP protocol to exchange the VRF routing information.

BGP Is the control plane because it dynamically propagates and updates routing Information to
all VRF peers.

Each VLAN = mapped to a VRF and only transports traffic for that VRF.
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5-145 Configuring VRF Lite

Follow these steps to configure WRE Lite.

Configure
DoafaLil
Tier-0

Gataway

Croatp
Uplink

Connect
Tier-1
Gateways to
VRE
Gateway

The deployment of a Tier-0 gateway is optional If an existing Tier-0 gateway s used Instead as
the default Tier-O for the VRF gateway.

VRF gateways Inhent the following configuration options from the default Tier-0 gateway:
= HA mode

=  Edge cluster

= BGP AS number

= Graceful restart settings

= BiGP multipath relax

¥ou do not need to connect a Ter-1gateway to the VEF gateways. Tenants can be directhy
connected to VRF gateways.
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5-146 Deploying the Default Tier-O Gateway

To deploy and configure the default Tier-O gateway as a standard Tier-0 gateway:
1.  Mavigate to Networking > Connectivity = Tler-0 Gateways In the NSX UL
2. Select ADD GATEWAY = Tier-0.

Tier-0 Gateways

aaaaaa

Sy e

You configure the following parameters to deploy the default Tier-0 gateway:
* HA mode

= Edge cluster

»  Uphnk nterfaces
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5-147 Adding Uplink Interfaces to the Default
Tier-O Gateway

Connect the default Tier-0 uplink interfaces to the uplink segments In the Set Interfaces window.

2et Interfaces

HULTIC AT
ANVLAN 1D 1s not configured In the uplink interface.
Uplink nterfaces are required to deploy the default Tier-0 gateway In the NSX Edge nodes.
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5-148 Configuring BGP for the Default Tier-O

Gateway

Configure BGP parameters to use dynamic routing with external routers in the BGP
conflguration section.

e Glohal Rt —

é
=] ™ = Parametars
e i [

VRF gateways Inherit the gliobal BGP configuration:

= Local AS

= Graceful restart

= Graceful restart timer

= Graceful restart stake timer

= Multipath relax

These parameters can only be changed in the default Tier-O gateway.

i:808
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5-149 Adding the Uplink Trunk Segment for the
VRF Gateway

To configure the trunk segment for connecting the VRE gateway uplinks:
1. Mavigate to Networking > Connectivity > Segments = NSX In the MNSX UL
2. Select ADD SEGMENT.

A segment 1s configured as a trunk when more than one VLAN 1s configured. A range of VLANs
can also be specified (WVLAN X-Y).

Liplink trunk segments specify which VLANs are allowed but do not add 80213 VLAN tagaing.
Tangs are added in the uplink iInterface of VRF gateways.

You can configure a dedicated uplink trunk segment for each VRF uplink 1f the trunk s
configured as a single VLAN range (X-X). As a best practice, you should connect the VRF
upfinks to the same uplink trunk segment. This method reduces the number of rescurces
required (segments, logical switch ports, and logical router ports).

S e
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5-150 Deploying the VRF Gateway

To deploy and configure the WREF gateway:

1. MNawigate to Networking > Connectivity = Tler-0 Gateways In the NSX UL
2. Select ADD GATEWAY > VRF.
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Edge cluster and HA mode configuration values are automatically inhertted from the default Tier-
O gateway.

You do not need to configure VRF settings for VRF Lite. These settings are used for Ethernet
VPN (EVFN).



5-151 Adding Uplink Interfaces to the VRF
Gateway

In the Set Interfaces window, connect the VRF gateway uplnk intarfaces to the uplnk trunik
sagment

Setinterfaces

-

VRF uplink Interface configuration options:

= B0210Q VLAN tagging Is added at the uplink level.

= WRF gateway uplinks must be connected (o a trunk segment

s Access VAN 1D s required and must belong to the range specified for the trunk segment
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5-152 Configuring the BGP for the VRF
Gateway

Set up the BGP parameters related to the WRF.
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The following parameters are Inherited from the default Tier-0 gateway and cannot be modified

at the VRF levet

= Local AS

= Graceful restart

= Graceful restart timer

= Graceful restart stake timer

= Multipath relax

Inter-5R IBGF 1s not supported In VREF gateways.

BGP can be enabled or disabled per VRF gateway.

Route aggregation and BGP nelghbors are local configurations per VRE.
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5-153 Connecting a Tier-1 Gateway to the VRF
Gateway

To connect the Tier-1 gateway to the VRF gateway:

1. Mavigate to Networking > Connectlvity > Tier-1 Gateways in the NSX UL

2. Select a Ter-1 Gateway and ciick Edit from the Actions menu next to =

3. Fromthe Linked Tier-0 Gateway drop-down menu, salect the VREF gateway.
Tier-1 Gateways

e ik e () ivm T by FLi=smd Taymant

Select VRF

Gateway

L N B il |

) didiones Beirrapas

All Tier-0 gateways and VREF gateways are listed In the Linked Tier-0 Gateway drop-down
MENLL
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5-154 VRF Lite Validation

Mavigate to Networking > Connectivity = Tier-0 Gateways to obtain the lIst of VRF gateways
withlts status and associated efmors.

———

T -0 Gl

b

VRF gateways are marked with the VRF tag in the name field.

305



5-155 Lab 10: Configuring VRF Lite

Configure and verify the VEF Lite functionality to lsolate routing domains:
1.  Prepare for the Lab
Create the Uplink Trunk Segment
Deploy and Configure the VREF Gateways
Deploy and Connect the Tier-1 Gateways to the VRF Gateways
Create and Connect Segments to the Tier-1 Gateway's

Test the WRF End-to-End Connectivity

2
3
4
5
B.  Attach WMs to Segments on Each WREF
7
g, Review the Bouting Tables in Each VRF
g

Werlfy the Routing [solation Between VWRFs

5-156 Review of Learner Objectives

»  Describe VRF Lite
=  Explain the benefits of VREF Lite
= Configure and validate VRF Lite deployments
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5-157 Key Points (1)

The NSX routing function meets the needs of service providers and tenants.

An administrator manually performs static route configuration.

Cwnamic route configuration enables gateways 1o exchange Information about the network.
MNSX logical routing commonly Implements a two-tliered topology.

Tier-1 gateways have downink ports to connect to NSX segments and transit ports to
connect to Ter-0 gateways.

A gateway has two components: a distributed router and a service router.

You can deploy an NSX Edge node through the NSX UL the OWF tool, and an 150 fle na
PXE envircnment

Jdoining NSX Edge nodes with the management plane ensures that NSX Manager and the
MSX Edge nodes can communicate with one another.

5-158 Key Points (2)

A multincde NSX Edge cluster helps ensure that at least one NSX Edge node s always
avaliable.

MSX Implements Border Gateway Protocol (BGPY and Cpen Shortest Path First (OSPR)
dynamic routing protocols.

External BGP (eBGP) s used to interchange autonomous system [P addresses with another
autonomous system.

OSPF Is a ink state routing protocol that maintains adiacencies with neighbor routers over
Broadcast and Point-to-Point networks.

ECMP routing Increases the north-south communication bandwidth by adding an uplink to
the Tier-0 gateway and configuring It for each NSX Edge node In an NSk Edge cluster.

Multiple NSX Edge nodes can be pooled in a cluster for scale-out and redundancy.
High avaliabiity supports two modes: active-active and active-standby .
Stateful active-active high avallablity mode supports stateful services ke NAT.

VRF Lite enables you to configure multiple routing instances without deploying additional
Tier-0 gateways and NSX Edge nodes.

Cuestions?
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Module 6
NSX Logical Bridging

6-2 Importance

Logical bridging enables layer 2 communication between devicas on NSX overlay-backed virtual
networks and VL AM-backed physical networks. Logical bridaing 1s alse useful when you miust
spiit a subnet acrass physical and virtual workloads during a physical-to-virtual migration.

309



6-3  Lesson 1: NSX Logical Bridging

6-4 Learner Objectives

» [Describe the purpose and function of iogical bridging
=  [Distinguish between routing and bridging
= Create bridge profiles

= Create a bridge-backed seament and bridge traffic between virtual and physical
envircnments

6-5  Overview of Logical Bridging

The bridging function provides laver 2 connectivity between the overlay segments and VLAMN-
backed physical networks:

= The layer 2 bridge feature Is provided by the NSX Edge node.
= Traffic 1s bridged In and out of the NSX domain
= The NSX Edge firewall provides granular control over the bridged traffic

VLAN-Backed
Virtual Workload

Orverlay WL AN

The bridge feature 15 avalabie In bare-metal NSX Edge nodes and In N5X Edge VMs.
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6-6  Logical Bridging Use Cases

Layer 2 bridaing Is used In the following common use cases:
= Performing a physical-to-virtual migration
= Conmecting non-virtualized compute platforms

Layer 2 bridaing Is useful when you must split a subnet across physical and virtual workloads
during a physical-to-virtual migration.

Layer 2 bridging also connects non-virtualized compute platforms.
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6-/  Routing and Bridging for Physical-to-
Virtual Communication

You can achieve physical-to-virtual commundcation through routing or brdging.
Routing:

= Standard layer 3 routing process between physical and virtual workloads
=  Egual-cost multipath (ECMP) for scale-out and fallure isoiation

@ @

Prigsicsl
-2 Wiarkbiopds

L2

L=

3

Dwveriay VLAN

Bridging:

=  Thelayer 2 flat broadcast domain 1s used for both physical and virtual workloads, resulting In
IIimited domain size and lack of scalability.

= A singie active bridge Is needed for an overlay-to-VLAN pair.

Prysicasl
Phrpescal Warilrars
Cabavesy | I i

| = . VLAN-Bpckod
. . L Virtual Waorkioad

L2

L Ae——

Cverlay VLAN

Reute when you can. Brdge when you have to,
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When connecting your physical workloads on traditional physical networks to a virtualized
envircnment, you can use routers running standard routing protocols to route traffic between
workicads in the two environments.

IT you do not want to use routing and you must place your physical and virtual deviceson a
single layer 2 subnet. then you can enable bridging.
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6-8 Example of Virtual-to-Physical Routing

Routing occurs between VYMs In the NSX virtual environment and a server In the physical
environment:

= The welb tier and application tler belong to the NSX overlay.
= The physical server resides on a different subnet.

= The Tier-0 gateway provides north-south routing between the physical server and the
appliication-tier servers.

External
Network

Tier-0 Gateway (L3)

i

Physical
Server

Tier-1 Gateway (L3)

Web-Tier

App-Tiar

App 1 -A.ppz Web 1
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6-9 Example of Virtual-to-Physical Bridging

Bridging ccours between a WM In the NSX virtual environment and a server In the physical
environment on the same subnet:

= The application tier Is in the NSX overlay.

= The physical server resides In the physical environment

= The physical server Is on the same subnet as the application tier servers.

=  The communication between the physical server and the application tier occurs thnough the

MSX Edge node
_T__ External
| /I Netwark
i
Tier-0 Gateway
@ Tis Gateway
oy ".F’?"'-‘._\'
WLAN Loy App-Tier | Wet-Tier
PhyBical T N e
Server T ~—
o N,
¥ \
I'.
+ i
o, 3 - ;
 — I
App 1 App 2 Weh t

The communication between the Appl VM and the
physical server |s reallzed by the gateway that
performs bridging.

The diagram demonstrates how the physical server and the Appl server (virtual) can exist on
the zame subnet

In the diagram, the traffic between the physical server and the application tier does not pass
through the Tier-1and Tier-0 gateways.
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6-10 Lodgical Bridging Components

Layer 2 bridaing consists of the following NSX components:
= A bridge profile 1s used to specify which edge nodes are Involved In bridoing.

= A bridge-backed segment 1s part of an overlay transport zone with an attached bridge
profie.

Physical Environment

| | | wLAN 100

Bridge
Profile

| Brdoe-Backed Seagment

B B

Y¥ou conflgure a bridge-backed segment to provide layer 2 connectivity between WMs In an NSX
overlay and devices that are outside NSX.

An NS¥ segment that s attached to a bridge profile provides the following information:
= WLAN to which traffic Is bridged
=  Physical port to be used ({identified by the VLAN transport zone)

For more information about the additional edge configurations, see the section about conflgurng
edge-based bridaing In NSX Administration Guide at https://docs vmware.com/en/vVMware-
NSX/Index himihttps:/ /docs ymware.com/fen/VMware-NSX /4. 0/administration/ GUID-
FBFDS7TR-745C-4658-B713-A30MED12CESA himl.

NSX
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6-11  Using Multiple Bridge Profiles

Y ou can configure multiple bridoge profiles on an M5X Edoe node.
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Bridge Profiles on Eoge Nodas Sample Topology

Bridge profile 1 maps VLAN 1 with Segment 1

Bridge profile 2 maps VLAN 2 with Segment 2.

Edge 115 the primary edge for bridge profile 1and the backup-edge for bridge profile 2.
Edge 2 1s the primary edge for bridge profile 2 and the backup edge for bridge profie 1
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6-12  Creating an Edge Bridge Profile

To create an edge bridge profile, select Networking > Connectivity > Segments > Profiles =
Edge Bridge Proflles in the NSX LIL
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When you configure an edge bridge profile, you select one of the foliowing fallover modes:

*  Preemptive: The bridge on the primary edoe node always becomes the active bridoe when
It becomes avaliable again arter a faiure.

=  Non Preemptive: The bridoe on the primary edge node remains at standby if It becomes
avallabie after a falure when the bridge on the other edge node 15 already active.

After creating an edge bridge profile, additicnal configurations are reguired.
The folowing configuration options are avallable:

=  Option & Confloure the Promiscuous mode

=  Option 2 Configure MAC address learning

=  Option 3 Configure a sink port
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6-12 Creating a Layer 2 Bridge-Backed
Segment

The bridge-backed segment provides layer 2 connectivity to overlay WMs outside MSX:
« Tocreate a segment, select Networking > Connectivity > Segments > NSX_
«  After the segment creation, et up an edge bridge to attach the edge bridge profiie.
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Before configuring a bridge-backed logical segment, you must verify the following components:
= A bridge profile must be configured.

= At least one ESX! host must exist to serve as a regular transport node. This node hosts Vs
that reguire connectivity with devices outside an MSX deployment.

= A VM or another physical device must exist outside the NSX deployment. This physical
device must be attached to a VLAN port matching the VLAN 1D of the bridge-backed
logical segment.
A regular transport node and a physical device are not mandatory for creating a bridoe-

backed logical segment. However, It the transport node and physical device are not
avallable, you cannot use the bridoe.

The option to add an edge bridge profile ks not visible iImmediately after you create a segment
Yiou must save the configuration and edit it again.
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6-14  Monitoring the Bridged Traffic Statistics

To monitor the bridged traffic statistics, you expand the bridge-backed segment and then click
VIEW STATISTICS.

Epgmanis
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6-15  Review of Learner Objectives

Describe the purpose and function of logical bridging
Distinguish between routing and bridaing
Create bridge profiles

Create a brndge-backed segment and bridge traffic betwesn virtual and physical
environments

6-16  Key Points

= The NSX Edge laver 2 bridge is responsible for bridging traffic between the NSX overlay
and VL AN-backed VMs or physical devices outside the NSX deploymsnt

« With a bridge profile, an NSX Edge cluster can provide layer 2 bndging to a segment.

=  The traffic bridged n and out of the NSX domain s subject to the NSX Edge layer 2 bridge
firewall.

Cuestions?
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Module 7
NSX Firewalls

/-2 Importance

MSX Includes a distributed firewall and gateway firewall to protect both east-west and north-
saUth traffic. You miust understand the architecture and configuration of the NSX firewalls to

ensure that your workfoads are protected.

/-3 Module Lessons

NSX Segmentation

MNSX Distributed Firewall

Llse Case for Securlty In Distributed Firewall on VDS
MSX Gateway Firewall
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/-4 Lesson 1: NSX Segmentation

/-5 Learner Objectives

»  Define NSX segmentation
» Recognize use cases for NSX segmentation
=  |dentify steps to enforce Zero-Trust with NSX segmentation

/-6 Traditional Security Challenges

The traditicnal securlty model assumes that all users and components In an organization's
network can be trusted.

The ponmetsr frawall biocks malicsous traffic from

W TG ESE s A T
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im e INternE] Retwaark

The foundation of [T securty has remained almost the same for the last 30 years.
Traditlional IT securlty 1s buit on static information:

—  If the device joined the domaln.

—  Whether the user has the cormect password,

—  Trusted users are within the firewall. Threats and attacks originate outside.
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Virtual Private Network (WPN) and Multifactor Authentication {MFA) were introduced later to
ensure external protection. But these types of authentication are niot enough

This approach assumes that a user's identity Is not compromised and that all users act
responsioly and can be trusted.

This traditional permeter-centric securlty approach has proven Inadequate for protecting
modarn 1T environments.

/-7 About Zero-Trust Security

Fero-Trust 1s a securlty model that does not automatically trust entities In the securty pernmeter.

v it parirmeter

Back-End Nebwork

fero-Trust 1s a securfty model that does not automaticaly trust entities In the secunty penmeter.

This model emerged to mitigate the Increase of network attacks and Insider threats that explodt
the breaches of a traditional perimeter-centric approach to securkty.

The rapidly changing work styles and Increased use of S3as appications resuited in ferc-Trust
seCurity becoming one of the most important forms of alternative security.

fero-Trust moves the architecture from a single large DMZ to multiple smaller boundaries
around 2ach application and data. If an attacker succeesds In penetrating one of these
boundaries, the attacker can oniy move In that permeter and be easly contained.
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/-8  About NSX Segmentation

Segmentation 1s the process of dviding data center infrastructure Into small zones, allowing fine-
grain control and Inspection of traffic flows.

MNSX Incledes a distributed, scale-out Internal firewall that simplifies and automates both macro-
sagmentation and micro-segmentation:

=  Macro-segmentation lsolates and secures specific environments.
= Micro-segmentation solates and secures specific applications In an environment

@L

Macro-segmentation ks also calied network segmentation. Macro-segmentation Isolates and
seCures speclfic environments (virtual zones), such as development and production, from each
ather. Attackers cannot move laterally between these envircnmeants.

Micro-segmentation enables secunty teams to deflne and enforce granular controfs to the
workload level of an appication.
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/-9  Use Cases for NSX Segmentation

MSX segmentation has the following use cases:

= Enforce a fero-Trust architecture

=  Rapidly deptoy network segments
= [splate and secure applications

D e —

or\s

With NSX, security teams can deploy network segments easity, enable application isclation, and
enforce a ferc-Trust architecture with a single solution.

Llse cases:

=  NS¥ segmentation enforces a fero-Trust architecture by creating granular policies between
appiications, services, and workloads.

«  MNetwork segments, virtual secunty zones, and partner domains are guickly created and
configured as they are entirely defined In software. NSX also removes the need to architect
the network again and to deploy discrete appliances.

= Cntical applications and shared services are protected from being compromised by two
mechanisms: discovery of appiication boundaries using NSX Inteliigence and setting up
segmentation policies at the application level. NSX also ensures that policies stay up 1o date
as applications evolve or move.
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/-10  NSX Segmentation Benefits

M5X Segmentation offers key business and functicnal benefits:
= |Imits fateral movement within the data center

= MinimiFes risks and the effect of security breaches

= Smplifies network traffic flows

= lzes the existing underlay network Infrastructure

= | owers capltal expenditure and operating expenses

= Automates (T service delivery

= Securely engbles business agiity
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7-11  Enforcing Zero-Trust with NSX
Segmentation

MSX segmentation helps bulld a Zerc-Trust approach to security by defining a securlty perimsater
around each application.

Repaat, Monitor, ,-:}"I‘;'
Adapt e T

Create Virtual igentify the mplemeant Secure Throigh
Security Zonos Application Boundarles Micri-Segmentation Contaxt

MNSX Improves the securlty of today's modern workioads by preventing lateral movement using
network segmentation it s distributed, application-aware, and simple to operate.

Follow this process (o secure a data center environment with NSX segmentation:
1. Apply macro-segmentation todefine virtual security Zones.

2. In those securty zones, identify the assets (understand the application behavior and
network flows).

3. Implement micro-segmentation to secure every application.
4 Implement contextual securty policies.

You must always monitor the environment for changes or unexpected behavior and adapt the
sacurity polichkes.
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/-12  Step 1: Creating Virtual Security Zones

Protect segments of the network by creating virtual securty zones.

I I
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Lsing macro-segmentation o isolate environments iImproves the securty of the data center. It
prevents lateral movement between virtual zones.

Depending.on thelr business structure and use Cases, a security team typically chooses to
segment environments that should not be able to directly communicate with each other.
Exampies InClude different business units (such as HR. Finance, and so on), partner environment,
and production environments.

mMacro-segmentation provides a more fiexible solution compared to a traditional appllance-based
firewall It enables organizations to easlly expand the number of zones needed and adapts easiy
to changing network and securlty requirements as the business evolves.

mMacro-segmentation is the first step to the ferc-Trust journey, It starts defining secunty zones in
the data center envircnment that will be further secured.
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7-13  Step 2: Identifying the Application
Boundaries

|dentify the virtual machines and containers used by an application and the network: traffic that is
necessary for the application to functon
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When the network 15 macro-segmented Into virteal securty Zones, you can move to micro-
sagmentation and secure applications in a virtual zone.

Before implementing micro-segmentation, assets must be identifled:

=  [efine the application boundaries by identifying the WMs and contalners that an application 1s
using. Also, define the data, assets, applications, and services that need protection, such as:

— Data: Credit Card Information, Protected Health Information (PHD, Personally
Identifiable Information (PID, Intellectual Property

— Assets: Point-of-sales terminals, manufacturing assets, loT devices
— Applications: Custom or off-the-shelf software
—  Services: DNS, DHCP, Active Directory, LDAP, and so on

3



= |dentify how the traffic moves across the organization in relation to the previously defined
boundaries.

Y¥ou must look for the following types of traffic:

— External application traffic: Which user s connecting to the app, which shared services
the application Is using, and so on
— Internal application traffic: Communication between the different application
Components
A good understanding of the apphcation footprnt and the network traffic 1= the only way to
determine and enforce policies that secure access to the data.

This dentification process s tedious and time-consuming when performed manually. NSX
Intefiigence or WMware Arla Operations for Networks can be used to automate the discovery of
the application boundaries.
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/=14 Step 3: Implementing Micro-
Segmentation

Use micro-segmentation to aliow necessary network traffic.

Create lirevwall rules to allow only

MECRESADY COMmMMUNICations
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YOou can use sacurity grouns or SECUrity tags

to group application components togather

After the application's composition and necessary network traffic are identified, firewall mukes
must be configured to allow the necessary network: traffic.

MNSX Distributed Firewall enables users to configure firewall rules from a single point, which are
then pushed to all hosts that participate In the NSX network. The creation of rukes can be

automated with NSX Inteligence. NSX Intefigence can recommend distributed firewall rules
based on the discovered traffic flows In the environment.

Micro-segmenting the network iImmediately reduces the attack surface of an application. It
restricts the application to only communicate with the resources that It absolutely needs.

333



In this process, securlty tags and security groups can be used:
=  Securlty tags enable labeling NSX objects.

=  Security groups include different objects that are added both statically and dynamically and
can be used as the source and destination of a firewall rule, Security gQroups can use security
tags or other criterla {such as [P sets, MAC sets, segment ports, AD user groups, and 50 on}
to group virtual machines together.

/-15  Step 4: Securing Through Context

Set up securty policles to estabiish the behavior of virtual machines and containers.

Create policies to onfoice the intentded

state and behavior of sach VM
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You can apply third-party sorvices

This step secures the traffic and the context of the appication by setting up poiicles based on
the behavior of virtual machines and containers,

Security groups and tags can be used.
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In the example, 3 security administrator wants to create 3 firewall policy o restrict network
access to Vs with an earlier version of Windows:

1. TagWMs with the OS5 version used.
2. Create a securlty group that gathers all WMs that do not match the OS version threshold.
3. Create a securlty policy to restrict access to the memibers of that security group.

When a WM 1= created and does not meet the OS5 version criteria, It 5 automatically put In that
sacurity group and blocked by the firewall rule. This approach removes the need for checking
each WMs Individually.

Third-party services can be Integrated to create more granular control For more information
about 3 st of NSX partners, see NSX Data Center Technology Partners at
https: Mwww vmware comy/ products/nsx/technology-partners himl

/-16 Review of Learner Objectives

= [Define NSX segmentation
+ Recognlize use cases for NSX segmentation
= |dentify steps to enforce fero-Trust with NSX segmentation
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/-17  Lesson 2: NSX Distributed Firewall

/7-18 Learner Objectives

»  |dentify types of firewalls In NSX

=« Describe features of distributed firewalls

=  Create firewal policies

«  Configure firewal rules

«  Configure firewall rule attricutes: groups, services, and profiles

=  Configure the dstributed firewall to block mabclous IPs

«  Save rofl back, export, and import the distributed firewal configuration
+ Describe the distributed firewall architecture
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/7-19 NSX Firewalls

MSX Inchedes the distributed firewall (east-west) and the gateway firewall (morth-south).
The distributed firewall Is a hypervisor, kermel-embedded stateful firewall:

= [t resides In the kermel of the hypervisor and outside the guest OS5 of the WL

= |t controls the [/O path to and from the vNIC.

The gateway firewall 1s used for north-south traffic between the NSX gateways and the physical
network:

= |t applies to Ter-0 and Tier-1 gateway uplinks and service iInterfaces.
= |t 5 a centralized stateful service enforced on the NSX Edoge node

‘—-*— Gateway Firawall

i _ . — Distributed Firewall
VM | Ium M r-:-{ WM o (W] (W]

Tier-1 Tierl ! o gy
F F F ]Gatewl F Gateway w m

The gateway firewall can be used as perimeter, Intertenant, or Interzane firewall.
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/-20 Features of the Distributed Firewall

The distributed firewall provides visibility and control for virtualized workloads and networks.
The distributed firewall has the following main features:

+  Centralzed confliguration through the NSX ULor API

= | ayer 2 stateless firewall rules

= | ayer 3 stateless and stateful firewall rules

= Context-aware (layer 7) firewall rules

= |dentity Firewall for Windows workloads

=  FGDN Filtering

= Blocking Malicious Ps

= Time-based policies
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/-21 Distributed Firewall: Key Concepts

Several key concepts apply to distributed firewalis:

Security policy: A collection of firewall rules and service configurations.

Firewall rules A set of Instructions that determine whether a packet should be allowed o
blocked.

Group: A construct with multiple objects statically or dynamically pooled together.

Service: Defines a port and protocol combination and 15 used to specfy the type of traffic
to be blocked or allowed In firewall rules.

Context profile: Inspects the layer 7 content of the packets to allow or deny them.

Security
Policy

Service

Context

Profile
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/-22 Overview of a Security Policy

A securlty policy Is a collection of firewall rules. You can conflioure different types of securlty
policies from the NSX LIL
=

The NSX Ul enables you to configure several types of polickes:

s Frewall policies: Used for configunng firewall rules to contral north-south and east-west
traffic.

=  Endpoint policies: Used for configuring Guest Introspection services and rules.

s |DS/IPS policies: You can use these policies to define Intrusicn Detection and Prevention
rules for east-west and north-south traffic.

= Malware Prevention policies: You can use these poilcies to define ant-malware rules for
east-west and north-south traffic.

s Network Introspection policies: Used for configuring north-south and east-west traffic
redirection nubkes.

s TLS Inspection: Used for configuring TLS Inspection rukes for the north-south traffic.
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/-23 Distributed Firewall Policy Categories

A Distributed Firewall policy 15 a collection of firewall rules applied to east-west traffic
The NSX Ul enables you to group distributed firewall policies Into different categories.

Ethernel Catéegory

Em&rgency Category

Infrastructure Cataegory

Environment Category

Application Calegory

Ruien elwi=n aDEE OF dpD-tieds, or
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Default Policy

The categories for distributed firewall rules include:

Ethermet: All layer 2 policies. Laver 2 firewall rules are always evaluated before layer 3 rules.

Emergency: Temporary firewall policies needead Inemergency situations, such as blocking an
attacker from attacking a web server.

Infrastrecture: Monapplication policies specific to infrastructure components, sech as AD,
DMNS, NTP, and 50 on,

Environment: High-level policy groupings, for example, the production group cannot
communicate with the testing group, or the testing group cannot communicate with the
development group.

Application: Specific and granular appication policy rules, such as rules betweesn appications
or application tiers, or rules between microservices.

— Application tlers: In a multitier application, the functionality of the application is
separated nto solated functional areas, called applcation tlers.

—  Microservices: It s an architectural style that struciures an application as a collection of
saryices that are Independently deployable.

Each of these categories has its own poficies and rubes. Firewall rules are enforced laft to right
and top to bottom across these categorkes.
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You can rearder policles and rufes In 2 specific category. However, you cannot move policies oF
rules across different categones.

You can configure policles and rules under relevant categornes,

/-24  About Distributed Firewall Policies

A firewall policy Includes one or more firewall rules, which contaln specific iInstructions for
managing various types of trafflic

A policy can contain stateful or stateless rules for enforcement.
Policles are enforced In a top-to-bottom order.

TRErEsard Fssaf

A Lser-Created Rule Belonging o e Paficy

In a firewall policy, each firewall rule contains Instructions that determine the folliowing factors:
=  Spurce and destination for the packet

=  Whether a packet should be allowed or blocked

=«  Protocols that the packet can use

= Ports that the packet can use

Policies are used for multiienancy, such as creating spedcific rules for sales and engineering
departments in separate policies.

A policy can be defined as enforcing stateful or stateless rules. Stateless nules are treated as
traditional stateless access-control ists (ACLS)
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/-25 Distributed Firewall Rule Processing
within a Policy

Firewall rules are processed in a top-to-bottom order:

=  ¥oucan move rules up and down within a policy.

=  The fArst match triggers rule enforcement.

» Packets that do not match amy other rule are matched by the default rule.
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Firewall rules are enforced In the foflowing ways:
=  |LIke firewall policies, firewall rules are processed In the top-to-bottom order.

=  Each packet Is checked against the top rule n the rule table before moving down the
subsequent rukes in the table.

= The first rule In the table that matches the traffic parameters Is enforced. Subsequent rules
cannot be enforced because the search Is terminated for that packet

Because of this behavior, you must place the most granular policies at the top of the rule table.

Packets not matching other rules are enforced by the default rule. The default rule s originally
set to the Allow action. This rule ensures that YM-to-VM communication Is not broken during
staging or migration phases. To implement a fero-Trust model where only the specified traffic 1s
allowed, the action for the default rule should be changed to block, and firewall policies defined
to specify all traffic to be allowed.



7-26 Applied To Field for the Policy

When creating a Distributed Firewsall policy, you can define the scope of the policy. It can be the
full FW or a specific security group.
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The Applied To field configured at the policy level overrides the Applied To field configured at
the rules within It Y'ou must configure the Applied To field either at the policy level or at the rule
fevel, but not at both levels. For more granularity, consider configuring the Applied To field at
the rule level
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/-27 Configuring Distributed Firewall Policy
Settings

When creating a Distributed Firewall policy, you specify settings such as TCP Strict, Stateful, and
Locked.
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/-28 Configuring Time-Based Firewall Policies

Y ou can configure security policies that are only valld for a specific period. You can specfy the

following parameters In the Time Window:

Mame

Time Fone (UTC or local to transport node)
Freguency (weekly of one time)

Recurring days
Start and end date
Start and end time:

Tirriksd Py

The From and Till parameters must be configured In 3C-minute Increments. For example, from
059:00 to 05:30 = a valid configuration. Howewver, If a user configures an interval from 05:15 to

05:45, a configuration errar appears in the UL

Before configuring a time-based rule, you must configure NTP servers for the transport nodes.
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/-29 Creating Distributed Firewall Rules

Rukes are a set of critena used to evaluate traffic flows. They contaln instructions that determine
whether a packet should be allowed, dropped, or rejected.
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Add rules to the! Dhetribated Fleewall policy,
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/-30 Configuring Distributed Firewall Rule
Parameters

A distriputed firewall rule Includes parameters such as source, destination, service, and context
profile. This rule defines the scope where the rules should be applied to and the action that
should be taken on a rule matche It also provides an option of logging when the traffic matches a
rule,
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User-Crvated Distributed Firewill Rule

Sewveral parameters can be defined when configunng a distributed firewall rule:

=  Name: You can specify a name for the nike.

=  Sources: You can use previously defined groups.

= Destinations: Y ou can use previously defined groups.

=  Services You can speciiy a port and protocol combination.

+ Context Profiles: You use context profiles to define context-aware or laver 7 rules.

+ Applied To: Defines the scope of the rule. It can be the full DFW or a specific security
Qroup.

= Action: You can select from the following firewall rule actions:
—  Allow
— Drop
— Reject

s [Dx NSX Manager automatically assions an D (o a rule when it 1s created. The 1D can be used
for troubleshooting. A user cannot modify the 1D,

The order of firewall rules determines how the traffic i managed. You can drag the rules In the
I to change the arder.
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7-31 Specifying Sources and Destinations for a
Rule

When specifying sources and destinations for a firewall rule, you can use an P of MAC address
or an object (such as a group). If you do not specify these parameters, they match Any.
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Both IPv4 and IPvS addresses are supportad for sources and destinations options of the firewall
rute. Multicast addresses are also supported.

/-32 Creating Groups

A group defines a collection of assets on which security policies and rules can be applied.

A group can contain VMs, VIFs, segments, segment ports, IP and MAC addresses, AD user
groups, and physical servers.

= ==

Before creating a group that includes AD users, you must add an AD domain (o NSX Manager.

You add this domain through the NSX Ul by navigating to system > Configuration > identity
Firewall AD = ADD ACTIVE DIRECTORY.

The maln use case for creating a group that includes AD users Is to configure identity-based
firewall rules.
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7-33 Adding Members and Member Criteria for
a Group

Groups can be defined by using dynamic or static membership criteria:

=  Dynamic group inclusicn for VMs can be based on tags, maching names, OS5 names, or
computer names.

=  Static group Inclusion criteria apply to WMs, VIFs, segments, segment ports, |P sets, MAC
=ets, AD user groups, physical servers, and nested groups.
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/-34  Creating Groups Based on Tags

Tags are typically used to automate security policy enforcement for new applications being
prowvisionad.

Securlty administrators can assian one of multiple tags to workloads based on a given criteria.
These tags can then be used to create dynamic securlty groups for use In firewall rules.
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/-35 Specifying Services for a Rule

When configuring distributed firewall rules, you specify one or more services.
Sernvices contain the port and protocol definition for nebwork traffic.
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MNSX Incledes an extensive list of predefined services You cannot modify or delete these
senvices. However, you can create additional services to meet your communication
reguirements.

You can create a service white configuring a distributed firewall rule. Alternatively, you can
create additional services by navigating to Inventory > Services > ADD SERVICE.
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/-36 Adding a Context Profile to a Rule

Y ou can apply a context profile to a distributed firewsll rule to enable a layer 7 firewall
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MSX Manager Includes a hst of predefined context profiles. You can also configure custom
context profiles for your firewall rules: Layer 7 firewall rules can be defined onty In a stateful
firewall policy.

Alternatively, yvou can create context profies by navigating to Inventory > Profiles > Proflles >
Context Profiles > ADD CONTEXT PROFILE.
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/-37 Configuring Context Profile Attributes

When creating a context profliie for a distrbuted firewall rule, you configure two attributes:
domain name and application (D,

Co—

A context profile defines context-aware atiributes, ncluding application |0, domalin name, and
subattributes such as application version or cipher set

Context profiles for distributed firewall rules include the foliowing main attributes:

= DOMAIN_NAME: You can choose from a static list of fully qualified domain names (FQDNs)
or add your own FGEDMN.

=  APP_ID: You can choose from a st of preconflogured applications. You cannot add
applications. Examples Include FTP, 55H, and 551 Certain applications allow users to
speCiiy subattributes. For example, when choosing SSL Application, you can spediy the
TLS_ WERSIOM and the TLS_CIPHER _SUITE. Far CIFS, you can specify the
SMB_VERSION.
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/-38 Custom FQDN Filtering

Y ou can add your own fully gualified domain name (FGDN) for custom fiiternng.

Set Attributes

Ackd FLEON Enter your own Custom Domain Name
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Alternatively, you can create context profiles by navigating to Inventory = Profiles > Attribute
Types > FQDNs > ACTIONS > Add FQDN.
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/-39 Setting the Scope of Rule Enforcement

The Appled To attribute optimizes the resource utiization on the ESXI hosts. It also helps In
defining targeted policles at specific zones or tenants without affecting the policy defined on
other zones or tenants.
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The appropriate use of the Applied To fleld 1s paramount to optimize resource utiization on the
transport nodes and to avold scalabiity Issues. You must configure the Appllied To fieldina
distributed firewall rule to match the security groups used as the source and destination.

Zones can be compared to departments In an organization, whareas tenants can be compared
to different organizations managed by a service provider. In the NSX Ul you can create groups
to represent Zones of tenants.
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/-40 Specifying the Action for a Rule

Y ou configure the following actions in a distributed firewall rule:

Allow: Alows all traffic with the specified source, destination, and protocol.

Drop: Drops packets with the specified source, destination, and protocol Dropping a packet
15 a sllent action with no notification to the source and destination systems.

Reject: Rejects packets with the specified source, destination, and protocol Rejecting a
packet 1s a more graceful way to deny a packet, because It sends a destination unreachable

message to the sender.
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/-41 Distributed Firewall Rule Settings

¥ ou configure distriouted firewall rules setfings, such as logaing, direction, and [P protocol
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Y¥ou can configure several settings for distributed firewall rules;

= Logging: You can turn logging off or on. Logs are stored in the
fwar/log/dfwpktlogs. log file on ESXI hosts

=  Directlon: This setting matches the direction of traffic from the point of view of the
destination object

—  Considering VM as an object, In means that only traffic to the WM = checked, Out
means that only traffic from the WM 15 checked, and In-Out, means that traffic In bath
directions Is checked.

* [P Protocol: IPv4, IPvE, and IPVA-1PvE protocols are supporied.
+ Log lLabel | og labeis can be used to identify a rule when analyzing the log files.
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/-42  Blocking Malicious IPs in the Distributed
Firewall

The Block Mabkcious 1Ps feature In NSX Distributed Firewall uses the Malicious 1Ps File or
Malicious |Ps Feed to fiiter the traffic in NSX.
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|mitwrrwet Resource with Legitimate IPs

The Block Malicious 1Ps feature In NSX Distributed Firewall was Introduced In NSX 4.0.0.1

Traffic between any Intermet resource with a malicious IP address and the Internal resources 1s
blocked by the distributed firewall by refarring to the Malicious IPs Feed or Malicious IPs Flie.

The distributed firewall allows onfy traffic between an internet resource with a legitimate 1P
address and the Internal resources. A legitimate P address does not have an entry in the
Malicious IPs Feed or Malicious [Ps Flie.
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/-43 Enable or Disable Malicious IP Feeds

Y ou can enable or disable the downdozad of Malicious [P Feeds from NTICS In the NSX UL

In the navigation pane on the left, select Security > Policy Management > Distributed Firewall >
Category Specific Rules. Then, from the Actlons drop-down meni, select General Settings.
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In the Settings dialog box, Click the Maliclous IP Feeds tab and turm on the Auto Update
Mallclous IPs tocoale.

Y¥ou can download the latest feed In the Settings dialog box. The automatic download frequency
15 12 hours.
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7-44  Default Malicious IP Group

A group called DefaultMaliciousipGroup 1s created by default. It contains all the Malicious I1Ps
obtained from the Malicious IPs Feed as Its members.

You cannot delete DefaultMabciousIiPGroup, but you can edit this group.
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/-45  Creating a Custom Malicious IP Group

Y ou can create a custom Malicious [P group by elther adding exception members or exception
|P addresses to the default Maliclous [P group.
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Mext to Group Type, you must select IP Addresses Only.

Mext to Add Pre-defined Malicious [Ps, turn on the Yes toggle to Include all the Malicious IPs
from the Malicious IPs Feed.

The Exception Members and Exception IP Addresses tabs contain the 1P addresses that you
want to excluede from the pre-defined malicious [P address list during the distributed firewall rule
processing.
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7-46 Default Malicious IP Block Rules

A default policy with the name Dvefault Malicious [P Block Rules is created in the Infrastructure
category of the distributed firewall rules.

Jmtransigd Frmpwyn

The first rule 1s to drop any traffic Initiated by a malicious [P address from an external network to
the Internal network.

The second ruke Is to drop any traffic from the internal network to a malicious 1P address In an
external network.

Both the rnules are enabied by default In a greenfield environment and disabled In a brownfizd
environment

/-47 Configuring Rules to Block Malicious IPs

You can create a custom malicious IP address block rule and attach your custom Malicious IP
group to i

e AR FEawal

The configured rule drogs any raffic from any internal source going to any destination 1P
address that is iIncluded In the group named Custom Malicious [P Group.
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/-48 Saving and Viewing the Distributed
Firewall Configuration

%ou can save and view distributed firewall configurations. Every time you publish a distnbuted
firewall rule, 3 draft of the configuration 1s saved automatically.
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From this view, you can see a timedine with all saved distributed firewall configurations. The
following types of saved ltems are avallable:

= Auto saved: Drafis automatically saved by the system immediately after distributed firewall
changes are published. This feature s enabled by dafault but can be disabled If required.
Roling back to the previcus configuration requires reverting to the previously published
autosave.

— You can disable the Auto saved feature In the NSX U by navigating to Security >
Policy Management > Distributed Firewall > ACTIONS > General Settings and turm off
the Auto Save Drafts togale.

= Saved by others: Distributed firewall configurations saved by other users different from the
user currently iogged in to the systam.

*  Saved by me: Distributed firewall confgurations saved by the user currently logged In to the
System.
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/-49 Rolling Back to a Saved Distributed
Firewall Configuration

You can roll back to a previously saved distributed firewall configuration
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When you click the name of the saved configuraticn in the histogram, a new wizard displays
details about the distributed firewall confliguration on the top, including name, description, and
creation date. The bottom part of the screen displays the differences between the saved
configuration and the last publshed configuration.

365



/-50 Distributed Firewall Configuration Export
and Import

You can also export and import the distriouted firewall configuration.

[Pl it Fowidil

While exporting a firewall configuration, you must provide a passphrase. This passphrase Is
needed when Importing this configuration into the frewall. After the export Is complete, you can
downioad the firewall configuration.

While iImporting a firewall configuration with the passphrase. you must also provide a name for
this confliguration. Al the Imports are saved as drafits In the firewall.
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/-51 Distributed Firewall Architecture

The high-kevel distributed firewal workflow Includes the following steps:

1. Users configure distributed firewall podicles throughn the NSX Ul or APL

2. The policy role processes these policies.

3. Distriouted firewall policies are then pushed to the manager role and persisted.
4

The manager roke forwards the distributed firewall rule configuration to the central control
plane (CCPY.

5. The CCP forwards the configuration to the LCP (nsx-proxy) through the Appliance Proxy
Hub (APHY

B.  The host transport nodes (ESXD) store the distribited firewall configuration and configure
the datapath accordingly.

7. The transport nodes send rule statistics and status to NSX Manager.

= &ﬁﬁ

GUI/REST Applian-ce Proxy Hub

NSX Manager

nsx-rpc Nsx-rpc
1234 e' e' 1235
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7=

52 Distributed Firewall Architecture: ESXi

n an ESXI host, the distributed frewall Incluedes several components:

1

.3

Appliance Proxy Hub

368

nax¥-proxy receives the configuration changes from the CCP and configures datapath
modules.

Datapath modules Include the following components:
—  WEIP: Receves firewall rukes and downloads them on each YW's wNIC
—  VDPE: Performs L7 packet Inspection

Stats Exporter collects flow records from the distributed firewall data plane kernal modules
and generates rules statistics.

Na¥-proxy passes rules statistics and real-time data o the management plane.

NSX Manager

WOPI

ESXi




The following datapath modules are responsible for distributed firewall rule processing:

= \/Mware Internetworking Service insertion Piatform (VSIP): This module is the main part of
the distributed firewall kernel module that receives the firewall rukes and downloads them on
each WM's yiNIC.

=  \VMware Deep Packet Inspection (VDPI): This deep packet Inspection module daemon in the
user space Is responsibke for LY packet inspection. VP! can identify application IDs and
extract context for a traffic flow.

L7 rules, like the remaining DFW rules, are programmed into VSIP. VSIP forwards L7 packets to
VDPI, which Inspects and extracts the L7 information from the packeats and retums them to
WEIP

Stats Exporter collects flow records from the VSIP kernel module and generates rule statistics.
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/-52 Distributed Firewall Rule Processing: ESXi

vimware-sfw 1s a software construct where distributed firewall nules are stored and enforced.
vimware-sfw mamntains a rele table and a connecticn table.

When a distributed firewall rule |5 confligured, its Information Is stored In the rule table. After the
Initial rule configuration, the traffic Is managed as follows:

1. A logkup s performed In the connection table to check whether a connection exists.
2. If the connection Is not present, the packet 1s matched agalinst the rule table.

3. If the packet Is allowed and the traffic type Is stateful, a connection entry Is created In the
connection table.

4 All subseguent packets for the same connection are serviced directly from the connection
table, Stateless packets are always matched against the rule table.

NSX Manager

e Rule Table Connection Table e

ESXi

The vSphere ESX1 network [OChaln 1s a framework that enables you to Insert funciions into the
network datapath.

The IOChain framework 1s used by NSX to host vimware-sfw, which Is a software construct
where distributed firewall rules are stored and enforced.
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vmwara-sfw mamtains the fallowing typas of tables:

7-54  Lab 11: Configuring the NSX Distributed

Rule Table: Locally stores all applicable firewall rules

Connection Table: Caches flow entries for stateful rukes with an action

Firewall

Create NSX distributed firewall rules to alliow or deny the application traffic:

1
2

3
4
5
&
7

Prepare for the Lab

Test the IP Connectivity

Create Securlty Tags

Create Securlty Groups based on Tags

Create Distributed Firewall Rules

Test the IP Connectivity After the Firewall Rule Creation
Prepare for the Next Lab

/-55 Review of Learner Objectives

[dentify types of firewalls In NSX

Descripe features of distributed firewalis

Create firewall policies

Configure firewall rules

Configure firewall rule attributes: groups, services, and profiles
Configure the distnbuted firewall to block malicious IPs

Save, roll back, export, and import the distributed firewall configuration
Describe the distributed firewall architecture
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/-56 Lesson 3: Use Case for Security in
Distributed Firewall on VDS

/-57 Learner Objectives

= List the distributed firewall on VDS reguirements
=  Configure the distributed firewall on VDS
= alidate the distributed firewall on VDS configurations
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/-58 About Distributed Firewall on VDS

Mistricuted firewall on WDS enables NSX security features on existing vSphere distributed port
groups (DVPG) without changing the vSphere platform.

MHstricuted firewall on VDS provides the following benefits:
=  Removes the need for migrating workloads when configunng NSX securty

+  |mplements the same security policies and rules for network cbjects irespective of whether
they are created or owned by NSX Manager or vSphere

=  Enabies the security administrator (o depioy the distributed firewall 2nd other security
features without Involving the networking administrators

= dvpgl was v testdvs-DVUPplinks-28

WLAM ID 1D w [ Updink 1 {2 MIC Adapters)

W Wirtuat Machimes (2] &l wrnree 1 10.182.102 63 saw
e B osas | &l wimiree ] 103 78 52 74
wmd B oee by . i Uptink 2 (0 MIC Adapters)
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vima B e [
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Distributed firewall on VD5 enables MNSX Security features on workloads attached to a
distributed port group (OVPG) managed by vCenter Server. Earler versions of NSX reguired
WMs to be attached to segments managed by NSX (VLAN or overlay) to take advantage of
distributed secunty functions. This functionality has now been expanded to cover DVPG
managed by vCenter Server.

Distributed firewall on VDS ks also avallable In vSphere 6.7

Distributed firewall on VDS s mplemented on the NSX Management Plane based on Information
reported by the vCenter Server iInventory.
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/-59 Supported Features

Several features are supported when yvou prepare your vCenter Server cluster for NSX
Security.

1 N
g Q &
—_—t

NSX Distributea [PFix Tracellow
Firewal|
N
e [)Q /@‘
IDS / IPS MNSX Malware
intelligenice  pravention

For all supported features, see NSX Administration Guide at
https:/ /docs. vmware.comy/en/VMware-NSX /4.0 /administration/GLUID-E9FBESET7-D36-41AF-
Ba0E6-AESS416F 4229 himi# GUID-ESFBESET-D136-41AF-BADE-AESS416F 4229,
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/-60 Distributed Firewall on VDS
Requirements

Instaling the MSX distributed firewall on an existing VDS has the folowing requirements:
«  The NSX version must be 3.2 or later.

«  ESKI hosts are not prepared for MSX

= Al hosts In the cluster must have identical VDS configurations.

»  ThewvCenter Server system must be registered as a Compute Manager In NSX Manager.

Supported VDS and vSphere versions:

VDs Version vsphere Version

660 vSphere 6.7 and later

700 vEphere 7.0 Update 1 and later
7.0.2 vSphere 7.0 Update 2 and later
703 v5phere 7.0 Update 3 and later
800 vSphere 8.0.0 and later

This feature s only configurable with the NSX AP or by using the Quick Start installation in the

MNSX Ul or through the vCenter NSX plug-in

WD'S can span multiple vSphere clusters. The NSX securty mode 1s enabled only on some
clusters.

375



/-61 Installation Workflow

You follow these steps to install the NSX distributed firewall on a VDS with existing
dvportgroups.

3. Winte Security
Podicy

/-62 Preparing the Cluster for Security

To prepare clusters for NSX Security:

1 Mavigate to system > Conflguration > Quick start > Prepare Clusters for Networking and
Security > GET STARTED. .

2. Select the clusters that you want to install
3. Chck INSTALL NsX = security Only.

Pimtie CLalar [ Mtesararm i ety

" . X
e @ -
- B —— i B — T i e
. - o

o]

All hosts In the cluster must have Identical VDS configuration to perform an NSX Quick Install
Y ou can also configure the host for security only with a REST APl call
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/-63 Validating the Security Cluster
Preparation from the NSX U

You can validate the Securtty Cluster Preparation by navigating to system > Conflguration -
Fabric > Nodes > Host Transport Nodes.

You check the following parameters:

= The node status Is UP.

= The NSX Configuration status Is Success.

=  The NSX version Is correct

= (Jne host switch per Vs was created and the Type 15 VD5

Because the cluster 1s not prepared for NSX networking features, 1t 1s not expected to have
tunnels configured on the host.



/-64  Transport Node Preparation

All the ESX) hosts of the selected clusters are automatically configured as transport nodes In the
back end.

Dwring the transport nodes preparation, the following cbjects are created:;
= Autoconfigured transport node profiles

= WLAN transport Zones

+  [iscovered segments

When the ESXI hosts are prepared for NSX securlty, vCenter Server performs a full iInventory
sync with MNSX Manager to share Its objects.

7-65 Autoconfigured Transport Node Profile

A separate transport node profiie 1s created for each cluster.

PLid piowt Hadd FoaBid oo b 14

A trasnpott nods proble
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You can check the autocreated transport node profile by navigating to System > Fabric >
Profile = Transport Mode Profile.

A separate transport node profiie Is created for each cluster even If multiple custers have
identical VDS configuration.

The created transport node profiles are nelther configurable nor editable,
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/-66 VLAN Transport Zones

A VLAN transport zone s created for every VDS,

You can check the autocreated transport zone by navigating to System > Fabric > Transport
Zones > Transport Zones.

The created transport node profiies are nelther configurable nor editable.
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/-67 Discovered Segments (1)

Discovered segments are automatically created by the vCenter Server Inventory module. For
each vaphere DVPG, a distribited port group 1s created In NSX with its own NSX 1D,

SEamants

m B 2 8

l

A single Instance of a port has two 1Ds: a vSphere 1D and an NSX 1D, The NSX Controd plane
uses the MSX ID.

Dhscovered segments can be consumed by the NSX secunty features such as the distributed
firewall,
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/-68 Discovered Segments (2)

You can access the discovered segments by navigating to Networking > Connectivity >
Segments > Distributed Port Groups.

m— =
TET 4

|
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Dhiscovered segments do not appear in the NSX Ul as segments, but they appear as distributed
port groups.

VLAN tags are read and added from vCenter Server.

The vCenter Server inventory 1s monitored. Any change that occurs {DVPG added, host added,
and so on) 1s reflected In NSX.
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/-69 Configuring Segment Profiles

You can configure [P discovery, segment securlty, and Spoofguard from the NSX UL

LLITET a
i -

to ' NSX, soch ac 1P dis
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/-70 Using VDS Attributes to Define NSX
Groups

You can use Distributed Port, Distributed Port Groups, and thelr corresponding tags to dafine
MSX Group membership.

Foera

i e L m

=
You can select distributed port group and distributed port as members and membership criteria

You can use these groups when configuring distributed firewall rukes.

/-71 Review of Learner Objectives

= |Ist the Distributed Firewall on VDS reguirements
= |dentify the steps to configure Distributed Firewall on WDS
= alidate the configuration
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/-72 Lesson 4: NSX Gateway Firewall

/-73 Learner Objectives

384

Describe the functions of the gateway firewall
Explain the purpose of a gateway policy
Create gateway firewall policles and rules
Describe the gateway firewall architecture



/-74  About the Gateway Firewall

The gateway firewall has the following characteristics:
= Siateful and stateless firewall for north-south traffic
=  [ndependent of the distributed Arewall

= mplementaed on both Ter-0 and Tier-1 gateways and reguinng the SR component of the
router

= Enforced on the northbound-facing interface of the gateway

Physical 1
Router l

|
&

Tier-0 Gatﬂwa\f[’:: F=__} @ Eﬁm!:r

—

Tier-1 Gateway —-d;Jn-— Tier-1 Gateway
1

¥ |

S = rg =
20.2.2.0/24 0.1,3.0/24 10.2.2.0/24

The NSX gateway firewall provides essential pernmeter firewall protection that can be used In
addition to a physical perimeter firewall. The gateway firewall supports stateless and stateful
firewall rules.
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The gateway Arewall works independent of the distributed firewall. A user can consume the
gateway firewall using either the Ul or REST AP framework provided by NSX Manager. The
gateway firewall configuration is similar to the distributed firewall policy. This configuration Is
defined as a set of individual rules In a policy. Like the distributed firewall, the gateway firewall
rules can use tagging and groups to buld policies.

The gateway firewall s a centralized firewal implemeanted on the northbound-facing Interface of
the gateway {Tier-O uplinks and Tier-1 RouterL inks). The firewall is mplemented on a Ter-0 or
Tier-1 service router (SR) component that is hosted on the NSX Edge node.

The service router component of a Tier-0 or Tier-1 gateway provides north-south routing
functionality and centrafized services, such as NAT, and o on.

Fram NSX 4.0.1, the Tier-0 gateway firewall supports stateful firewall fiitering with both active-
active and active-standby high avallability modes.

The gateway firewall service 1s part of the NSX Edge node for both bare-metal and VM form
factors. The gateway firewall Is useful In developing PCI zones, multiienant environments, or
DevOps-style connectivity without forcing the intertenant or Interzone traffic onto the physical
network. The gateway firewzll datapath uses the Data Plane Development Kit {DPDK)
framework supported on NSX Edge to provide better throughput.
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/-75 Predefined Gateway Firewall Categories

The gateway firewall Includes predefined categones on the All Shared Rules tab, where rules
across all gateways are visible.

Emergency

SRR ALILE

Pre-Rules

Loca| Gateway

Default

The gateway firewall Includes several predefined categories for rues.
»  Emergency: Used for guarantine and can also be used for Allow rules.

=  Systerm: Automatically generated by NSX and specific to Internal control plane traffic, such
as BFD rules, WP rufes, and so on

»  Pre Rules: Globally applied across all NSX gateways.

»  |ocal Gateway: Rules specific to a particular NSX gateway.

»  Auto Service: Autoplumbed rules applied to the data plane.

»  [Default Rules that define the default gateway firewall behavior.

Categories are evaluated from lefi to right. Each category can have Its own rules, which are
evalzated top to bottom.
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/-76 Gateway Firewall Policy

A Gateway Frewall policy Inciedes one or more individual firewall rules and 1s applied to north-
south traffic.

Gateway policles can be applied to Ter-0 and Tier-1 gateways and thelr Interfaces.

Emeray Pirzwall
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/-77 Configuring Gateway Firewall Policy

Settings

To create a Gateway Firewall policy, you assign a policy name and configure the settings. You
can also set 3 Time Window so that the policy is only applicable during the specified penod.
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To create a Gateway Firewall policy, you assign a policy name.

¥ou can configure the following settings when creating a Gateway Firewall policy:

TCP strict: In certain crcumstances, the firewall might not see the TCP three-way
handshake for a particular flow (that Is, dse to asymmetric traffic). By default, the firewall
does not enforce the need to see a three-way handshake and will pick up sessions that are
already established. TCP Strict can be enabled per section to turn off midsession plokup.
When enabling the TCP Strict mode for a particutar firewall policy and using a default ANY-
ANY Block rule, packets that do not complete the three-way handshake connection
reguirements and that match a TCP-based rule In this policy section are dropped.

Stateful: When this option Is enabled, the gateway firewall performs stateful packet
Inspection and tracks the state of network connections. Packets matching a known active
connection are alowed by the firewall, and packets that do not match are inspected against
the gateway firewall rules.

Locked: This setting allows you to lock a policy whike making configuration changes so that
others cannot make modifications at the same time.

¥ou can also set a Time Window so that the policy Is onfy applicable during the specified period.
For this feature, the NSX Edge nodes need to have an NTP server configured.
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/-78 Configuring Gateway Firewall Rules

Y oU create one or more rules In the polkcy to allow, drop, or reject traffic.

Context Proflles are only avalable on Tier-1 gateway's.
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/-79 Configuring Gateway Firewall Rules
Settings

You can spacfy the logging, direction, and 1P protocol for the gateway firewall rule. A firewall
rule must be published for It to take effect

sttt | el Paaliah §he fade Wil
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The rules are logged In the Syslog file of the edge node.

Y ou can access these logs from the CLI:

get leg-file 3ayslog

In-the rule settings, you can also choose the direction and the IP protocol
= [z The rule only checks traffic to the gateway Interface.

=t The rule only checks traffic from the gateway interface.

= [n-Cut: The rule checks traffic from both directions.
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/-80 Gateway Firewall Architecture

The gateway firewall workfliow s as follows:
1. Users configure gateway policies from the NSX UL
2. The policy role processes gateway policies.

3. Gateway poiicles are sent to the manager role, which validates and forwards them to the
CCP.

The CCP distributes the firewall configuration through APH to the relevant edge nodes.

5. nsx-proxy receives the firewall configuration from the CCP and configures the edge data
path
The Stats Exporter collects flow records from the datapath and generates rule statistics.

nax¥-proxy reports the firewall rules statistics and status to the management plane.

o N5X Manager

O 2]
O I

M‘ﬂnJI:JEI _’

|

Appliance Proxy Hub
(6 © " e

Datapath

NSX Edge Transport Node
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/-81 Gateway Firewall Rule Processing

Cn an NSX Edoe node:
= Gateway Firewall rules are programmed Into rule classifler.
=  The flow table tracks established connections for stateful firewall rules.

When a Gateway Flrewall rule Is configured, Its Information 1s stored In a rule table in the Rule
Classifier module. After the Intbial nule configuration, the traffic Is managed as follows:

1 A lookup s performed In the fiow table to check whether a connection exists.

2 If the connection 1s not present, the packet 1s matched aganst the rule table In Rule
Classifler.

3. If the type of traffic Is stateful, an entry Is created In the flow table.

4 All subseguent packets for the same connection are serviced directly from the fliow table
Stateless packets are always matched against the rule tabile.

S NSX Manager

i..f . .x.: — Ik m

NEX Edge hd

E2—i

.e Fule Table Flow Table

The Rule Classifler maintains stateful and stateless rules for the foliowing features:
=  Gateway Flrewall

= MNAT

= [PSec

= Service Insertion
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The flow table Is responsible for tracking established connections for stateful firewall rules, and
MAT edge services. When a new connection Is made, the first packet 1= matched agamst the
flow table to determime I 2 session exists.

A rule classifier and flow table are created for each gateway. If two gateways are present In the
MNS¥ Edge node, two rule classifler Instances and flow tables are created: one for each gateway.

/-82 Lab 12: Configuring the NSX Gateway
Firewall

Configure and test the NSX gateway firewall ruies to control north-south traffic:
1. Prepare for the Lab

2. Test 55H Connectivity

3. Configure a Gateway Firewall Rule to Block External S5SH Reqguests

4 Test the Effect of the Configured Gateway Firewall Rule

5. Prepare for the Next Lab

/-82 Review of Learner Objectives

Describe the functions of the gateway firewsall

Explain the purpose of a gateway policy
Create gateway firewall policies and rules

Describe the gateway firewall architecture
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/-84 Key Points

s Jero-Trust Is a securlty model that does not automatically trust entities In the security
permeter.

=  Macro-segmentation s the process of dividing data center infrastructure into smaller zones.

= Micro-segmentation helps to bulld a Zero-Trust approach to securty by defining a security
permeter around each application

+  The distributed firewall Is a hypervisor kermel-embedded stateful firewall

=  The distributed firewall resides outside the WM guest <5 and controls the /O path to and
from the viNIC.

=  The gateway firewall, also called the permeter frewall, protects traffic from physical
environments.

Questions?
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Module 8
NSX Advanced Threat Prevention

8-2 Importance

MSX ID5/PS, NSX Malware Prevention, NSX Intelligence, and NSX Network Detection and
Response provide visiclity and protection against advanced threats In vour network. Asa
seCurity administrator, you must learn to properly configure these features to successiully
prevent malicious attacks against your environment.

2-3 Module Lessons

1 NSX Intrusicn Detection and Prevention
2. NsX Application Platform

MNSX Malware Prevention

MNSX Inteligence

NS Metwork Detection and Response
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8-4  Lesson 1: NSX Intrusion Detection and
Prevention

2-5  Learner Objectives

= Explain ID5/1PS5 and Its use cases
= [Define the IDS/IPS terminclogies
=  Describe the IDS/IPS architecture
=  Configure ID5S/1PS

+  nterpret IDS/1PS events
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8-6  About NSX Distributed IDS/IPS

MWSX Distributed IDS/1PS uses real-time deep packet Inspection to identify and prevent attempts
at exploiting vulnerabilities In your applications:

= Protects virtual workloads from malickous traffic
—  Prevents lateral threat movement In the east-west traffic
= |ses signatures to identify malcious traffic patterns

= [sIimplemented as a distributed solution across multiple ESXI! hosts
PN
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Lsing real-tme deep packet iInspection, NSX Distributed IDS/1IPS performs the following tasks:

=  Protects east-west traffic and prevents lateral threat movement: The objective of many
mahicious attacks Is not solely to penetrate the network. After the attackers are In, they
often pivat throtah multipke systems and explore the network to find thelr main target and
gain access to It NSX Distributed IDS/IPS recognizes and prevents lateral movement across
the network when perimetar security Is compromised.

»  |ses signatures to dentify malicious traffic patterns: NSX Distributed 1D5/1PS uses an
external cloud-based signature store to remain up to date with known malicious activity,
Including zerc-day vulnerabiities. It helps protect against both L4 and L7 attacks.

= [sIimplemented as a distributed solution across multiple ESX1 hosts: Similar to the distribeted
firewall architecture, NSX Distributed IDS/1PS 1s implemented as a kermel module In the ESXI
hosts. This distributed architecture significantly reduces halrpinning by processing traffic that
Is Closer to the source.
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8-7 Use Cases for NSX Distributed IDS/IPS

MNSX Distributed IDS/1PS protects against malicious activity, including the following activities:

= Expioits of known application-level vulnerabllities

= Application denial of service

= | gteral movement

= Chent-side and server-side exploits

With NSX Distributed [DS/IPS, securtty adminkstrators can augment or replace discrete appliances.
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Application denlal of service and client and server exploits have the following characteristics:

« Appication denlal of service: A denlal-of-sarvice attack foods systems, servers, or
networks with traffic to exhaust resources and bandwidth. As a result, the system 1s unable
to fuliill legitimate requests.

» Chent-side and server-side explolts: Chent-side attacks exploit the trust between users and the
website or server that they visit. Common client-side and server-side expiclts are as follows:

—  Spoofing: Tricking the user into bekeving a website or sarver s legitimate.

— Cross-site scripting (X5S): Executes code In the user's web browser with the alm of
controling a user's sesskon or stealing login credentials.

With NSX Distributed IDS/IPS, securlty administrators can replace or augment discrete
appliances. By using native IDS/IPS capabillities In MSX, you can replace traditional IDS/IPS
appliances, Including standalone, firewal-based, or virtual host-based solutions. You might also
decide to keep the tradiional IDS/IPS appllances, while using NSX Distributed IDS/IPS for
additional east-west traffic protection
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8-8 About Behavior-Based IDS/IPS

Behavior-based IDS/IPS helps to detect unusual traffic, malickous attacks. and secunty breaches
In the network when compared to a baseline of normal traffic.

Behavior-based IDS/IPS does not require a separate Installation because It Is part of the NSX
Distriputed [DS/IPS mplementation

Behavior-based IDS/IPS helps In the Tollowing scenarios:

= |dentifying perodic callback behavior

= |dentifying a client with a high fallure rate In S5H authentication with a server
= Tunnelng of network data over anonymous proxles sich as TOR

Intrusion detection focuses on the use of knowledoe-based signatures. These signatures
Incorporate specific knowledoe about an attack

Behavior-based IDS/IPS attempts to identify anomalous behavior by pinpointing potentially
Interesting events that are different or unusual compared (o a baseline of normal traffic.
Behavior-based IDS/1IPS also helps to detect and prevent possible zero-day attacks

A few examples of such alerts:

= |dentifying perodic callback behavior in a given flow: A variety of remote access Trojan
(RAT) toolkits expose this type of behavior when checking In with a command-and-control
saryver. RATS are a type of malware threat where an attacker takes control of your

Ccomputer.

= |dentifying a client with a high fallure rate In S5H authentication with a senver (can Indicate a
credentlal enumeration attack).

= Tunneling of network data over anonymous proxles sich as TOR (not necessarily malicious,
but unusal In an enterprise environment). TORs alim to conceal users' identities and thelr
onfine activity from survellliance and traffic analysls by separating identification and routing.
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2-9  Reqguirements for NSX Distributed
IDS/IPS

Before using MNSX Distributed [DS/1PS, administrators must consider the following factors:
«  The NSX Distributed IDS/IPS components are installed as part of the host preparation

«  MNSX Distributed IDS/1PS can be enabled at the vSphere cluster level and for standalona
ESXI hosts.

=  Youcan configure NSX Manager to download intrusion detection signatures from the
Internet or manually download and upload the signatures to NSX Manager.

«  The NSX environment must be configured with a valid lcense for NSX Distributed IDS/IPS.

For additional Information about the type of Icenses that are valid for NSX Distributed IDS/IPS,
sea the ViMware NSX Datashest at

https:/ fwww vmware. com/content/dam/digitatmarketing /vmware/en/pdf/products/nsxvmwa
re-nsx-datasheet pdf.
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8-10  About IDS/IPS Signatures

An [DS/IPS signature contains metadata that 1s used to identify an attacker's attempt to expéoit
a known operating system or application vulnerability.

MSX Manager downloads |DS/IPS signatures dally from a cloud-based signature repository.
Signatures are classifled Into the Tollowing severty categories:

= Critical

- High

= Medum

= |Low

= Suspicious
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An IDS/IPS signature contains metadata that is used to identify an attackers attempt (o expiolt
a known operating system or application vulnerabiity. Such metadata provides context about
the attempt, such as the affected product, attack target, and so on.

DS /PSS signatures are matched against traffic headers Dy using regular expressions.
MSX Manager downloads [DS/IPS signatures dally.

IDS/IPS signatures are classified Into severity categones based on thelr Common Vuinerability
Scorng System {CVSS) score.
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8-11  About IDS/IPS Profiles

An [D5/1PS profile defines the 105 signatures that are included or excluded from detection

The default 1DS profike 1s configured to Include all signatures that are labeled as crtical.
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8-12 About IDS/IPS Policies and Rules

An IDS/IPS policy Is a collection of IDS/APS rules. An IDS/IPS rule contains a set of Instructions
that determine which traffic 1s analyzed, ncluding values Tfor the following parameters:

*  Sources and Destinations

= Services

= Security Profiles (IDS/1PS profie)
«  Apphed to

= Mode

= =k

DS rubes can be applied to the distributed firewall or 1o specific groups.
NS Includes the following modes for an IDS/APS rule:

= [Detect Onby: Detects signatures and does not take any action on the traffic. It records and
logs the Intrusion.

= [Detect & Prevent: Detects signatures and performs the action specifled by the security
administrator. Avallable actions are alert, drop, and reject

Different rules can be configured with different modes.

You typically start with the Detect Onhy mode. After tuning for false posithves, you change to
Detect & Prevent
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8-13 IDS/IPS Signature Curation

The N5X 105 curator engine combines the IDS signatures from Trustwave, Securewaorks, and
Lasthne into a single signature set, which It pushes, as an NSX IDS bundle, to NSX Threat
Inteligence Cloud.

MSX Threat Intellgence Cloud forwards the NSX 105 bundle to NSX Manager for consumption in
the NSX environment
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The NSX 1DS curator engine comiines the IDS signatures from Trustwave, Secureworks, and
Lastiine into a single signature set and pushes It as an NSX 1DS bundie to NSX Threat Inteligence
Cloud. NSX Threat Intefligence Cloud forwards the NSX IDS bundle to NSX Manager for
consumption in the NSX environment

The NSX IDS curator engine performs the following tasks in the back end:
«  |dentifies iow-quality slanatures:;

— Awvoids false positives.

—  ldentifies nolsy signatures.
«  |dentfies redundant signatures:

— I two signatures match the same traffic, only one signature s kept.
«  Adds signature metadata for the NSX Ul fislds:

— MITRE ATT&CK tactics and technigues.

— Impact, severity, and confidence leveis.
«  Ensures consistent values for existing signature metadata:

— CWSS scores, signature_severty, attack_target, and classtype.
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8-14 NSX Distributed IDS/IPS Architecture

M5X Distributed IDS/1IPS operates as follows:

NSX Manager downloads curated IDS/IPS signatures from MNSX Threat Inteligence Cloud.
Users configure [DS/1PS profiles and rulkes.

Policy stores the IDS/IPS configuration and passes It to NSX Manager.

MSX Manager passes the Information to the central control plane (CCP).

CCP pushes the IDS/IPS configuration to hosts through the appliance proxy hub.

The ESXI hosts store the signature Information locally and configure the datapath.

The ESXI hosts collect traffic data and send events to NSX Manager.

MSX Manager parses and displays these events In the UL
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D5 signatures are written Into the IDS module in the datapath, and (DS rules are stored in the
WVSIP module.

VSIP evaluates traffic against IDS rules. If a match s found, the packet Is sent to IDS.
The IDS module evaluates the packets against (DS signatures.

Distributed firewall rules are always evaluated before distributed IDS/IPS rules. IT a distribated
firewall rule rejacts a traffic fliow, this traffic is never evaiuated by IDS/IPS.

8-15 Configuring NSX Distributed IDS/IPS

To enable distributed ntrusion detection and prevention for standalone hosts or clusters, you
select Securlty = IDS/IPS & Malware Prevention > Settings >Shared.

Y TP ——— Enable or disabie 105/174 for ssandslong hasrs

Enable or gestde ID5FS for clusmem
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8-16  Configuring IDS/IPS Signatures

On the IDS/IPS tab, vou can configure and manage signatures under Settings.

D5NSS E Malware: Frevanton

»

If the Auto Update toggle is On, signatures are automatically applied to the ESXI hosts after
they are downloaded from the cloud. If the toggle button 1s Off, the signatures are stopped at
the listed version
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2-1/7  Global Intrusion Signature Management

With Global Intrusion Signature Management, you can override the default action for a given
signature and globally disable signatures that are not relevant to your environment

Fcoal Intruson 51:|r1._‘|'.'IJI|'r WA CHIHE T T
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Globully ounrtide this setio
rerornmisEmides by Vidware:

If a signature Is disabled globally, It 1s removed from custom profiles. You cannot include the
disabled signature in newly created custom profiles.

All signatures are preconfigured with a default action that 1s recommended by VMware. You can
override this action globally or per profile.
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The following actions are availabie:

Alert: This action s typically used in new deployments or for new signatures.
Drop and Repect actions are commonly used in the following circumstances:
— High-fidelity signatures with no false positives

— High-impact exploits

— After a signature 1s deployed In alert-only mode

Dropping a packet ks a skient action with no notification to the source and destination
systems. Rejacting a packet 1= a more graceful way to deny a packet because It sends a
destination unreachable message to the sender. The drawback with rejecting a packet 1s
that It can notify a potential attacker of the defense Invoked.
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8-18  Configuring Custom IDS/IPS Profiles

Using custom IDS/IPS profiles, you specify the 105 signatures that you want to Include or
exciude for detection based on thelr severity, attack type, attack target, CV55, and affected
products.

D55 & Mahware Provention £}

Cuhihaed Pue Airw Ay Bk ot teiry

Filter signatiliFes By Zevamy
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Creating granular workload-specific profiies reduces noise and false posiives In your environment.
You create custom 105 profiles by selecting Security > IDS/IPS & Malware Prevention = Proflles.

Y ou configure the 1DS signatures that you want to Include or exclude for detection based on
thelr severity and more granular critera

s Attack Types: Categorizes signatures by attack technigues such as Trojan activity o
attempted denlal of service (DoS). The types align with the MITRE ATTECK framework.

=  Atfack Targets: Broad category of possible attack targets such as 10T, mobille client, or
netwaorking eguipment.

= CWVSS: Include or exciude signatures based on thelr CVSS score range (none, low, medium,
high, and critical).

=  Products Affected Signatures specific to vulnerable appiications or operating sysiems.
Globally disabled signatures are not avallable for Inclusion in profies.

You can also cick the Manage signatures for this profile ink to diszble Individual profie
signatures that might not be relevant to yvour workloads, or to overmide the global action
configured for a given signature.
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Suspicious 105 signatures are used to detect traffic anomalies in the network.

In 2 simifar way, you create an IDS/1PS profile to specify the [DS signatures that you want to
Include or exclude for the detection of your north-south traffic.

8-19 Configuring IDS/IPS Rules

You specliy how traffic 1s managed In your environment oy conflgunng one of more rules with
an D5 profile and the mode of aperation.

As with distributed firewall rnukes, IDS/1PS rules are evaluated from top to bottom.

ICFEAPG & s Bedusation

For an atteck o be bioced, the mode must be Detect and
Prevent, and thi signatura scton mus: be Drop or Reject

To create |DS polickes and rules, you select Security > Policy Management > [DS/1PS &
Malware Prevention > Distributed Rules.

The Sources, Destinations, Services, and Applled To values work In the same way as those Ina
distributed firewall rule.

DS Profile specifies the group of signatures that the traffic 1= maiched against
Mode determines the action that Is taken when a signature s triggered.
The following modes are avallable for an IDS/1PS rules

« Detect Only: Regardless of the global or per-signature action, only alerts are generated, and
no preventive action s taken. This mode s equivalent to an intrusion detection system

« [Detect & Prevent: The action that s specified for the given sianature either globally or at the
profile level is takken (alert, drop, reject). The action that is specified at the profile level overrides
the action configured giobally. This mode Is eguivalent to an infine Intrusion prevention system

When configuring IDS/1PS rules, do not use the drop action in a rule that Is configured with a
security profie that includes suspicious-level signatures, With this configuration, you
guarantee that any abnormal traffic Is Inspected

Like distributed firewall rules, IDS/1PS rules are evaluated from top to bottom. You must place
the most hit rules at the top to aveid the unnecessary evaluation of subsequent rules.
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8-20 Monitoring IDS/IPS Events (1)

To monitor IDS/IPS events, you select Security = Threat Event Monltoring = IDS/IPS.

[t

The Events tab shows all Intrusion attempts that are detected by the system:

Critical severity sionature events appear In red.
High severity signature events appear In arange.
Medium severity signature events appear In yelow.
Low severity signature events appear In aray.

Suspicious signature events appear In purple.

Administrators can fiiter events based on thelr seventy. Free-form text 1s also avallable for
further filtering of events.

105 events are graphically represented by using a histogram. Security administrators can specify
the period that they are interested In by adjusting the vertical ines in the diagram.

Each IDS/IPS event type Is represented by a dot In the histogram. The size of the dot Is
proporiional to the number of occurrences of an event.

Additional Information about each type of event appears In a tabular format

MSX Manager keeps the last 14 days of data or up to 1.5 milllon records.
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8-21 Monitoring IDS/IPS Events (2)

Each event can be expanded to retrieve detalls about the Intrusion attempt, including the
attacker, victim, protocaol, attack type. and 5o on

Lhig k Ry et [ Alreshon HISTey

Each event can be expanded to retrieve the following detalls:

Signature 1D

Severity

Detalls or description of the event
Product affected

Users affected

VMs affected

Additional information appears for the last occurrence of the event:

Attacker and target IP addresses

Bytes exchanoed
Attack and traffic fiow direction

The Intrusion Activity diagram shows the occurrences for a particular signature event .
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8-22 About North-South IDS/IPS

Morth-South IDS/IPS uses real-time deep packet Inspection to identify and prevent attermpts at
exploitng vulnerabiities In your applications:

= Protects north-south traffic and prevents maliclous traffic from enternng your Internal
network

= |ses signatures to dentify malicious traffic patterns

= |5 enabled on a Tler-1 gateway
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8-23 Use Cases for North-South IDS/IPS

¥ou can configure North-South IDS,/1PS for the following use cases:

+  [Detecting and preventing intrusions for north-scuth traffic based on signatures

+ [Detecting and preventing intrusion attempis across different zomes In the data center
=+  [Detecting and reporting suspicious anomalies in the network

3-24 Reqguirements for Configuring North-
South IDS/IPS

Before using North-South IDS/1PS, securnty administrators must consider the following factors:

= N5X Manager has Internet connectivity to downlioad the signatures from the cloud-basad
store. Proxy settings can be configured If necessary.

s MNorth-South IDS/IPS s supported on a Ther-1gateway that I1s backed by an NSX Edge
cluster.

=  The NSX environment Is configured with a valid license for Morth-Scuth IDS/APS.

Additional gateway security capabiities are avallable with N5X security add-on licenses.
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8-25 North-South IDS/IPS Architecture

Morth-South IDS/IPS works as Tollows:

NSX Manager downloads IDS/IPS signatures from a cloud-based store.

MNSX Policy stores the IDS/IPS configuration Information In the database.

MSX Polcy passes the information to MSX Manager.

MSX Manager passes the Information to the CCP.

CCP pushes the IDS/IPS configuration through APH to NSX Edge using the NSX-proxy.
MSX Edge stores the signature information locally and configures the datapath,

The Event Forwarding module coflects traffic data and sends events to NSX Manager.
IDS/PS reporting on NSX Manager parses and shows these events in the NSX UL

BN O R W oN

NSX Manager

"= Rl
o

Applisnce Proxy Hub

Event Forwarding
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8-26 Configuring North-South IDS/IPS

To enable north-south Intrusion detecticn and prevention for Tier-1gateways, you select
Securlty > IDS/IPS & Malware Prevention > Settings.

8-27 Configuring North-South IDS/IPS Rules

You specliy how traffic 1s managed In your environment oy conflgunng one of more rules with
an D5 profile and the mode of aperation.

As with gateway firewal rules, gateway specific IDS/IPS rules are evaluated from top to
bottom.

S & Matworn Fre=yeniian
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You create IDS pofices and rules for a spedfic Ter-1 gateway by navigating to Security = Policy
Management > [Ds/IPs & Malware Prevention > Gateway Rules and selecting the relevant
Tier-1 gateway

You create IDS pofickes and rukes, which are shared betweean multiple gateways, by navigating to
Security > Policy Management > IDS/IPS & Malware Prevention > All Shared specific Rules.

The Sources, Destinations, Services, and Applied To fields operate In the same way as those Ina
gateway firewall rule.

Security Profiles speciiy the group of signatures that the traffic 1= matched against

The Mode field In a North-South IDS/1PS rule determines the action that 1s taken when a
signature Is triggered.
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The following modes are avallable for a North-South IDS/1PS rules

« Detect Only: Regardiess of the global or per-signature action, only alerts are generated, and
no preventive action 1= taken. This mode s equivalent to an intrusion detection system

« [Detect & Prevent: The action specified for the given signature either giobally or at the
profie leveal is taken (alert, drop, refect). The action specifiied at the profie level overndas
the action configured gliobally. This mode Is eguivalent to an inline Intrusion prevention
System.

As with gateway firewall rukes, the North-South IDS/1PS rules are evaluated from top to bottom
You must place the most hilt rukes at the top to avold the unnecessary evaluation of subsaquent
rules.

8-28 Monitoring North-South IDS/IPS Events

¥ ou monitor North-South [DS/PS events by navigating to Security > Threat Event Monitoring
= IDS/IPS.
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The same dashboard Is used to monitor the north-south IDS/IPS events as in distributed
IDS/PS.
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2-29 Lab 13: Configuring Distributed Intrusion
Detection and Prevention

Configure Distributed Intrusion Detection and analyze malicious traffic:
1. Prepare for the Lab
Enable Distributed Intrusion Detection and Pravention
Download the Intrusion Detection and Prevention Signatures
Create an Intrusion Detection and Prevention Proffie

2
3
4.
5.  Configure Intrusion Detection Rules
6. Generate Malicious Traffic

7. Create a Segment and Attach a VM

8. Generate Suspicious Traffic

9. Analyze intrusion Detection Events

10. Modify the IDS/IPS Settings to Prevent Malicious Traffic

1. Generate and Analyze Intrusion Prevention Events

2-30 Review of Learner Objectives

Explain IDS/1PS and Its use cases
Define the IDS/IPS terminclogies
Describe the IDS/IPS architecture
Configure IDS/IPS

Interpret IDS/IPS events
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2-31 Lesson 2: NSX Application Platform

8-32 Learner Objectives

» [Describe NSX Application Piatform and Its use Cases
» Deploy NSX Application Platform
«  Explain the NSX Application Platform architecture and services

8-33 About NSX Application Platform

MSX Application Platform s & container-based solution that is deployed on an existing
Kubemetes cluster.

You must deploy NSX Application Platform before using the following NSX securlty features:
= NSX Malware Prevention

= NSX Inteligence

= NSX Metwork Detection and Response

= NSX Metrics

Before deploying NSX Application Platform, you must understand the concepts presented In the
course Kubernetes Fundamentals at

https:/ fleaming.customerconnect vimware.comy/oltpublish/ site/programe.do?dispatch=showCour
seSession&id=66378ecE-4078-1leb-B643-0ccd Tadebsra.
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2-34 Prerequisites for NSX Application
Platform Deployment

To deploy NSX Applcation Platfarm, your environment must comply with the following
prerequisites:

«  Valid, non-expired NSX license

»  Tanzu Kubernetes cluster (THC) v1.20 through v1.22 or upstream Kubemetes w120 through
w24

«  Network connectivity between your microservices environment and the NSX Management
cluster

= Working DNS Instance
«  Time synchronized between NSX, vsphera, and your Kubemetes environments
«  [(Optional) Private Harbor registry with a chart repository service conflgured

This final item Is only reguired If your Kubemetes environment does not have access to the
Internet or If you have specific securty restrictions.

For more information about the NSX Application Platform deployment prereguisites, including
the supported Tanzu Kubernetes cluster and upstream Kubernates versions, see Deploying and
Managing the WMware NSX Application Platform at https://docs vmware com/en/\VMware-
MNSX/4.0/n=x-appliication-platformy/ GUID-D54CIBE7-8EF 3-45B3-AB27-EFEQ0 A1SA DE3 himi

The use of a private Harbor instance s required If your Kubemetes environment does not have
access to the Internet or you have specifiic security restrictions.

Howewver, If your Kubernetes environment has external connectivity, you can use registry and
repository hosted by VMware (o simplify the NSX Application Platform deployment process.
This deployment process uses an outbound connection only and does not retain customer data
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2-35 Setting Up a Private Harbor Redqgistry

[f your Kubemetes environment does not have access (o the Internet, you must set up a private
Harbor registry with a chart repository service before you deploy N5X Applcation Platform.

You then use this registry to upload the Helm charts and Docker images reguired to deploy NSX
Apphication Platform.

The Helm charts speciiy the configuration settings to be used for the deployment.
The Docker Images Include the container Images 1o be used for the deployment.

For production environments, the private Harbor instance must be configured using external
certificate authority (CAY-slaned certificates.

= e - = T

Wkware Harbor Reglstry Is an enterprise-class registry server that stores and distributes
container mages.

See the chapter about uploading the NSX Application Platform Docker images and Helm charts
In Deployving and Managing the VMware NSX Application Platform at

https:/ /docs. vmware com/en/VMware-N5X /4.0 /nsx-application-platformy GUID-F ACSDBE 3-
ABEE-4891-A723-94200ABETIF 6 htm#GUID-FACSDBE3-ABEE-4891-A723-942D0ABGTOFG
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8-36 NSX Application Platform Form Factors

Based on the required features, NSX Application Platform can be deployved In different form
factors:

=  Standard
= Advanced
= Evaluation

The N5X Application Platform form factors have the following features:

=  Standard:
— Supports NSX Network Detection and Response, NSX Malware Prevention, and Metrics
— Reqguires one controffer and three worker nodes in the Kubernetes cluster

=  Advanced

—  Supports NSX Network Detection and Response, NSX Malware Prevention, NSX
Inteligence, and Metrics

— Reqguires one controffer and three worker nodes in the Kubernetes cluster
= Evaluation:

—  Supports all avallable features

— Reqguires one controffer and one worker node in the Kubernetes cluster

This form factor 1s not supported in production environments. it s ntended only for
evalmtion or proof-of-concept.

424



8-37 NSX Application Platform Deployment (1)

You deploy NSX Application Platform from the MSX Ul by selecting System > Conflguration >

NsX Application Platform.

The Helm Repository and Docker Registry URLs must point to the reglstry and repository
hosted by VMware or to your private Harbor Instance.
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8-38 NSX Application Platform Deployment
(2)

During deployment, you must spacify the configuration file for the underlying Kubermeates
infrastructure. You also select the form factor based on your feature reguirements.
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The configuration file for the Kubernetes cluster must be stored locally in the machine where
MSX Applcation Platform deployment s being initlated. This file typically has a Y AML format
that must be provided by your Kubemetes administrator.

The exact steps required to obialn the Kubernetes cluster configuration file depend on the
platform on which your Kubemetes cluster Is running.
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In vSphara with Tanzu environmeants, you must work with your mifrastructure administrator to
create a kubeconfig fie with a long-ived token to be used In the NSX Application Platform
deployment See the chapter about generating a TKC configuration flle with @ non-expiring
token In Deploying and Managing the VMware NSX Application Platform at

https://docs. vmware comy/en/VMware-NS X/ 4.0 /nsx-application-platform/GUID-52A52C0B-
0575-43B6-ADE2-EBGA0EZ2C29F htmi

You can then use a fike transfer utiity to copy the Y AML configuration file to your local system

Apart from specifying the configuration file for the Kubernates cluster and the desired form
factor for the NSX Application Piatform, you must also configure the following parameaters
during MNSX Application Platform deployment:

» |nterface Service Mame (FQDNY: The iInterface Service Mame Is usad as the HTTPS
endpoint to connect to NSX Application Platform.

You must configure the FQDN with a static IP address Inthe DMS server before the NSX
Application Platform deployment. The TKC or upstream Kubernestes custer infrastructure
must be able to assign this static |P address.

=  Messaging Service Name: The Messaging Service Mame value 1s an FQDN for the HTTPS
endpoint that is used to receive the streamiined data from the NSX data sources.

2-39 NSX Application Platform
Predeployment Checks

Before procesding with the deployment of NSX Application Platform, the wizard checks the
connaction, resources, and comrect configuration of the specified Kubemetes cluster.
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8-40 NSX Application Platform Deployment
Validation

Atter the deploymeant, yiodl can validate the status of NSX Appication Platform nodes from the
MNSX UL

SN Ay ialion Malis

The example llustrates the nodes avallable after the depioyment of NSX Application Platform
with an Evaluation form factor.

This type of deployment Includes:
s One controller node: Used as the control plane
s One worker node: Lsed to perform data processing and analytics tasks

You can review the resource utiization at the overall cluster level, and you can also view the
speCific resource utiization fior each node.
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8-41 NSX Application Platform Services

The following core services are deploved as part of NSX Application Platform in both the
Standard and Advanced form factors:

*  Messaging

=  Configuration Database

= Platform Services

= Metrics

The folowing core services are deploved as part of the Advanced form factor only:
= Analyiics

= [ata Storage
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The following core services are deployed as part of NSX Application Platform in both the
Standard and Advanced form factors:

»  Messaging: InCludes a distributed messaging system that 1= responsible for collecting
network flows and events from the NSX transport nodes and system configuration from
MSX Manager.

« Configuration Database: Database system used to store events and recommendations
«  Platform Services: Includes all services related to certificate and cluster management
»  Metrics: Collects key performance Indicators from the NSX environment
The following core services are deployed as part of the Advanced form factor only:
»  Analytics:
— Processes and correfates the network flows
— Generates recommendations and events
« [ata Storages includes a distributed database used to persistently store correlated flows

During the deployment of NSX Application Platform with a Standard form factor, only the
messaging, configuration database, metrics, and platform services are enabled. installing
additional secunty features on top of NSX Application Piatform with a Standard form factor
enables additional services. For example, the instalation of Malware Prevention and MSX
Metwork Detection and Response automatically enables the analytics service.
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2-42 Objects Created During the NSX
Application Platform Deployment

Dwuring the deployment of MSX Application Platform, several pods are automatically created in
the Kubernetes cluster. The number of created pods depends on the form Tactor.

Pods run In the worker nodes and can run one of more container processes that provide
functionality for multiple NSX security features.

One or more pods are qepbyed per core service of NSX Application Platform.
These pods run in a2 Kubernates namespace called nsxl-platform.

NSX Application Platform: Advanced Form Factor

Kubernetes Cluster

NSX Application Platform! Stangard Form FaCLor

kKubernetes Cluster
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8-43 Basic kubectl Commands

Because NSX Application Platform ks a container-based solution, you must be familiar with the
key kubectl commands to perform basic troubleshooting:

= |Ist all the namespaces avalable in the Kubernetes cluster:

kubectl get namespaces
= |5t all pods avallable for a particular namespace:;

kubectl get pods —n <namespacel
= [isplay the detalled state of all contaliners within a pod:

kubectl describe pod <pod-namelr —o: <namsspacel
= Retrieve the logs for a pod In 2 given namespace:

kubectl logs <peocd-—namel —n <hamespacel
= Retrieve the logs for a contalner running In a pod:

kubectl logs <peod-—namel —c <contalner—namel —n <hamespacel
= Getrelevant events for a aiven namespace:;

kubectl get events —h <namespacer

The kubectl logs <pod—mame’> —n <namespacel CoOMMand works only If cne
contaliner 1s running ina given pod. I multiple contalners are running In a pod, you run the
kubectl logs <peod-—namel —c <contalner—namel —n <hamespacel
command Instead.

You can add the —£ flag to follow the log file. The ——cimestamps flag can be used to
refrieve the date and time of the log events. The —¢ (previous) flag can be used to see the logs
from a previously running container.
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8-44 Namespaces Available After NSX
Application Platform Deployment

The cert-manager, ns¥l-platform, and projectcontour namespaces are automatically created as
part of the NSX Application Platform depioyment.

kadminfSE-KEs3-CTRL-01:~8

HEME

cert-manager
default
kube-node-lease
kube—public
kube—syatem
Iccal-path—storage
metallo—syatem
n=xi-platform
projectcontour

kubsetl get namespaces

STATUS BEE

Beotive 3dih
Bctive 2344
Active 2344
Active 2344
Active 2344
Active 12349
Active 2344
Bcotive 3dih
Bctive 3dih
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2-45 Pods Available After NSX Application
Platform Deployment

The example shows an extract of the pods created during NSX Application Platform
deployment

kadeinESA=-HAn=CTRL=-01:~5 jmbectl getc pods =n msxi-placform

HAME BEADOY STATOS BESTRHTS REE
suthsserver—c47 TEhd4b-47767 i1 Running ¥} 3d
cluster-api-T45655f4db-1nx42 272 Running 4 3dlh
common-agent-58E££698dbd-~caTlY 173 Running 2 3dlh
common-ajenc-crzate-kafka-cople-nipes o/ Completad a Jdin
configure—druid-gggzr [ | Completed 1 3dlh
create-ikubeapi-networkpolicy-job-gbnéw 0/s1 Completed [} 3dlh
graid-broker-7546b83dcd-vdimE /1 Running 1 3dlh
gruid-config-hisctarical-0a i/1 Running L] 3dih
druid-coordinetor—-d754 28dod-mThdw 171 Bunning 1 3dlh
druid-Historicel-0 /1 Running [} 3dihk
griold-micd] e-mEanager—i3 3171 Running [} 341
druid-overiord-8o90c2462c—2447hE i71 Running 2 Jdlh
Eluentd-0 1/3 Running [} 3dlh
kafka-0 11 RunTming ] 3d
<Cropped output>

The example shows an extract of the pods created during NSX Application Platform
deployment with an Evaluation form facter In the nsxi-platform namespace. The cutput Is
cropped. In a healthy environment, the status of all pods should be elther Running or Compieted.
in a Standard form factor deployment, fewer pods are visible because the analytics and data
storage pods are not deployed.

The example shows the following functions of the main pods:
s  [Drud s a ime-seres distributed database used to store correlated traffic flows.
*  Fluentd provides a unified platform to coect logs from different sources.

=  Kafkals a distributed messaging system that recelves system configuration data from MSX
Manager and traffic fows from the transport nodes.
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8-46 Lab 14: (Simulation) Deploying NSX
Application Platform

Deploy and validate NSX Application Platforme

1. Deploy NSX Application Platform

2. Valdate the NSX Application Platform Deployment from the NSX LI

3. Valdate the NSX Application Platform Deployment from the Kubernetes Cluster

2-47 Review of Learner Objectives

= [Describe NSX Application Platform and Its use cases
= [Deploy NSX Application Platform
= Explain the NSX Application Platform architecture and services
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48 Lesson 3: NSX Malware Prevention

49 Learner Objectives

Identify use cases for malware prevention

Identify the components in the malware prevention architecture

Describe the malware prevention packet flows for known and unknown flles
Configure malware prevention and validate the configurations



8-50 About Malware Prevention

Malware prevention detects and prevents malicious THe transfers by combining signature-based
detection of known malware with static and dynamic analyses of mahware samples.

MSX Mahware Prevention can be configured in the following locations:

=  East-west malware prevention detects and prevents malclious files directly on the guest
VM=

= MNorth-south malware prevention detects malicious fllies on the gateway firewall.
" i
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Malware prevention protects yvour environment against viruses, worms, trojan horses, spyware,
and ranscmware.
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Malware prevention uses the following technigues to detect and prevent malicious file transfers:

» Signature-based detection uses databases of known malware patterns. It scans the file and
memory of a system for any data that match the pattern of known malicious software.

= Static file analysis extracts the unique characteristics of a file, such as its structure, and uses
machine leaming algorthms to classify and identify malware Indicators.

«  Dynamic file analysis performs memory analysis and observes how the file iInteracts with the
system, identifying ndicators of malicious activity.

Static document analysis occurs when a file 1s examined without executing It, whereas dynamic
analysls examines the actions of the file and can ocour only when the file s executing. Both static
and dynamic analysis are behavior-based malware detection mechanisms.

Malware prevention can be configured In the following locations:

«  East-west malware prevention is configured directly on the guest WMs 1o protect malware
from spreading laterally In the data center.

»  MNorth-south malware prevention is configured on the edge node to prevent malware from
enterng the pernmeter.
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8-51 About East-West Malware Prevention

East-west malware prevention detects known malcious files on guest WMs and prevents them
from being downloaded.

Guest Introspection agents are installed on the guest YMs and perform the following functions:
= Generate alerts If maliclous known flie hashes are detected

=  Extract unknown flies and send for local and cloud-based analysis

Alerts are generated based on the return verdict

suspicious_file axe

nax_datashest pdf P S

nsx-datashest. pdf Endpoint user

ES¥| host

East-west malware prevention protects the data center from the spread of Internal makware and
from malware that makes it past the network perimeter. To perform these tasks, It monitors fies
downloaded on the guest WVMs for malickous content.

To detect and prevent malware from spreading In the environment, malwane prevention
combines signature-based detection of known malware with static and dynamic analyses of
mahware samples.

Local anatysis, which 1s a combination of static analysis and machine learning-based anabysis of
files, Is performed on the ESXI host

Dwnamic analysis Is performed In a clowd-based environment and s optional.
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2-527 Use Cases for East-West Malware
Prevention
East-west malware prevention provides malware detection and prevention capabilities for data

center and virtual desktop infrastructure (VD) end users.

Data Centar

VDI | Vi |
YD | Lrinl] |
= =

] |

ESXI host ESxi host

I
)
I
I
]
)
[}
¥
¥
I
I
]
]
[
I
i :
' ES¥| host ESX| host
I
L
]
[}
I
(]
]
|
i
]
]
i
i
]
I
[}
¥
]
|

East-west malware prevention uses distributed firewall capabilities to protect end users from
downloading malicious content.

East-west malware prevention protects guest VMs and virtual desktop infrastructures (VDIs)
from lateral malware spreads. Each ESX1 host includes a service virtual machine (SWM), which
Inspects all files that are downioaded at the guest level.
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2-52 Requirements for East-West Malware
Prevention

East-west malware prevention has the following requirements:
=  The NSX environment must be configured with a valid lcense for malware prevention.

= At 3 minimum, NSX Applcation Platform must be deployed with the Standard form factor in
the environment

=  The thin agent must be installed on every guest Wkl
= NSX Manager must have Internet access.
Proxy settings can be configured If necessary.

For more information about the types of valid licenses for malware prevention, see "WMware
MSX™ at

https:S Mweww vmware.comy/content/dam/digitalmarketing /vmware/en/pdf /product s/msx/vmwa
re-nsx-datasheet pdf.

Cloud-based analysis s optional.
In Windows operating systems, the thin agent 1s Installed as part of ViMware Tools.

In Linux operating systems, the thin 2gent Is a separate package that can be downloaded from
the WMware web page. For more Information about Installing the Guest Introspection thin agent
on Linux virtual machines, see N5SX Administration Guide at

https:./ /docs. vmware comy/en/VMware-NSX /4.0 /admintstration/GUID-4B71C4 25-CFEE-41C9-
86C9-TFCFEQCSSECE hmL
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8-54 East-West Malware Prevention
Architecture

East-west malware prevention includes ESX) hosts, MSX Application Platform, NSX Threat
Intefiigence Cloud, and NSX Advanced Threat Analyzer Clodd.

VMware Carbon

Biack Cloud

MSX Advanced

MoX Threat
Threat Analyzer Cloud

Intelligance Clouwd

SECUTIty Analyze:

MSX Mabware Prevention uses the following clouds:

= NS¥ Threat Inteligence Cloud: Obtains file reputations from YMware Carbon Black Cloud
and caches them for use in the NSX environment

= NSX Advanced Threat Analyzer Cloud: Performs machine leaming-based detection and
dynamic analysis of the files
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8-55 NSX Application Platform Components

The NSX Malware Prevention feature reguires an NS Application Platform deployment.

In NSX Apphication Platform, the main components that are deployed for malware prevention
are as follows:

= Security Analyzer:
— Advanced Signature Distribution Service (ASDS) back end
— Reputation senvice
— Messaging pod
— Configuration database pod
= NSX Cloud Connector

W Mwiare Carpon
Black Cloud

MSX Threat NEX Agvanced Threat
intelligence Cloud Analyror Clokid

BESKi Hod  —

The Standard form factor Is enough to use NSX Malware Prevention, but the Advanced form
factor s mandatory to Install NSX Inteligence.



In NSX Application Platform, the main componants that are deployead for malware pravention

are as follows:

«  Securlty Analyzer collects all Information that 1s received from the messaging pod and
fetches reputations and signatures from VYMware Carbon Black Cloud through the
reputaticn service. Securnty Analyzer maintains two databases:

— The Configuration database pod contains all received fiie events.

— The NSX Advanced Signature Distribution Service (ASDS) back end gathers the verdict
and reputations for all known flles.

«  NSX Cloud Connector sends fiies for dynamic analysls to NSX Advanced Threat Analyzer
Cloud. NSX Cloud Connector acts as a gateway between on-premises services and NSX
Advanced Threat Analyzer Cloud. Its purpose 1s to centralize communication and provide an
authenticated channet between chents and the cloud.

Ja4



8-56 ESXi Host Components

The main ESXI host components for east-west malware prevention are as follows:
Guest VM
Context Multiplexer (MUX)

Service WM:
Guest Introspection agent

Security hub

Rapid AP for Detection (RAPID)

ASDS cache

Security Hut
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ESXiHost
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The maln ESXI host components for east-west malware prevention are as follows:

Guest VM Runs a Network introspection agent, called the thin agent, which offloads flies for
sCcanning to the sarvice virtual machine (SWM)

In Windows operating systems, the thin agent 1s Installed as part of ViMware Tools and
Inciudes the folflowing components:

—  NSX Metwork Introspection (vnetWFP_sys)
—  NSX Flle Introspection (vsepfitsys)
—  WMCI (vsock.sys)

Beginning with NSX 4.0.1. east-west malware prevention is also supported for Linux ViMs,
The Guest Introspection thin agent for Linux Is avallable as part of the operating system
specific packages (O5Ps). The packages are hosted on the VMwara packages portal

Context Multiplexer (MUX): Relays massages between the guest VMs and the SWVM,
mamtains the SWM configuration, and processes the east-west malware prevention policies

The MUX 15 Installed as a VIB during transport node preparation.

SWM: WM appliance that 1= deployed on every ESXI host part of a malware prevention-
enabled cluster

The SWM monitors files that are offioaded from the guest VMs, performs local analysis, and
connects to NSX Application Platform for file reputation and cloud-based analysis. The SWM
contains the following modules:

— Guest Introspection agent: Relays event and data recelved from the guest WM to the
sacurity hub

—  Securlty hub: Collects file events, obtains verdicts for known flles, and sends files for
local and cloud-based analysis

— Rapid AP for Detection {(RAPIDY: Provides local analysis of the fiies through a
combination of static analysis and machine leaming-based analysis

— Advanced Signature Distribution Senvice {ASDS) cache: Maintains a database of known
files verdicts and reputations

The ASDS back end Is present In the Security Analyzer and each SWM maintains an
ASDS local cache.
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8-5/ East-West Malware Prevention Packet

Flow for Known Files

A packet fiow occurs when a transfer of a known file s detected on the guest WML

ASX ddlvdiood Thrseg
Dryiy fmd Dieel

SWM

ESXi Host

The fallowing packet flow ocours when a fle transfer s detected on the guest WM:

2

The thin agent extracts the file, computes the hash, and provides Information to the security
hub through the MUK and the Guest Introspection agent.

The security hub checks whether the file 1s known In the local ASDS cache by sending the
hash.

The kocal cache sends the verdict back.

[F the file Is not In the local cache, ASDS gueres the ASDS back end Internally for the flile
reputation.

The ASDS back end sends the verdict back to the securty hub, and the appropriate action
Is taken.
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8-58 East-West Malware Prevention Packet
Flow for Unknown Files

If the secunty hub cannot retrieve the file reputation from the ASDS back end, the file is
considered unknown and 1s sent for local and cloud-based analysis.

MNEX Aofvdrcou Thiesl
daaiyran D

ESAl Host

If the securty hub cannot retrieve the file reputation from the ASDS back end. the file s
considered unknown and 1s sent for local and cloud-based analysls:

6. The security hub sends the flle o the RAPID module to perform bcal analysis.

7. Based on the malware prevention policy and local analysis resutts, RAPID sends the file to
the NSX Advanced Threat Analyzer Cloud for anatysis through the NSX Cloud Connactor.

This step occurs aniy If the policy 1s set up for cloud-based analysis. If cloud-based analysis
Is not s&t up, only the local analysis verdict Is sent 1o the security hub.
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8. NSX Advanced Threat Analyzer Cloud sends the combined verdicts of the local and cloud-
baszed analysis to the securty hub, and the appropriate action is taken

IT the verdict of a file = malicious, and IF the flle's type s portable executable, the securnty
hub sends the flle's hash to the reputation service o cross-check 1ts reputation. This step s
performed to reduce false positives. The file reputation service gueres WMware Carbon
Black Cloud to retrieve the fiie reputation.

9. The securty hub coliects verdicts and statistics and sends an event to the security analyzer.
10, The secunty analyzer reports the verdict and statistics to NSX Manager.

The securty analyzer polis the secunty hub for the local and cloud-based analysls verdicts and
updates the ASDS back end accordingly. This data 1s used for future downloads of the same file.

2-59  Activating Malware Prevention on NSX
Application Platform

To enable NSX Malware Prevention In the NSX Ul you salect System > Configuration > NSX
Application Platform and click the NSX Malware Prevention tie
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8-60 Setting the Cloud Region

¥ou select the coud reglon, run prechecks, and then cick ACTIVATE.

The N5X Malware Prevention instaliation deploys both NSX Cloud Connector and the
Ccomponents reguired for malware prevention

4] NSX Malware Pravention
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You specify the NSX Advanced Threat Analyzer Cloud instance that vou want your

emvironment to connect to.

The FQDMN for the United States cloud 15 nsx.westuslastine.com, and the FQDOM for the
European choud 1s nsx_nlemea lastine.com. NSX Malware Prevention uses HT TPS port 443 to
acoess N5X Advanced Threat Analyzer Cloud.
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Before procesding with the installation of NSX Malware Pravention, the nstallation wizard
verfies that the license 1s valid and that NSX Advanced Threat Analyzer Cloud 1s accessible.

MSX Cloud Connector 1= a shared component between MNSX Network Detection and Response
and M5X Malware Prevention. The NSX Cloud Connector deployment 1s skipped IF NSX
Metwork Detection and Response 1s already configured in the envircnment.

In environments iIn which both these features are Installed, changing the cloud region reguires
rainstaling both NSX Network Detection and Response and N5SX Malware Prevention. Modifying
the cloud region after the installation Is not supported.

2-61 Validating the Malware Prevention
Installation

You can validate the successful Installation of NSX Malware Prevention from the NSX LIL

@ NSX MALWARE PREVENTION

=

Status: @ UP
Region: Uinited States 1

Feature Version' 4010 0 20606727

GO TO NSX MALWARE PREVENTION

ACTIONS «
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2-62 Service Registration

Before you can use malware prevention on the transport nodes, you must register the malware
prevention service and deploy SWMs on each host

You register the malware prevention service with NSX Manager with the following AP call:

BOST https://sa-nsumgr—-9701.vclass.local/napplepi/viimalware—
prevention/svm-spec
Body:

"owf wrl®: "<OVE PATH=",
"deployment spec name": "MES-SVMT"

You must use a REST AP call to reglster malware prevention.

8-63 Service Registration Validation from the
NSX Ul

Y ou validate the malware prevention senvice reglstration in the NSX Ul by selecting System >
Configuration > Service Deployments > Cataloqg.

Servits Cwpymsin
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2-64  Service Deployments

To deploy the SVWMs on each host, you select System > Conflguration > Service Deployments
= Deployment.
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The deployment of the SWMs s duster-based:
= Al hosts Inside the cluster are deployed with an Instance of the service.
= |f anew host 1s added to the cluster, It Is automatically deployed with a service Instance.

After clicking SAVE, the deployment of the SYWMs on each ESXI host starts. Y ou can monitor the
deployment by looking at the tasks In vCenter Server,
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8-65 Service Deployment Validation from the
NSX Ul

You can validate the service Instance deployment from the NSX Ul by selecting System >
Configuration > Service Deployments > Service Instances.
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in a healthy environment, both the Deployment Status and the Health Status appear as Up.

Y ou can check alarms far the NSX Malware Prevention feature by selecting Home > Alarms >
Alarms.

The folowing alarms are avallable for NSX Malware Prevention:
=  Analyst AP Services Unreachable

+ Database Unreachabie

= Fiie Extraction Service Unreachable

«  NTICS Reputation Service Unreachabie

«  Service Status Down
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8-66 Service Deployment Validation from
vCenter Server

You can validate the service Instance deployment from vCenter Server.

The SWM 15 deployed In vCeanter Server and runs with the following 1P addresses;
= The Management network 15 defined by the administrator during the configuration.
+  The Control network 1s defined by the system and gets the [P 169254 122

s 17218.0115 anInternal IP address used to connect the RAPID contalner. Therefore, It 1s not
connected to an external network ke the other two IP addresses.

455



2-6/ Creating East-West Malware Prevention
Profiles

The NSX Malware Prevention profile defines the types of files to be analyzed.

RS & W Frespribon
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You create 3 profile for malware prevention by selecting Security > Policy Management =
IDs/1PS & Malware Preventlon = Profiles > Malware Prevention.

In earler versions of NSX-T Data Center, only executable files were supported Tor east-west
mahware prevention.

Since NSX 4.0.1, all fle types are avallable when configuring east-west malware prevention. The
flie types are specified In the Mahware Prevention Profiie.
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2-68 Creating Rules for East-West Malware
Prevention

To create a rule, you selact Securtty > Policy Management > IDS/IPS & Malware Prevention >
Distributed FW Rules.
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A malware prevention policy 15 a collection of malware prevention rules.

A malware prevention rule contalns a set of instructions that determine which file Is analyzed,
Including the source and destination, the services, the malware prevention profie, where to
apphy the rule, and the detection mode.

Malware prevention rules must be applied to the group of WMs that you want to protect. The
rules do not work If they are applied to the distributed firewall.

NS 4.0.1 Includes the following modes for a malware prevention rules
» [Detect Only: Detects malware and does not act
= [Detect and Prevent: Detecis and blocks malware

Only ome malware prevention profile can be attached to a rule. However, a rule can have both a
malware prevention profile and an IDS/IPS profile.
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8-69 About North-South Malware Prevention

Morth-south malware prevention detects known malicious flies when they enter the perimeter
on the NSX gateway firewall.

IT the file Is unknown, NSX Edge extracts the flie and sends It for local and cloud-based analysis.
The verdict Is computed, and alerts are generated.

suspicious_file.exe

Malware A

Preventlion
bl nsx_datasheet. pdf 4L
Endpoint user

nsx-gatasheet. pdf

MNS5X Edge Node

In NSX 4.0, only north-south malware detection of the malicious files 1s supported.

The detection system compares the flle hashes (SHAMDS5/SHAZS6] 1o file hashes of known
malware.

Local anatysts, whichi 1s a combination of statkc analysls and machine learning-based analysis of
the files, 5 performed in the NSX Edge node.

Dwnamic analysls 1s performed in a cloud-based environment and s opticnal
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8-/70 Use Cases for North-South Malware
Prevention

Morth-south malware prevention provides malware detection capabiities at the perimeter of the
data center.

Clata Center

KWW host ESXi host

Physical Server ESXi host

Maorth-south malware prevention monitors and generates alerts when users want to download
malcious files from an extermal network or from public clouds.
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2-/71 Requirements for North-South Malware
Prevention

Morth-south malware prevention has the folowing requiremeants:
=  The NSX environment must be configured with a valid lcense for malware prevention.

= At 3 minimum, NSX Applcation Platform with the Standard form factor must be deployed In
the environment

«  MNorth-South malware prevention s only supported on Tier-1 gateways.
=  Theform factor of the NSX Edge nodes must be extra large.

= NSX Manager must have Internet access.

Proxy settings can be configured If necessary.

For more information about the types of valid licenses for malware prevention, see "WMware
MSX™ at

https:/ Mwewnw vmware.comy/content/dam/digitalmarketing /vmware/en/pdf /product s/msx/vmwa
re-nsx-datasheet pdf.

The sizing requirement for extra large NSX Edge nodes are 16 wCPUSs, 64 GB of RAM, and 200
GB of storage.

Beginning with NSX 4. 0.1, MSX Malware Prevention can ba also configured on a bare-metal edge
node.

Cloud-based analysis s optional.
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8-72 North-South Malware Prevention
Architecture

Marth-south malware prevention architecture includes the NSX Edge node, NSX Application
Platform, NSX Threat Intefigence Cloud, and NSX Advanced Threat Analyzer Cloud.

Viware Carbon

Black Cloud

MNSX Advanced
hreat Analyzer Cloud

MN5X Threat
Intalligence Cloud

Security Analyzer

The north-south matware prevention architecture shares the same Ccomponents as east-west
malware prevention, with the difference that the NSX Edge node Is used In place of the ESX]
hosts.
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8-72 NSX Edge Components

The main components on the edge node for north-south malware prevention are as folows:
= |DO5/IPS engine

= Security hub

= RAPRID

= ASDS Cache
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The maln components on the edge node for north-south malware prevention perform the
following functions:

= |DS/1PS engine: Extracts files and relays events and data to the secunty hub

Morth-south malware prevention uses the file extraction features of the IDS/IPS engine that
runs on NSX Edge for north-south traffic,

= Security hub: Collects file events, obtains verdicts for known files, sends files for local and
Cloud-based analysis, and sends Information to the securty analyzer

= RAPID: Provides local analysls of the file
= ASDS Cache: Caches reputation and verdicts of known files
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8-74 North-South Malware Prevention Packet
Flow for Known Files

The packet flow for north-south malware prevention is similar to east-west malware prevention

PGk Sotvanced Throa
Anayner Chtd

Facket In

WEK Edge

The packet flow procass Incluedes the following steps:
1 A flle transfer of a known file 1s detected on the NSX Edge node.

2. ThelDS/1PS engine running on the MNSX Edge node extracts the filie, computes the hash,
and provides iInformation to the securty hub.

3. The security hub uses the hash to verify whether the file 1s known to the local ASDS cache.
& Thelocal ASDS cache sends the verdict back.

5. [fthe file s not In the local cache, ASDS gueries the ASDS back end Internally for the fike
reputation.

6.  The ASDS back end sends the verdict back to the secunty hub, and appropriate action 1s
taken
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8-75 North-South Malware Prevention Packet
Flow for Unknown Files

If the: secunty hub cannot retrieve the file reputation from the ASDS back end, the file is sent for
local and cloud-based analysis.

MG Thinul
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IT the secunty hub cannot retrieve the file reputation from the ASDS back end, the file is sent for
local and cloud-based analysis:

7. The securnty hub sends the file 1o the RAPID module to perform local analysis.

2. Based on the NSX Policy and local analysis results, RAPID sends the file to NSX Advanced
Threat Analyzer Cloud for analysis through NSX Cloud Connector.

This step takes place only If the policy 15 set up for cloud-based analysis. If cloud-based
analysls = not sat up, only the local analysks verdict 1s used and sent back to the security
by,
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9. MSX Advanced Threat Analyzer Cloud sends the combined verdicts of the local and cloud-
based analysis to the securty hub, and the appropriate action is taken

IT the verdict of a file s malicious and the file's type s Portable Executable, the securty hub
sands the file's hash to the reputation service to cross-check its reputation. This step s
performed to reduce the numiber of false positives. The file reputation service queres
WMware Carbon Black Cloud to retrieve the file reputation

10, The secunty hub collects verdict information and statistics and sends an event to the
security analyzer.

1. The securty analyzer reports the verdict and statistics to NSX Manager.

The securty analyzer polis the secunty hub for the local and cloud-based analysls verdicts and

updates the ASDS back end accordingly. These data are usad for future download of the same
flle.
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2-/6 Enabling Malware Prevention on Tier-1
Gateways

To enable malware preventon on the selectad Tier-1 gateways, you select Security = Policy
Management > IDS/IPS & Malware Prevention > Settings > Shared and turn on the Malware
Prevention toggle.

8-/7/ Creating North-South Malware
Prevention Profiles

You create a malware prevention profiie by selecting Security > Policy Management > IDS/IPS
& Malware Preventlion > Profiles > Malware Prevention.
[ i ]
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2-728 Creating Rules for North-South Malware
Prevention

Gateway firewall rukes specify the parameters on which north-south malware prevention Is
appllied. The rukes are enforced on the selected Tier-1 gateway.
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Only ore malware prevention profiie can be attached to a rule. But a rule can have both a
malware prevention profile and an IDS/IPS profile.

You create a rule by selecting Security = Policy Management > IDS/IPS & Malware Prevention
= Gateway FW Rules.
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8-79 Malware Prevention Dashboard (1)

Cn the Potentlal Malware tab, vou can find the list of all detected files that are potentialty
harmful to the system for bath east-west and north-south traffic.
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You can access the Ul dashboard by selecting Security > Threat Event Monitoring > Malware
Prevention.

n the Potentlal Malware tab, only files with a potentialy harmful verdict appear. Fies with a
benign verdict are not shown on this tab.

The NSX Ul shows the number of flles detected, the time of the detection, the verdict
(malicious, suspickous, or uninspected), and the malware famiy and class.

Fies are categorzed based on thelr score range:
« 70 through 100 (red): Malicious
= 30 through 69 (orange): Suspicious
= through 30 (green): Benlan
Benign files appear on the All Files tab, not the Potential Malware Flles tab.

468



-1 {gray}: Uninspected

Uninspected fles are not analyzed because they appear In the allow st Flles In the allow st
are not blocked even If they are classified as suspicious or malcious.

The following fiiters can be used to search through the Inspected flles:
Blocked: Spacifies whether the file has been blocked or not by a malware prevention rule
Fiie2 Hash: Searches using the hash value, which 15 a unique value corresponding (o the

content of the flle.

Fiie Type: Filters based on the type of the file, for example. doc, pdf. exe, and so on
Malware Ciass: Defines the type of threat, for example, virus, trojan horse, worm, adware,

ransomware, spyware, and 5o on

Malware Family: Identifies a specific group of malware files that typicaly originate from the
same source code or are developed by the same authors, for example, valyria, darkside,

and soon

Verdict: Fiters based on the decision taken about the fies

2-20 Malware Prevention Dashboard (2)

Cn the All Files tab, you can find the st of all Inspected files.
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8-81 About the Allowlist

Fes In the allowlist are not blocked even IF they are Classifled as suspickous of malcious.

Flarsvans Freuventicr
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You can add flles to the allowlist after they are detected by the system. You select Securlty >
Threat Event Monltoring > Malware Prevention

You can list all files that are present In the allowlist by selecting Security > Policy Management =
ID5/1PS & Malware Preventlon = Settings > Malware Prevention

Fiies in the allow list appear as uninspected files {grey color) in the Malware Prevention
dashboard.
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8-82 Lab 15: (Simulation) Configuring Malware
Prevention for East-West Traffic

Configure malware prevention for east-west traffic:

1. Install Malware Prevention

2. \aldate the Malware Prevention Deployment from the CLI
3. Reglster the Malware Prevention Service

4. Deploy the Service Instances

5. Valdate the Service Instances Deployments

6. Create a Malware Prevention Profiie

7. Configure the East-West Malware Prevention Rules

8. Download Flies from the Guest WM

9. Review the Malware Prevention Dashboard

2-23 Review of Learner Objectives

[dentify use cases for malware prevention

|dentify the components In the malware prevention architecture

Describe the malware prevention packet fliows for known and unknown fies
Configure makware prevention and valldate the configurations
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24 Lesson 4: NSX Intelligence

85 Learner Objectives

Describe NSX Intafiligence and Its use cases
Explain N5X Intelligence system reguirements
Activate NSX Inteligence

Explain N5X Inteligence visualization, recommendation, and network traffic analysis
capabiiities



2-86 About NSX Intelligence

MNSX Inteligence Is a distributed analytics solution that provides visibiity and dynamic securty
polcy enforcement for NSX environments. Features of NSX Intefligence inciude:

= isualization of the data center oblects and traffic fliows
+  Recommendations for micro-segmentation planning
= Suspiclous Traffic Detection to identfy abnormal traffic pattems
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8-87 Use Cases for NSX Intelligence

MSX Inteligence enables several capabilities for securlty administrators.

© 6

Follcy Suspicious Traffic
MmN N Detection

MSX Inteligence enables the following capabiities for security administrators:
= \isioiity: Provide insight about the micro-segmentation traffic fiows

=  Polcy recommendations: Generate secunty recommendations and dynamically enforce
saCurity policies

= Suspicious Traffic Detection: Use Al technigues to detect malicious network behaviors

8-88 NSX Intelligence Requirements

The reguirements for using NSX Inteligence are as follows:

s NSX Applcation Platform with an Advanced form factor must be deploved In the
EnViFonment

=  You must have a valid NSX license to avall the MNSX Intellgence featuras.
=  You must have an Enterprise Administrator role to start and stop data coflection.

Before deployving N5X Intelligence, ensure that you have the comect NSX license for the NSX
intefigence features that you are planning to use In your envircnmeant. For more information
about the product offenings for NSX 4.0.x security, see ViMware knowledge base articke [B9137]
at https:/ kb ymware comy/s/articke/89137.

The Enterprise Administrator role starts and stops data collection. Other user rokes, such as
Security Administrators, can visualize the MSX Intefigence data and create and appiy
recommendations. Howewver, an Enterprise Administrator role 1s mandatary to start and stop
data collection.
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2-29 NSX Intelligence Activation

Before you can start using the visualization, recommendation, and suspicious traffic detection
capabiiities of NSX Inteligence, you must activate the NSX Inteligence feature from the NSX LI
or APL

The activation proCess runs some prechecks to ensure that the feature can stccessiully run in
the environment
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You can activate MsX Intellgence from the NSX Ul by sedecting System > Configuration = NSX
Application Platform. The N5X Inteligence tile can be found under the features saection of NSX

Appiication Platform.

MSX Intellgence 1s unavalabie IF NSX Appication Platform 1s not deployved with an Advanced
form factor In the environment of If the reguired licenses are not avalable.

For more information about uparading from anearlier version of NSX Intelllgence to NSX
intefligence 4.0.1 or later, see Activating and Uipgrading VMwaore NSX Inteffigence at
https://docs. vmware com/en/VMware-NSX-Inteligence/4.0/instal-upgrade/ GUID-SFSICFBC-
DE26-451C-90E0-5ACOTN/BFFD.htmi
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2-90 Validating the NSX Intelligence
Deployment

You can use common kubect commands to better understand the state of the NSX Inteligence
deployment:

« \aldate the successiul deployment of the NSX Inteligence pods:
kubectl get peds —-n naxi-platform

« [hisplay the detalled state of all containers within a pod:

« Review the logs for a given pod:

1

kubectl logs «pod-nams> —n nsxi-platform

The activation of NSX Intaligence on NSX Application Platform deploys additional pods on the
Kubernetes cluster. You can use commaon kubect! commands to better understand the state of
the NSX Inteligence deployment and to review the logs for a particular pod, IF reguired.

4768



8-91 Granular Data Collection

MN5X Inteligence provides the ability to select the standalone hosts or clusters for which you
want to enable data collection.

On new depioyments of NSX Inteligence, data collection s enabled by defauit on all hosts and
clusters, As an NSX Administrator, you can choose to collect data for particular standalone hosts
or ciusters. This method helps reduce the amount of data to capture and process, which
Improves the amount of rescurces available In the environment

You can adjust the NSX inteligence data collection settings from the NSX Ul by selecting
System = Settings = NSX Intelligence.
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2-92 NSX Intelligence Visualization (1)

Y ou can visualize flows for WMs and securlty groups by selecting Plan & Troubleshoot >
Discover & Plan > Discover & Take Actlon.

Sk iy

Flaws are unprotecied,

Users can filter data fiows based on security groups, WMs, physical servers, and |P addresses.

MSX Inteligence offers a time range for the visualization of traffic flows called Now, which you
can use o visualize the most recent flows In your environment

Traffic flows display public 1P addresses used as sources and destinations.

In-addition, N5SX Inteligence offers enhanced fitering capabilities to more granularly define flows
that are displayed In the canvas.
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Data fiows are divided Into the following categories:

» Unprotected: The traffic fiow matches the default firawall rule to allow, drop, or rejfect any
traffic from any source and any destination. More granular securtty policies are nesdead to
sacura the environment

» Blocked: The traffic flow matches a more granular rule than the default ruke that drops or
rejects traffic.

« Allowed The traffic flow matches a more granular rule than the default rule that allows
traffic.

2-93 NSX Intelligence Visualization (2)

Y ou can examine the detalis of traffic flows by clicking the corresponding Iine In the canvas.

Fiow Datals batwesn (5400 pa D) Lans 2l ot

The screenshot shows detalls about an allowed 55H flow between the rhelvm and ubuntuyme
Wihis

Each flow Includes the following Information:

= Source: Name of the source VM, the source [P address, the user, and the process run
=  [Destination: Mame of the destination VM and the destination IP address

= Services: Service or services identified in the flow

= App |D: Application ID, If applcable

= FQDON: Fully gualified domain name, If applicable

= | atest Flow: Unprotected, allowed, or blocked

= End Time: Time when the flow ended
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2-94 NSX Intelligence Recommendations (1)

You can start securlty recommendations by selecting Plan & Troubleshoot > Discover & Plan =
Recommendations.

You can initiate multiple recommendations at one time. However, they are processed
saquentially.

AT memiale

Many application owners do not have access to the NSX UL So, you must be able to export the
recommendation In a readable format.

In previous versions of NSX, only the JavaScript Object Notation (JSON) format was supported
for the export.

¥ ou can now export the recommendation in the comma-separated values (C5SWV) format.

The CSY format stores values in a text flle using a comma to separate every value. This format
Is typically used to store tabular data
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2-95 NSX Intelligence Recommendations (2)

Recommendations analyze traffic data for a given security group or set of VMs for a specifled
period. Recommendations suggest security groups, senvices, and distributed firewall nules.

Y ou configure the following parameters to start a recommendation:
+  Selected Entitles In Scope

= Time Range

= Connectivity Strateqgy

+  Recommendation Output

= Group Reuse Threshold

+  Recommendation Service Type

= Exclusion
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configure the following parameters to start a recommendation:

Selected Entitles In Scope: WMs, physical servers, and security groups can be used as inputs
for the recommeandation. Securlty groups can Include virtual machines, segment ports,
segments, and VIFs.

MSX Inteligence aliows the selection of multiple groups as the scope for a new
recommendation. These groups must contain no more than 250 effective compute entitkes
In total

To enhance the fidelity of the recommendations in brownfield deployments, NSX
Intefiigence also conslders the existing distributed firevwall polickes that are applied to the
groups selectad as the scope for a new recommendation

Time Ranges This parameter s the perod for which data is analyzed. It ranges from the last 1
month to the ast 1 hour.

Connectivity Strategy:

— Create Rules For:
= Al Traffic: This default option considers all outbound, Inbound, and Intra-appiication
traffic fiow types.

= |ncoming and Qutgoing Traffic: This option considers all traffic flow types that
orginate both inside and and outside the application boundary.

= |ncoming Traffic: This option only considers traffic flow that ofiginates outside the
application boundary.

—  Default Rule:
=  None: This default option does not create any default ruke for the secunty policy.
= Allowist: This option creates a default drop rule.
=  [Denyist This option creates a default allow rule.

Recommendation Output:

— Compute-based: This default option recommends securlty groups, including WMs.

—  |P-based: This option recommeands securtty groups, ncluding a static st of [Ps.

Group Reuse Threshold: Usears can customize the group reuse threshold to determine
whether existing groups should preferably be reused or new ones created instead. A low
threshold of around 10 percent represents an agaressive group reuse, whereas a high
threshold of 100 percent Indicates minimal group reuse. The default group reuse threshold 1s
sat 1o 80 parcent

Beginning with NSX 4 0.1, MSX Inteflgence can reuse some of the ipset groups aiready
present i the MSX Inventony when making recommendations to avold having too many

groups.



»  Recommendation Service Type:

L4 Services: This default option generates L4 services and rules as an output for the
recommendation.

L7 Context Profiles: L7 rules, ncluding context-profile information, are recommended
for flows with L7 application ID information. If appication iInformation s not available, L4
recommendations are generated.

= ExCluskon:

Exclede Flows: This setting specifies the traffic flow types to exclude durng the
recommendation analysis. Default values are Broadcoast flows and Multicast flows.
These fiow types are not relevant for application category rules. Exciuding broadcast
fiows, multicast flows, or both flow types can help optimize the DFW rule
recommendation analysls.

Exclede Infrastructure Workload: Mew to NSX 4.0.1, this feature classifles the WMs In
the environment. An akgorithm determines which VMs are part of the network
Infrastructure. The administrator can then decide to exciude those infrastructure WMs
from the workioad recommendation, which reduces nolse from the Infrastructure dunng
the recommendation and the visualization of the workloads.

2-96 NSX Intelligence Recommendations (3)

The Monitoring column indicates whether WM changes are detected after the initial
recommendation.

[f WMs change thelr group membership after the initial analysls session, a rerun flag 1s set and
users are prompted to rerun the recommendation to analyze changes.

You can turn the Monitoring toogle on or off
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2-97 NSX Intelligence Recommendations (4)

The recommended distributed firewall rules, securty groups, and services can be published In
MSX Manager.

Reromrmendatons
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After the recommendation session Is completed, recommendations about the distributed firewall
rules, security groups, and services that should be created to secura the environment are
provided. ¥ou can publish these recommendations in NSX Manager and the distributed firewall
rules, security groups, and services are automatically configured for you. You can customize the
recommendations before final publication. This customization can include changing the names of
the recommended rules and securlty groups.

Beginning with NSX 4. 0.1, you can review and change the group name by directly ciicking the
group on the Rules tab.
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2-98 NSX Suspicious Traffic Detection

The NSX Suspicious Traffic Detection feature analyses the data collected by NSX Intelligence

and flags suspicious activitles using the supported detectors:

MNSX Inteligence supports the detection of the following threats:

Data Upload/Download

Cestination P Profiter

DS Tunnelng

Domaln Generation Algonthm (DEA)
Horizontal Port Scan

LL MNR/MNBT-NS Polsoning and Relay
Metflow Beaconing

Metwork Traffic Drop

Port Profiier

Server Port Profiler

Remote Services

Uncommonty Used Port

Unusual Metwork Traffic Pattemn

Vertical Port Scan

Data Upload/Download: Detects and alerts If an unusually large amount of data Is uploaded

or downioaded from a VM

Destination [P Profiler: Detects and alerts If a VM connects to an IP address that 1s not part

of ts typlcal communication pattem

DMS Tunnelng: Detects and alerts about an unusual volume of differing DNS reguests

towards the same root DNS name

This actkon might suggest an attempt to exfitrate data over DNS.

Domaln Generator Algorthm (DGAY Detects and alerts about suspicious DMNS traffic from a

WM, Indicating potential activity from DGA malware
D345 are used by cybercriminals to prevent thelr servers from being blocked or taken

down. The algonthm produces new domains on demand that a malware sample can use as

Its Command & Control server,
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Horizontal Port Scan: Detects and alerts If an intruder tries to attack a single port or service
across multiple WMs

Horizontal Port Scan 1= also known as sweeping.

LLMMNR/MET-NS Polsoning Relay: Detects and alerts If 2 WM sends an unusual number of
responses to LLMNR/NBT-NS requests

Metfiow Beaconing: Detects and alerts If a WM Indicates beaconing behawvior, such as
contacting one or more hosts at regular Intervals and transferring a simillar number of bytes

Metwork Traffic Drope Detects and alerts If an unusually high amount of traffic is dropped by
a distributed firewall rule

Port Profier: Detects and alerts about suspicious ports accessed from a source WM

Server Port Profiler: Detects and alerts about suspicious ports accessed on a target
machina

Remote Senvices: Detects and alerts If suspicious behavior is observed for remote
connections such as felnet, SSH, VNC, and remote RDP/RDS sesslons.

Uncommonly Used Port: Detects and alerts if a nonstandard port 1s usad for a given a
protocol

For example, S5H traffic runs on a port other than the standard port 22,

Unusual Metwork Traffic Pattern: Detects and alerts about deviations from predicted
network traffic patterns for a given WM

Vertical Port Scanc Detects and alerts if an intruder tries to attack multiple open ports or
sarvices of a target WM



2-99 Configuring Detector Definitions

Y ou can enable the detectors you are Interested In on the Detector Definitions tab in the NSX
LIl Al detectors are disabled by default
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Suspicious Traffic Detecton s only supported for hosts and clusters that have data collection
enabled.

When data collection s enabled, you can enable the detectors you are Interested In by selacting
Security > Threat Event Monltoring > suspicious Traffic > Detector Definitions.

Chck the pencll icon next to the name of the detector to enter edit mode and turm on the togale.

All detectors are disabled by default. You must explicitly turn on each detector that you want
use in your NSX environment.
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2-100 Visualizing Detected Threats (1)

Detected Threats are displayed on the Events tab. Threats are classifled according to the
MITRE ATTE&CK Framework.

Szl TiafTe

You visuaiize the threat detection events by selecting Securfty > Threat Event Monitoring >
suspiclous Traffic > Events.

The Events tab displays all threat detection events identified In the system, cassified according
to the MITRE ATTECK frameawork:

« Persistence events appear in dark orange.

« Credentlal Access events appear In light blue.

«  [Dhiscovery events appear In green.

« Command and Control events appear in light purple.

= |ateral Movement events appear In light crange.

«  Collection events appear In dark gray.

«  Exfitration events appear in red.

The event classification Is also specified In the Type section of the event description.

Events that cannot be clearly mapped to an existing MITRE ATTECEK framawaork tactic or
technique are categorized under the Other category.

Threat detection events are graphically represented by a histogram. Securty administratars can
specliy the perod that they are Interested In by adiusting the biue vertical Ines.

Each threat event type 1s represented by a dot In the histogram. The size of the dot is
proportional to the number of occurrences of an event

Additional information about each type of event appears In a tabular format.
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2-101 Visualizing Detected Threats (2)

Each detected threat can be expanded to retrieve additional detalls, Including its iImpact scare,
severity, detector type, affected objlects. detected anomalies, and so on.

Fpr s ——
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The impact score far a given event 1s calculated by combining Its severity and the confidence of
the detector technigue.

The detector type s also displayed In the event detalls, along with a brief description.
The affected oblects, such as target or source WMs, are also displayed here.

Fimally, depending on the detector type, the deviation between the normal pattern of behavior
and the anomaly 1s also Included.

8-102 Review of Learner Objectives

s  [Describe NSX Intefigence and Its use cases
=  Explain NSX Intelligence system reguirements
= Activate NSX Inteligence

=  Explain NSX Intelligence visualization, recommendation, and network traffic analysis
capabilities
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8-103 Lesson 5: NSX Network Detection and
Response

2-104 Learner Objectives

s [Describe NSX MNetwork Detection and Response and TS use cases

= Explain the architecture of NSX Network Detection and Response

= Activate NSX Metwork Detection and Response

= [Describe the visualization capabilities of NSX Metwork Detection and Response
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8-105 About NSX Network Detection and

Response

MSX Metwork Detection and Response 15 an advanced threat prevention platform that provides
compiete network visibiity, detection, and prevention of sophisticated threats:

Colliects network traffic across on-premises networks, cloud, and hybrid cloud

Infrastructures

LUses artificial Inteffigence techniques to analyze network traffic and gain mskights into

advanced threats

Helps security teams to visualize the entire attack and trigger the appropriate response
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2-106 NSX Network Detection and Response
Use Cases

Security teams use NSX Network Detection and Response to perform several functions.
1

& © & 1

Detect All Visualize Prevent daryce
Threat the Entire Intrusions False
Movements Attack Faster Fositives

Security teams can use NSX Metwork Detection and Response for the following purposes:

=  [Detect all threat movements: NSX Metwork Detection and Response can detect threats
entering the network penmeter (north-scuth) as well as attacks that move laterally in the
netwaork perimeter (east-west).

= \isualize the entire attack: With NSX Network Detection and Response. you can visuaiize a
complete campalgn biueprint and a detalled threat timeline across the network so that you
can quickly understand the scope of an attack and priontlze resources. Additionally, NSX
Metwork Detection and Response maps to the MITRE ATT&CK tactics and technigues for
greater understandng of the key events In a campalgn.

=  Prevent Intrusions faster: NSX Network Detection and Response uses real-time, scalable Al
and machine leaming to detect and stop threats at wire speed.

=  Redice false positives: NSX Network Detection and Response delivers the Industry's
highest-fidelty nsights Into advanced threats and reduces false positives by up to 90
percent. NSX Network Detection and Response kearns Inreal time to update detection
fidedty.

4932



2-107 NSX Network Detection and Response
High-Level Architecture

The high-level architecture of NSX Network Detection and Response contains the following
tiers:

=  Scalable Analytics tler
«  Manzgement tier

= Sensor tler

@ @ @ Scalaibe Analytics Tier

Management Tier

'@' Matwork Tratte ’
: [ Tf————| -Iﬁl Sensar Tier

The high-level architecture of N5SX Network Detection and Response contains distinct tiers with
the following functions:

=  The Scalable Analytics tier is ke the brain of NSX Network Detection and Response. itis a
distributed analyiics platform containing multiple nodes that perform deep content
Inspection, network traffic analysis, network and asset profiing, and anomaly detecion

=  The Management tier provides the REST AP and a web-based Ul for all user configurations.
It also displays akerts and Intrusion events.

= The Sensor ter iIncludes one of more sensors, and It Is responsible for coliecting network
traffic across the environment.
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2-108 NSX Network Detection and Response in
NSX Deployments

The capabiities of NSX Metwork Detection and Response are closely integrated with on-
premises NSX deployments:

«  MNSX NMetwork Detection and Response collects security events and system configuration
data from the NSX Edge nodes, NSX Manager, and ESXI hosts {Sensor tier).

« The collected data s analyzed and correlated using a cloud-baced distributed analytics
platform called NSX Advanced Threat Analyzer Cloud (Scalable Analytics tier).

= NSX Cloud Connector displays alerts and Intrusion events through a web-based Ul
{Management tier).

MNSX Metwork Detection and Response Is also used for dynamic flle analysis or sandboxing when
mahware prevention 1s enabled In the NSX environment.

NSX Advanced Threat
Analyzer Clou @

Scalable Analytics
Tiey

Y A & A Publlc Cloud
On-Pramice
: ©
Cloud
Commector Management Tler

ESH| @
Heist B
Sensor Tier
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2-109 NSX Network Detection and Response
Architecture (1)

MSX Metwork Detection and Response collects the following data from the NSX platform:
« [DS/IPS events from the ESXI hosts

»  Suspicious traffic events from NSX Intefligence

» Fles and malware prevention events from the MSX Edge nodes and Securtty Anabyzer
=  Site configuration data from NSX Manager

NSX Advanced Threat4
Analyzer Cloud

Intelligence

NSX Application Platform

Morth-south IDS/IPS events and east-west malware prevention events are not yvet collected.
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2-110 NSX Network Detection and Response
Architecture (2)

Data collected from the NSX environment 15 aggregated and analyzed as follows:

1 Security Analyzer receives malware prevention avents from the NSX Edge nodes and
forwards them to NSX Cloud Connector.

2. MNSX Cloud Connector gathers IDS/1PS events, mahware prevention events and files, and
suspicious traffic events from NSX and forwards them to NSX Advanced Threat Analyzer
Cloud.

3. NSX Advanced Threat Analyzer Cloud analyzes and comrelates the [DS/IPS. malware
prevention, and suspicious traffic events and provides nsights about ongoing campaigns.

4. Campaign Information appears In the NSX Metwork Detection and Response UL

NSX Advanced Threat4
Analyzer Cloud

ESXI e pidleainlon Intelligence

—— i —— — — — ]

NSX Application Platform
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Data collected from the NSX environment 5 aggregated and analyzed as follows:

Security Analyzer receives flle events from the malware prevention modules In the NSX
Edge nodes and persists them locally. These events are then forwarded to NSX Cloud
Connector.

MSX Cloud Connector serves as a gateway between the on-premises deployment of NSX
and the NSX Advanced Threal Analyzer Cloud distributed analytics platform. its purpose s
to centralize communication with NSX Advanced Threat Analyzer Cloud services and
provide an authenticated channel betwesn ciients and the cloud. It gathers IDS/IPS events
from the ESXI hosts, malware prevention events and files from the NSX Edge node, and
suspicious traffic events from NSX Inteligence. The Cloud Connector then forwards all the
Information to the NSX Advanced Threat Analyzer Cloud for further analysis.

MS¥ Advanced Threat Analyzer Cloud analyzes and correlates the IDS/IPS, malwars
pravention, and suspiclous traffic events and provides nsights about ongoing campaigns. A
campaign s a set of related events that use specifiic technigues and can be mapped to the
MITRE ATT&CK Framework stages to define an attack story.

Campaign Information Is displayed in the NSX Network Detection and Response Ul wihich
resides In MSX Cloud Connector. The NSX Network Detection and Response Ul Is separate
from the NSX U, but it can be crossJaunched from MSX Manager.
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2-111 NSX Network Detection and Response
Requirements

Before sending events and data to NSX Advanced Threat Analyzer Cloud for campalgn
correlation, you must activate the NSX Metwork Detection and Response feature from the NSX
UL

The requirements for activating NSX Network Detection and Response are as follows:

« Az g minimum, NSX Application Platform must be deployed with a Standard form factor in
the environment. The Advanced and Evaluation form factors are also supported.

«  NSX Detection and Response reguires an NSX Advanced Threat Prevention icense.
«  NSX Advanced Threat Analyzer Cloud must be reachable from NSX Application Platform

By Instaling NSX Metwork Detection and Response, customers accept sending the following
data to the public cloud:

=«  Fles for sandboxing or event correlation
«  [DS/1PS and malware prevention events for correlation
=  Suspicious traffic events for correfation, If NSX Intefiigence s avalable in the environment

MSX Advanced Threat Analyzer Cloud must be reachable from NSX Application Platform
Deployments without [nternet connectivity are not supported.
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2-112 NSX Network Detection and Response
Activation (1)

You activate NSX Network Detection and Response by selecting System > Configuration >
MNsX Application Platform > Features.

The NSX Network Detection and Response activation deploys both MSX Cloud Connector and
the components regquired by NSX Network Detection and Response.

As part of the activation, you specify the NSX Advanced Threat Analyzer Cloud instance that
you want yvour environment to connect to.
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MSX Cloud Connector 1= a shared component between NSX Network Detection and Response
and M5X Malware Prevention. The NSX Cloud Connector deployment 1s skipped IF the NSX
Malware Pravention feature Is already configured in the environment.

In emvironments In which both these features are activated, changing the cloud region reguires
rainstaling both NSX Network Detection and Response and N5SX Malware Prevention. Modifying
the cloud region after installation Is not supported.

To fully use the capabilities of NSX Network Detection and Response, you enable the following
MSX features In the environment:

«  NSX Inteligence
=  NSX Malware Prevention

= Suspicious Metwork Activity: Refers to the Suspicious Traffic Detection capabliities provided
by NSX Inteligence

= NSX Distributed IDS/IPS

Before procesding with the activation of NSX Network Detection and Response, the activation
wizard verfies that the applied MSX Advanced Threat Prevention icense 1s valid and that NSX
Advanced Threat Analyzer Cloud 5 accessible.

The FQDN for the United States cloud 1= nex west us lastine com and the FQDN for the
Eurcpean cloud 1s nsx.nlemealastine.com. NDR uses HT TPS port 443 to access NSX Advanced
Threat Analyzer Cloud.

Additional cloud regions might become avallable over time.
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2-112 NSX Network Detection and Response
Activation (2)

%ou can validate the successful activation of NSX Network Detection and Response from the
MNSX UL

NSX NETWORK DETECTION
AND RESPONSE

Status: @ LUP

Region: United States 1

Feature Version: 4 .01.0.0 20806727

GO TO NSX NETWORK DETECTION AND ..

ACTIONS ~

5



2-114 Validating the NSX Network Detection
and Response and NSX Cloud Connector
Deployments

To verfy that the N5X Cloud Connector and N5X Metwork Detection and Response
Components are running, you run the following command In your Kubemetes cluster;
kubectl get pods —n mpsxi—platform | egrep "icloud-
connector | nasx—ndr) "

kacminEdA-Hi=-CTRE-01:~% kpbecoz]l get pods -z osxz-platform | e=gre=p ¥ |clood-conpector|nsw-—ndo)®

cloud-connectar—check-Ilcenge—acatue-506b 066 E-Soqol 212 Bunning D 15k
elnnd-emmnescor-ile-agrver=-50bdBSTh4-cSamy 1f1 Ronning x] jE 1.3
cloud-conpector-proxy-"759cc bS8 -movh 252 Bumnang i} 1&h
clould-ConnecLor-reglsler—wynms 2 Coempleted D Lah
clond-ennnesTar-undace-1 Loenae - CATHA- Ehi oS TEoE-ahdk; i) Running o L4R
nax-por-=nacle-zd=-b2 &k asE Completea i} hiC3- %
naE-pdec-fearuce-awitch-watcher-norifier-ndr-T28 860475 I-960gs 1/ Bumning o 1sh
nax-par- sETp- ket ke=Rdiq of1 Tomplatnd o 4R
naw-ndr-oplosd-config-dbB§TE44h—rm ) mer 253 Romnang i} b33
naE-—odr-workeo-file-evant-processor-ScoEbT L5 E-nhbgn 22 Bumning o lgh
nag=-par-gorker=riles erenc-opl oRCERF="T704 CE3o3 Sh=-nAreD 243 Eunning n 1ih
naxr-por-worker-zd=s—event-processor-dEt4be4f8-bovik 253 Romnang i} 1k
nax—odr-workeo-monitored-hogt-uploadec-GE6fec3i75-2463vn 22 Puanning o lah
nax=-par-RorEer=nEr=avant=proceasor=S4rrpS 887 =84 213 Funning n 1ih
nar-ndr-worksr-ndr—eveant-uplosder—£8228 787 6d-2my bx 23 Rommang o 1k

In a healthy environment, all MSX Cloud Connecior and NSX Network Detection and Response
pods must show a status of Running or Completed. The example cutput In the screenshot
corresponds to an environment with a Evaluation form factor in which NSX inteligence 1s not
installed. In an Advanced form factor deployment with NSX Intefigence Installed, additional pods
are avallable, such as nex—ndr-worksr—-nta-event-processor that s responsible for
processing Suspicious Traffic events from NSX Inteligence.
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2-115 Visualizing and Mitigating Attacks

MEX MNetwork Detection and Response creates attack visualizations that give securlty teams the
reguired context to quickly understand the scope of an attack and priortize thelr response,
Including:

=  Extent and duration of every event

= Active threats and affected hosts

= Communication between local and external systems
= Data sets accessed and harvested

Visuallize and Mitigate
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2-116  Accessing the NSX Network Detection
and Response Ul

The NSX Network Detection and Response Ul s installed as a plug-in in the NSX Ul during the
MSX Cloud Connector deployment.

You can access the NS Metwork Detection and Response Ul by clicking the GO TO
CAMPAIGNS Iink In the Security Overview page.

Alternatively, you can access the NSX Network Detection and Response Ul from the NSX
Metwork Detection and Response tie in NSX Application Platform.

TPV r— =1
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8-117 Campaign Overview: Active Threats and
Attack Stages

MSX NMetwork Detection and Response provides a summary of malicious activity In the network
by showing the affected hosts and the stages of the active threats.

In aligmment with the MITRE ATT&CK framework, NSX Metwork Detection and Response
Classifies malicious activity by attack stage.
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8-118 Campaign Blueprint

MSX Metwork Detection and Response Includes a dynamic biueprint that shows how an attack
enters and moves laterally across the network, Including compromisad hosts and external

communications.
e
@)

Teslacrypt

35.238.157.54 )
@

# 192.168.10.34
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2-119 Campaign Timeline

MSX Metwork Detection and Response also provides a detafled chronology of each stage of an
attack to assist with remediation.

T R

2-120 Reviewing Events

You can review all events discovered In the environment by selecting Events In the NSX
Metwork Detection and Response LIL

m DERICE AW
as
[=]

Depending on the severity of the event and other events cccurring in the environment at the
time, an event might be correlated Into a campalgn. Regardless of whether the event |s part of
the campaigning, It appears on the Events page In the NSX Network Detection and Response UL
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8-121 Lab 16: (Simulation) Using NSX Network
Detection and Response to Detect
Threats

Install and use N5X Network Detection and Response to detect and visualize advanced threats:
1. Install NSX Network Detection and Response

2. Valdate the NSX Metwork Detection and Response Deployment from the CLI

3. Enable NSX Distributed IDS/1PS for a vSphere Cluster

4. Create an NSX Distributed IDS/IPS Profie

5 Configure NSX Distributed IDS/IPS Rules

6. Generate Malicicus Traffic

7. Analyre Threat Detection Events and Campalans

8-122 Review of Learner Objectives

Describe NSX Network Detecticn and Response and 1S use casas

Explain the architecture of NSX Network Detection and Response

Activate NSX Metwork Detection and Response

Describe the visualization capabiities of MSX Network Detection and Response
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123 Key Points (1)

NSX IDS/IPS uses real-time deep packet inspection to identify and prevent attempts at
exploitng vulnerabiities In your applications.

NSX Distributed IDS/IPS protects against makicious activity, including the exploits of known
appliication-level vulnerabilities, appication denjal of service, lateral movement, and client-
side and server-side explofts.

¥ou enable IDS/IPS at the Tier-1 gateway to protect the perimeter of your NSX environment

Behavior-based IDS/PS helps to detect unusual traffic, malicious attacks. and security
breaches in the network when compared to a baselne of normal traffic.

MSX Application Platform is & contalner-based solutlon that is deployved on an existing
Kubemetes cluster.

MSX Application Platform must be deployed before using the NSX securlty features, such
as NSX Malware Prevention, N5X Inteligence, NSX Network Detection and Response, and
Metrics.

MSX Mahware Prevention detects and prevents malickous file transfers by combining signature-
based detection of known malware with static and dynamic analyses of malware samples.

124 Key Points (2)

East-west malware prevention protects the data center from the spread of Internal malware
and from malware that passes the network permetear. It uses the Guest Introspection
agents, Instalied on every guest VM, to extract files.

Morth-south malware prevention detects known malicious files when they enter the
perimeter on the NSX Edoe gateway firewall. [t uses the [DS/1PS engine of the NSX Edge
node to extract flles.

MSX Inteligence 1= a native distributed analytics solution that provides visibiity and dynamic
security policy enforcement for NSX environments.

The NSX suspiclous Traffic Detection feature analyses the data collected by NSX
Intefiigence and flags suspicious activities using detectors.

MSX Metwork Detection and Response 1s an advanced threat prevention platform that
provides complete netwaork visibiity, detection, and prevention of sophisticated threats.

MSX Metwork Detection and Response capabiiities are integrated with on-premises NSX
deployments.

stions?



Module 9
NSX Services

9-2  Importance

MSX provides several services that can help you address operational challenges iIn the virtual
network architecture.

9-3 Module Lessons

1 Configuring NAT

2. Cenfiguring DHCP and DNS Services

3. Configuring NSX Advanced Load Balancer
4. |PSec VPN

. L2WVWPN
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4 Lesson 1. Configuring NAT

5 Learner Objectives

Explain the rofe of network address transiation (NAT)

Distinguish between source and destination NAT

Describe how reflexive NAT works

Describe stateful active-active SMNAT and DMNAT operation

Explain how MATE4 faciitates communication between IPvE and IPv4 netwaorks



9-6  About NAT

Metwork address translation (NAT) Is a service that maps one IP address space to another. You
can configure NAT on Tier-0 and Tier-1 gateways. NSX supports various MNAT rule
configurations, depending on the gateway type and the NSX Edge HA mode.

supported NAT Rules Gateway Type N5X Edge HA Mode
SHAT / DNAT /f MATE4 Tier-0 and Tier-1 Active-Standby
Reflexive NAT Tier-0 only Siateless Active-Active
Stateful Active-Active SNAT / DNAT  Tier-0 and Tier-1 Stateful Active-Active

Metwork address transiation (NAT) was designed originally to conserve the public Internet
address space. During the 19905, Internet providers guickly depleted the avallable IPv4 address
supply. NAT became the primary method for IPvd address conservation. NAT performs one-to-
one mapping (one public 1P address s mapped to one private [P address) of one-to-many
mapping {one public [P address s mapped to multiple private [P addresses).

You can create different NAT rules:

Source NAT (SMAT) translates the source IP of the cutbound packets to a known pubiic IP
address so that the application can communicate with the outside world without using 1ts
private IP address. SMNAT also tracks the reply.

Destination NAT (DNATY enables access to Internal private IP addrasses from the cutside
workd by translating the destination IP address when inbound communication Is initlated.
DMAT also manages the reply. For both SNAT and DNAT, users can apply NAT rules based
on the S5-tuple match critena.

MATE4A 15 3 mechanlsm for transiating IPve packets Into IPv4 packets.

Reflexive MAT rules are stateless access controd Bsts (ACLS) that must be defined in bath
directions. These rules do not track the connection. Reflexive NAT rules are appliled when
stateful NAT cannot be used.

Introduced In NSX 4.0, stateful active-active SNAT/DMNAT Is achieved by using an external
saryer [P hash to ensure symmetric northbound and soathbound traffic through an edoe by
punting traffic between edge nodes,
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9-7  About SNAT

The SNAT rnule changes the source address in the [P header of a packel The rule can also
change the source port In the TCP or UDP headers.

In the diagram, as packets are recelved from the NAT WM, the T1-GW-01 Tler-1 gateway
changes the source IP address of the packets from 172161011 to 8080 801

You can selectively bypass an existing SNAT rule for specific traffic by creating a Mo SNAT mule

Physical
Router
A ;192.163.1(.‘![].1
192.168.100.2
III_I"’..T 3 ..
i ¢—)‘-'] GW-01
¥
Source NAT
S l*— T1-GW-01
Source IP; 172.16.101.1}
Translated IP: 80.80.80.1
[ - NAT-Segment

MNAT WM
P 174.16.101.11

SMAT changes the source address In the [P header of a packet. [t can also change the source
port in the TCP/UDP headers.

The typical usage is to change a private (rfc1918) address Into a public address for packets
leaving your network. You can create a rule fo elther enable or disable the source NAT.
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9-8 About DNAT

The DNAT rule changes the destination address In the |IP header of a packet It can also change

the destination port In the TCF or UDP headers.

This rule 1s typically used to redirect Incoming packets with a destination public 1P address to a

private IP address In the network.

You can selectively bypass an existing DNAT rule for specific traffic by creating a No DMNAT rule.

Physical

Router
192.168.100.1

1 192.168.100.2
.'/'.TJ_--.‘.'-.
| =+, *+ ) TO-GW-01
\}

Destination NAT

—rI-I— T1-GW-01

Destination IP: BD.80.80.1 |
Translation 1P: 172.16.101:11|
—1  NAT-Segment

NAT VM
IP: 172.16.101.11

Source
Client
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9-9  About Reflexive NAT

¥ou can use the reflexive NAT rule when a Tier-0 gateway runs In stateless active-active mode
and when stateful NAT might lead to 1ssues because of asymmetric paths

Reflexive MAT rules are stateless access control ists (ACLs) that must be defined In both
directions. These rules do not track connections and are sometimes called stateless MAT.

In the dlagram, because the same NAT 1s applied to the NSX Edge Edge-1 and the NSX Edge
Edge-2, asymmetric flows are supported.

152.168.100 192.168.110.1

Physical
Router

N
+
S

— e w— e

Compute Hypervisor

I‘- B Bl Ri 1
192.168.100.2

Transit Segmeagi=—1

Active-Active Tier-O Gateway

L TTea01ay EdgeCluster |

When Tier-0 s running In 2 stateless active-active mode, you cannot configure stateful MAT

where asymmetrical paths might cause lssues. For active-active routers, you can use reflexive
NAT, which Is also called stateless NAT.
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For reflexive NAT, you can configure a single source address to be transiated or a range of
addressec | you configure a range of source addressas, you must also configure a range of
translated addresses. The size of the two ranges must be the same. The address transiation 1s
deterministic. The first address In the source address range 1s translated to the first address In
the translated address range. The second address In the source range s translated to the
sacond address In the translated range, and so an.

In the diagram, the source VM (172.16.101.11) on the internal network sends a packet to an
external client {(xxxx) on the Internet. The packet s routed to the Tier-0 gateway hosted on
MSX Edge Edge-2, which creates a reflexive NAT entry with source [P 172.16.101.11 and
translated 1P 80.80_80.1 When the return traffic arrives on NSX Edge Edge-1 (with the
destination 80.80.80.1), the same reflexive NAT entry 1s used to translate 80.80.80.1to
172161011, Because the same NAT Is applied to NSX Edge Edge-1and NSX Edge Edge-2,
asymmetric fliows are supported.

9-10 Configuring SNAT and DNAT

SHNAT and DMNAT are confligured on the Tier-1 or Tier-0 gateway In the foflowing use cases:

= You typically use SNAT to change a private address Into a public address for packets
leaving your network:

= You typicaly use DMAT to redirect incoming packets with a destination public address or
port to a prvate |P address or port In your network.

. = CRAT Ryl

To configure SNAT and DNAT, vou provide values for the folowing options:
=  Name: Provide a name for the NAT rule.
= Action: Specify the action of the NAT rule If a match occurs.

= source IP: Specify a source I[P address or an IP addrass range In CIDR format If you leave
this text box blank, the NAT rule applies to all sources outside the local subnet.
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Destinatlon IP: Specify a destination 1P address or an IP address range In CIDR format.
Destination Port: Specify a destination port

Translated IP- The new |P address as the result of NAT.

service: Select a single service entry on which the MAT rule s applied.

Applied To: Select objects that this NAT rule applies to. The avallable objects are gateways,
Interfaces, labels, service Instance endpoints, and virtual endpoints.

Enabled: To enable or disable the NAT rule.

(Optionaly Logging: Usad In analysls and troubleshooting. The default s no logging.
Priority: A lower value means a higher priornty. The default1s 0.

Flrewall inciudes the following options:

— Match External Address: To match the firewall rule with the external address of the
MAT rule

— Match internal Address: To match the firewall rule with the internal address of the NAT
rufe

— Bypass: To skip the firewall stage
(Optionaly Tags: Specify to group NSX objects.



9-11 Configuring Reflexive NAT

When a Tler-0 gateway runs In stateless active-active mode, you can use reflexive NAT:

=  The address translation Is sequential, Tor example, the first address In the source range Is
translated to the first address in the translated ranoge, and so on.

= The two ranges (scurce range and transiated range) must be of equal size.

]

To configure reflexive NAT, you provide values for the following options:
=  Name: Provide a name for the NAT rule.
= Actlon: Specify the action, Reflexive, If a match ocours.

= spurce |P. Specify a source P address or an IP address range In CIDR format If you leave
this text box blank, the NAT rule applies to all sources outside the local subnet.

=« Destination IP: Specify a destination IP address or an 1P address range In CIDR format.
« Destination Port: Specify a destination port.

= Translated IP: The new IP address as the result of NAT.

=  Service: Select a single service entry on which the MAT rule is applied.

=  Applied To: Select chjects that this NAT rule applies to. The avallable objects are gateways,
interfaces, labels, service Instance endpoints, and virtual endpoints.

= Enabled: To enable or disable the NAT ruke
= (Optional) Legging: Used In analysls and troubleshooting. The default 1s no logging.
=  Priority: A lower value means a higher prionty. The default 1s Q.
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»  Flrewall inciudes the following options:

— Match External Address: To match the firewall rule with the external address of the
MAT rule

— Match internal Address: To match the firewall rule with the internal address of the NAT
rufe

— Bypass: To skip the firewall stage
=  [(Optional) Tags: Specify to group NSX objects.
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9-12 Stateful Active-Active Services

MNSK version 4.0.1 Introduces a new architecture that supports stateful active-active services.
This architecture Includes SNAT and DMAT. This architecture supports stateful active-active
services by pinning specific flows to an individual edge.
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Maorthbound and southbound traffic path selections are enforced by a common ECMP
mechanism, which Is a hash of the external server IP.

In the diagram, by enforcing a common ECMP hash based on the external server IP, with the
apiity to punt traffic between edges, the staleful session s maintained with bidirectional traffic

through Edge-4.
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Morthbound path selection:

The compute hypervisor has 4-way ECMP to the edge SRs.

The compute hypervisor performs a S5-tuple hash, based on protocol number, source
address, destination address, source port, and destination port.

In this example, Edge-4 & selected as the northbound path

Southbound path selection:

520

Both Tor-Left and Tor-Right have 4-way ECMP to the Edge SRs.
In this example, Tor-Right has performed a hardware vendor hash, selecting Edge-3.

An IP hash Is performed, based on the external server source [P, and traffic 5 punted from
Edge-3 to Edge-4.



9-13 Stateful Active-Active Interface Group

Stateful active-active introduces the reguirement for an Interface Group to which stateful
services, such as NAT, are applied.

!
f Infrastrsciyre |
- Entemal ton NSX ,

Compute Flypereisor

Transil Segrment

The stateful active-active Interface group has the following requiremeants:

+  Theinterface Group has exactly one Interface from every edge node In the edge duster.
= A spparate Interface Group Is required for £ach uplink interface on an edoge.

«  For Edges with two uplinks, two Interface Groups are required

s |nthe scenario, each edge has one uplink Interface, and one INterface group Is required.



9-14 Stateful Active-Active SNAT

Stateful active-active SNAT Is simillar to the active-standby SMAT, where an SNAT rule carmes
the translated P address and all nodes share the same SMNAT IP Inthe A/A cluster

| Infrastrstie
- Extemal to NSX

M&T (B BuraQ 8o

sl B 1 M1

i - A SHAT rule Tarses the analate | sl o ASS
]

|

o

The same SKAT IF 5 phamed by all npdes in AfA clustar

Uplink Suhinet:
192 168.100.0/24

Compute Flypereisor

Transil Segrment

I
|
|
I
I

Symmetric traffic path selection 1s achieved by enforcing a common ECMP hash based on the
external server target [P

The SMAT ruke changes the source address in the P header of a packet. In the exampie, the
SMNAT session s pinred to Edoe-4 to consistently transiate SNAT 1721610111 traffic to
80.80.80.1
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9-15 Stateful Active-Active Configuration

On a new NSK gateway, enable Stateful Active-Active using the Stateful toggle, when the HA
mode s set to Active-Active.

Statzful mogis i &nabled

= el HA myode fos Enrdim

- Ge-modifled

The feature does not support converting from a stateless (o a stateful Active-Active gateway
configuration. A new gateway must be deptoyed.

After you enabie the gateway stateful services and save the conflguration, you cannot modify
the HA mode for the gateway.
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9-16  Configuring Interface Groups

From the gateway configuration, interfaces and Interface groups, create an extemal iInterface
group to include all gateway uplink Interfaces.

2t nferface i;—’l_'ll.ll':'_.

All Tier-0 uplink interfaces are added to Interface Group

In the example, the Tier-0 Gateway has two uplink Interfaces. Y ou must add both the Interfaces
to the Interface group.
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9-17 Configuring Stateful SNAT and DNAT

Stateful active-active SNAT and DNAT configuration are simllar to the active-standby SNAT
and DNAT configuration, except that the NAT rule 1s applied to the Interface group.

—— i | =
Stateful active-active SNAT and DNAT configuration are similar to the active-standby SMNAT
and DNAT configuration, except for the following parameter:

=  Applied To: Select the interface group to which this NAT rule applies.
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9-18 About NAT64

MATE4 15 3 mechanism for translating IPve packets Into [Pv4 packets:

= MNATE4 allows IPve-only clents to communicate with IPv4 servers:

= Changes are not needed in the [Pve or IPvd nodes.

= MATGE4 s supported on Tier-0 and Tier-1 gateways.

= MNATGE4 15 stateful and requires the Tier-0 gateway to be deployed In active-standby maode.
= MNATGE4 requires the Tier-1 gateway to be configured with an active-standby edge clustar.

[Py Mebwark [Pvd Metwork

Tier-11 Gatewa

v {MATES Device

Machina
{Client)

The NATE4 mechanism enables IPVE to IPV4A connectivity. NATE4 1s based on the RFC 6146
and RFC 6145 standards,

MATE4 allows an IPvE-only client to Initiate communications to an IPv4-only server. IPve must
nitiate the traffic.

MATE4 transiates IPve packets to IPvd packets and forwards them to the IPvd network. This
functionality I= designed so that changes are not required to elther IPvE or IPv4 nodes.
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9-19 Configuring NAT64 Rules

To configure MA TGS rubes:
1.  Mavigate to Networking > Network services > NAT.
2. Select NATGB4 from the View drop-down ment.

3. Speciiy the Tier-0 or Ter-1 gateway where you want (o create the rule and click ADD
NATE4 RULE

= ; -
- = MATHS uiles ale
/ ot appilied to
interfaces ar tags

[n the example, NATG4 rules are created on TO-GW-01.

You configure the following parameters ina NATES rule:
= Name: Name for the NATGE4 rule.

=  Action: The only supported action 1s NATE4, which translates between IPvE and IPv4
addresses.

=  [(Optonal) Source: IPve or IPVE address range In CIDR format.

» Destinatlon: [PvE or IPvE address range in CIDR format. The prefix must be /96 because

the destination IPv4 [P 1s embedded as the last 4 bytes In the IPvE address,

=  Translated: This address 1s the IPv4 address or address pool for the source |Pyve address.
The IPv4 address{es) must have a route enabled at the Tier-1 gateway If this 1s configured

an the Tier-0 gateway or the return path 1s unknown.
=  Applied To: NATG4 rules can only be appled to uplink Interfaces or tags.
= Enabled: To enabie or disable the NATE4 rule.
« (Opbonal) Logging: Used In analysls and troubleshooting. The default Is no logging.
=  Priorty: A lower value means a highsar priorty. The default 15 O.
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»  Flrewall inciudes the following options:

— Match External Address: To match the firewall rule with the external address of the
MNAT rule

— Match internal Address: To match the firewall rule with the internal address of the NAT
rufe

— Bypass: To skip the firewall stage
=  [(Optional) Tags: Specify to group NSX objects.

9-20 Lab 17: Configuring Network Address
Translation

Configure source and destination network address transiation rules on the Tier-1 gateway:
1. Prepare for the Lab

2. Create a Tier-1 Gateway for Network Address Translation

3. Create a Segment

4. Attach a VM to MNAT-Segment

5. Configure MAT

6. Configure MNAT Route Redistribution
7. Venfy the IP Connectivity

9-21 Review of Learner Objectives

Explain the role of network address translation (MAT)

Distinguish between source and destination NAT

Describe how reflexive NAT works

Describe stateful active-active SMAT and DNAT operation

Explain how NATE4 fadlitates communication between IPVE and IPv4 networks
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9-22 Lesson 2: Configuring DHCP and DNS
Services

9-22 Learner Objectives

= Explain how DHCP and DHCP Relay are used for [P address allocation
=  Configure DHCP services In NSX
= Describe how to use a DNS forwarder service

=  Configure DNS forwarder services In MSX
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9-24  About DHCP

DHCP allows clients to automatically obtain network confliguration settings, such as IP
addresses, subnet masks, default gateways, and DNS configuration, from a DHCP server.

DHCP Discover: “"Locate all available DHCP servers”

DHCP Discover (broadcast)

Vim >
DHCP Offer (broadcast)
DHCP j: -F
Client BV
DHCP Offer: "DHCP Server IP is 172.16.0.1,
Proposed IP address 1/72.16.0.100/24

The DHCP protocol eliminates the need for iIndvidually configuring network devices manually.
The operation can be summarized as follows:

«  The DHCP chent broadcasts a DHCP Discover message to locate all avaliable DHCP servers
on the subnet.

« A DHCP server broadcasts a DHCP Offer message, iInforming the client that it 1s avalabie,
proposing a client IP address, subnet mask, default gateway IP address, DNS IP address, IP
lease time, and a DHCP server IP address.

«  The DHCP chent broadcasts a DHCP Reguest message to the server, requasting the
proposed IP network configuration data.

«  The DHCP server broadcasts an acknowledgment.

=  The DHCP chent conflgures Its network interface with the proposed IP network
conflguration.

The IP allocation process 1s based on broadcast traffic.
A DHCP server must be avallabie to host a range of addresses for each client subnet
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9-25 About DHCP Relay

A DHCP relay agent offers a more centralized approach to providing DHCP services across
muitiple subnets.

A DHCP relay agent forwards reguests and replies between a DHCP server and a DHCP client,
offering the flexibiity of placing the DHCP senver on a remote network.
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From the DHCP chent perspective, the IP allocation process remains broadcast based.

The DHCP refay agent converts the local DHCP broadcast message Into a unicast message and
sends the unicast message to the DHCP server,

A DHCP relay agent 1s required for each DHCP chent subnet.
By using DHCP relay agents, a DHCP server can service multipie DHCP client subnets.

9-26 DHCP in NSX

MSX supports three types of DHCP services.

DHCP Service Type Description

DHCP Local Server A DHCP server that Is centralty managed by NSX. This server ks local to a
cingle segment.

DHCP Relay A DHCP relay agent 1s local to a single segment that relays client requests
1o an external DHCP server.

Gateway DHCP A DHCP server that Is centrally managed by NSX. This server s avallable
to all segments that are connected to the gateway.
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9-27 DHCP Local Server

DHCP Local Server 1s a DHCP service managed by NSX that Is local to the segment and not
avallable to the other segments In the network.

= |t provides a dynamic [P assignment senvice only to the WMs that are attached to the segment
= b runs as a sernvice (service router) in the edoe nodes of an NSX Edge cluster.

= ThelP address of a local DHCP server must be In the subnet that s configured on the
segment.

= |t supports Tier-0 and Tier-1 gateways and segments not connected to a gateway.
= [t can service V0 AN-backed or overlay-backed segments.

DHCP Local Server Topology
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'
T f 2L TTEETT
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l = L: i E
Client
Tier-1 Segment 2 oo
Galteway = Local )
= DHCP —
Server 2

In this configuration, the DHCP requests are managed in the NSX environment without relying on
an external DHCP server.

DHCP Lecal Server runs as a service (service router) In the edge nodes of an NSX Edge cluster.
For standalone segments, DHCP Local Server 1s selected by default.
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9-28 DHCP Relay

A DHCP refay agent 1s local to a single segment and relays client requests to an external DHCP

Server.

The DHCP servers can be located Inside or outside of the SDDC.
The DHCP client segment must be connected to elither a Tier-0 or Tier-1 gateway'.
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9-29 Gateway DHCP

Gateway DHCP 15 a DHCP server that Is centrally managed by NSX. This server Is avallable to alf
sagments that are connected to the gateway.

By default, segments that are connected to a Tler-0 or Tier-1gateway use Gateway DHCP.

Gateway DHCP Server Topology

Physical
Router

- %, Elient
Tigr-0 ( T \ Segment ] =
oty (= o) | v
" Aoy
e .IIII..:\. v oHCP
Cliznt

The IF address of a Gateway DHCP server can be different from the subnets that are
configured In the segments.

Individual segments connected to a gateway conflgured for Gateway DHCP can be selectively
configured to use different DHCP types, Local DHCP Server, or DHCP Relay.

9-30 DHCP Workflow
©

Configure DHCP
ERrCES
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9-31 Creating a DHCP Profile

Tocreate a DHCP Profile, click Networking > Networking Profiles > DHCP > ADD DHCP
PROFILE and select elther DHCP Relay or DHCP Server as the reguired profile type.

hetweriarng Frofiles

- i T

Crption |
Creste @ DHOP profileof type DHCP Relay,

DHrtian 2
Em - Croath a GHCS profile of type GHEF Sorver,

To create a DHCP Profiie, you provide values for the following aptions:
=  Mame: ¥ou use this name to identify the ODHCP profile.

= Profile Type: Select either DHCP Relay or DHCP Server,

=  Server IP Address Is based on DHCP type

= (Optonal) Tags: Add tags to label static bindings so that yvou can quickly search or filtter
bindings, troubleshoot and trace binding-related 1ssues, or do other tasks.

For DHCP Server profiies, you provide values for these additional options:
»  Edge Cluster: Select an N5X Edge cluster from the drop-down menu.

= Auto Allocate Edges: Yes (default) The first edge node becomes the active edge for
DHCP services, and the second edge node becomes the standby edge for DHCP services.

= Standby Relocation: Mo (default) If the edge node where the active or standby DHCP
server Is running falls, a new standby DHCP server s created on another edge node to
maintain high avaliability.
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9-327 Assigning the DHCP Profile to a Segment

To assign the DHCP proflle to a segment, click Networking = Segments = Edit an existing
segment > SET DHCP CONFIG and select a configured profiie.

Segmpnt

To assign the DHCP profiie to a segment, you provide values for the following opticns:
s  DHCP Type Select elther DHCP Relay or DHCP Server.
=  DHCP Profile: Select the configured DHCP profiie.
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9-32 Assigning the DHCP Profile to a Gateway

To assign the DHCP Proflie to a gateway, dick Networking = Tier-0 or Tler-1 Gateway, edit the
gateway, set the DHCP Config, and select a configured profile.

Tur-1 Gatewnyd
e |

i ]
To assign the DHCP profiie to a gateway, you provide values for the following options:

= Type: Select either DHCP Relay or DHCP Server.

=  DHCP Profile: Select the configured DHCP profile.
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9-34 Configuring DHCP Services

To configure DHCP services, click Networking > Segments > Edit an existing segment > EDIT
DHCP CONFIG.

Seamnts

—
=
: :
P ===
=_] =
|

To configure DHCP services, you provide valuses for the following oplions:
=  DHCP Type Select the existing DHCP Relay or DHCP Server by name.
= DHCP Profile: Select the configured DHCP profiie.

=  DHCP server Address: If vou are configuring a DHCP local server, senver IP address 1s
reguired.

* DHCP Ranges: Optionally enter the DHCP IP pocl range.

+ Lease Time: Optionally enter the amount of time In seconds for which the IP address 1s
bound to the DHCP client

= DNS Servers: Cptionally enter the IP address of the domaln name server (ONS) 1o use for
name resofution A maximum of two DNS servers are permitied.
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9-35 About DNS Services

A DNS server translates domaln names to [P addresses.
A DNS 7one s a distinct portion of the domain name space In DNS.

Depending on the DNS zone, a DNS forwarder can forward DNS gueries to specific DNS
SEMVES.

DNS Reguest: "Provide 1P address for vmbaeans, labcom”

Daafaale Zome
: | |
ONS Request ~
> '
MTT! - 1
- 3 |
LNS Reply - 1
! - T k. R A a
OiNS . = e
Chienl = . =-,_\_"".
e 'Y 1. cam o

The resource to resoive, vimbeans lab.com, Is In the lab.com DMNS namespace. The DNS
forwarder can be configured to forward DNS queries to the lab.com DNS zone servers.
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9-36 About DNS Forwarder

In NSX, the DNS client requests can be forwarded to the external DNS server by configuring a
DNS forwarder in Tier-0 or Tier-1 gateways. The DNS forwarder provides the following functions:

=  Forwards DNS reguests from clients to upstream DNS servers
= Can optionally forward DNS requests to FQON zones

= Caches the responses recelved from the upstream servers, reducing system load and
Improving performance

DNS Forwarder Topolaoy Default Zone
| —
|
/
w |
Physical ONS
Router Server(s)
¢ DNS Ciptiona
Request FODN Zare
.a-"""--,.
/; 1 Y
Ii. -':.--;: .'"* hl) . -
LalewWay l .I.I' -
| ‘-..__,_,/! Raqueast BN
| f | SErveris
Tier-1 E —— | ym
Gateway
Forwarder DS
8 Clignt

9-37 DNS Workflow
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9-38 Creating DNS Zones

A default DNS zone Is reguired. Optionally, you can configure one or more FQDMN DNS zones.
To create DNS zones, click Networking = DNS > DNS Zones = ADD DNS ZONE

EHE:
| i |
=3
IS ]
~
1= |
=

To create DNS zones, you provide values for the foowing options:
=  Name: ¥ouuse this name to identify the DNS zone.

» Domain: Select Any for the default zone. Select an FQDMN for the domain for an FQDMN
Zone.

» DNS servers: Enter the IP address of up to three remote DNS servers for this DNS zone.

+ (Optional) Source IP: Y ou must specify a source IP if the DNS forwarder service listener [P
Is an intermal address that 1s not reachable from the external upstream DNS server.

= (Optional) Tags: Spedfy to group NSX objects.

When you confloure a DNS zone, you can specify a source IP for a DNS forwarder to use when
forwarding DNS queries to an upstream DNS server. If you do not spedfy a source IP, the DNS
guery packet source IP will be the DNS forwarder's listener IP.

54



9-39 Creating DNS Forwarder Services

Tocreate a DNS forwarding sernvices, click Networking > DNS > DNS Services > ADD DNS
SERVICE.

To create DNS forwarder services, you provide values for the following options:
=  Name: ¥ou use this name io Identify the DNS forwarder service.
=  Tier-0/Ter-1 Gateway: Speciiy the gateway for the semvice.

=  DNSs service IP: Clients send DNS queries to this IP address, which 1s also known as the
DOMNS forwarder's istener IP.

*  Default DNS Zone: Select the default DNS zone.

»  [(Optional) FGDN Zones: Select up to five FQON zones.

=  Admin Status: Enable or disable the DNS forwarder service.

» [(Optional) Log Level Used In analysis and troubieshooting. The default log level ks Infio.
» Cache Slze: Speciiy the DNS forwarder cache size

=  (Optional) Tags: Specify to group NSX objects.

When you confloure a DNS zone, you can specify a source IP for a DNS forwarder to use when
forwarding DMNS gqueries to an upstream DNS server. If you do not specfy a source P, the DNS
guery packet source IP will be the DNS forwarder's listener IP.

542



9-40 Establishing Forwarder Connectivity

The external upstream DNS servers reguire [P connectivity to the DNS forwarder, which can be
achleved using route advertiserment or SMNAT.

- | | b1

If the DNS listener [P 1= not routed, fTorwarder connectivity can be established by:

=  Using gateway route advertisement {o announce the listener IP.

»  Using gateway SNAT to translate the istener IP to a public 1P.
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9-41 Configuring DHCP to Allocate DNS

To optionally configure DHCP senvices (o allocate DNS Servers, click Networking > Segments >
Edit an existing segment > EDIT DHCP CONFIG, and configure DNS Servers.

Seamants

T

9-42 Review of Learner Objectives

=  Explain how DHCP and DHCP Relay are used for [P address allocation
=  Configure DHCP services In NSX
=  [Descrbe how to use a DMNS forwarder service

=  Configure DNS forwarder services In NSX

544



9-43 Lesson 3: Configuring NSX Advanced
| oad Balancer

9-44 Learner Objectives

= Describe NSX Advanced Load Balancer and Its use Cases

= Explain the NSX Advanced Load Balancer architecture

+  [Deploy NSX Advanced Load Balancer

= Explain the NSX Advanced Load Balancer components and how they manage traffic
«  Configure virtual IP addresses, server pools, and virtual services

9-45 About NSX Advanced Load Balancer

WiMware will use NSX Advanced Load Balancer as part of its load-balancing strategy.

MSX Advanced Load Balancer provides multicloud load balancing, web application firewall,
application analytics, and container Ingress services across data centers and clouds.
L
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9-46 Benefits of NSX Advanced Load

Balancer
MSX Advanced Load Balancer offers several advantages.
End-to-End Higher Easy to On-Demand
Automation Performarice Troubleshoot Scalability

MNSX

548
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Advancad Load Balancer offers the following advantages:

End-to-end automation: NSX Advanced Load Balancer fully automaies the life cycle
management and placement of load-balancing components.

Higher performance: MSX Advanced Load Balancer provides optimal traffic flows with no
traffic hairpinning. Additionally, It supports ECMP-based active-active scale-out mode.

Easy to troubleshoot: NSX Advanced Load Balancer offers nathve bullt-in kog analysis and
rich analytics tools that provide end-to-end visility of the environment. This iImproved
visibliity reduces the troubleshooting time from days to minutes,

On-demand scalability: The NSX Advanced Load Balancer platform automatically scales
honzontally based on the traffic needs and rebalances the load across all components to
ensure high performance.



9-47 NSX Advanced Load Balancer Feature
Edition Comparison (1)

The table provides a feature comparison between the Basic and Enterprise icenses of NSX
Advanced Load Balancer.
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MNS¥ Data Center Advanced and NSX Data Center Enterprise Plus editions include the NSX
Advanced Load Balancer Basic entitlierment. The Basic entitlement provides load-balancing
features that are equivalent 1o the native NSX Ioad balancer.

The N5X Advanced Load Balancer Enterprise edition requires an addittonal license and provides
all features avaliable In NSX Advanced Load Balancer, iIncluding GSLB, WAF, mufticioud support,
and 50 on

For more information about the icenses and features avallable for NSX Advanced Load
Balancer, see "NSX Advanced Load Balancer Editions™ at
https://avinetwarks cam/docs/ 22 1/nsx-licensa-editions/
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9-48 NSX Advanced Load Balancer Feature
Edition Comparison (2)
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9-49 NSX Advanced Load Balancer
Architecture

The NSX Advanced Load Balancer architecture conslsts of two maln components:
= NSX Advanced Load Balancer Controfler:
— Central repository for the configuration and policies related to load-balancing services.
—  Provides a user Interface to perform configuration and management tasks.
— Responsible for deploying Sernvice Engines.
—  Typically deployed as a three-node cluster for Righ avatlabiiity .

=  Service engine (SE):
— Performs application load-balancing operations.
— Collects real-tme analytics from appiication traffic flows.
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The NSX Advanced Load Balancer architecture s bult on software-defined principles. It separates
the data and control plane to deliver scalable application load balancing. The platform provides a
dynamic, centrally managed pool of load-balancing resources for virtual machines and containers.
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Since NSX 4.0.0.1, the configuration of NSX Advanced Load Balancer using the NSX Ul and NSX
APl is deprecated. This feature should not be used because it will be removed completaly in
future refeasaes. The installation of the NSX Advanced Lozd Balancer Controller cluster and the
cross-Haunch of the NSX Advanced Load Balancer Ul from NSX will continue to be supported.
Howewver, all configuration tasks for load balancers integrated with NSX environments should be
performed directly through the NSX Advanced Load Balancer Ul or APL

MSX Advanced Load Balancer Controfler continues to interact with vCenter Server and NSX
Manager through APIs for autodiscovery of SDDC objects such as ESXI hosts, segments, Ter-1
Gateways, and 50 on.

9-50 NSX Advanced Load Balancer
Deployment Workflow

To deploy NSX Advanced Load Balancer:
1. The user uploads the NSX Advanced Load Balancer Controller . cwa flle to NSX Manager.

2. NSX Manager Invokes the NSX Advanced Load Balancer Controller node deployment in
vCenter Server.

vCenter Server deploys NSX Advanced Load Balancer Controfier.

On startup, NSX Advanced Load Balancer Controller registers with NSX Manager by using
the Avi Lifecycle Manager (Avi LCM).

5. After registration, Avi LCM performes the basic configuration of MSX Advanced Load
Balancer Controller.

6. Ina cluster deployment, the NSX Advanced Load Balancer Controfler instances 2 and 3 are
deployed, and the cluster s created.

7. Service engine VMs are created or deleted based on the load-balancer configuration.

- .

ylenter Server

o MNSX Advanced Load Balancer
vt roller o

MNSX Manager

}:' JIEE Ell.illi._-_.
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The NSX Advanced Load Balancer Controller OWA miust be version 2016 or later. Previous
versions of the Image are not accepted. Oniy one OV A file can be uploaded at a time. The disk
space required for the OWVA bundie 1s about 4 GB.

Before registration of NSX Advanced Load Balancer Controfler with the Avi Lifecycie Manager,
trust s established between the two entities using certificates.

During the provisioning phase, the Avl Lifecycle Manager configures the following parameters on
the controller-

= Admin user password
«  [DNS and NTP sarvers
«  Controller cluster mformation, Including the cluster VIP IF specified dunng the deployment

9-51 NSX Advanced Load Balancer
Consumption Workflow

Since NSX 4.0.0.1, all services related to MSX Advanced Load Balancer are configured directly
using the MNSX Advanced Load Balancer Ul or APL

1. The user configures NSX Advanced Load Balancer through the NSX Advanced Load
Balancer Ul or AP

2. NSX Advanced Load Balancer Controfler receives the load balancing configuration and
disseminates It to the service engines.

3. The Service Engines perform load balancing operations and manage all client and server-
facing network Interactions.

Engines
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9-527 Requirements for NSX Advanced Load
Balancer

Before using NSX Advanced Load Balancer in your NSX environment, you miust complete the
following tasks:

1. Deploy the NSX Advanced Load Balancer Controfler cluster for the NSX UL
2. Create a cloud connector from the NSX Advanced Load Balancer UL
3. (Optonal) Create a service engine group from the NSX Advanced Load Balancer UL

DO

A cloud connector 1s used to integrate the NSX Advanced Load Balancer platform with the NSX
environment. The cloud connector defines the connectivity information for the service engines,
Including the NSX segments and the Tier-1 gateway they are connected to.
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9-52 Deploying the NSX Advanced Load
Balancer Controller Cluster

You can deploy the MSX Advanced Load Balancer Controller cluster from the NSX Ul by
navigating to System > Conflguration > Appllances > NSX Advanced Load Balancer.
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Before deploying the NSX Advanced Load Balancer Controfler Cluster:
s vCenter Server must be registered with NSX as a Compute Manager.

= A wyirteal [P address must be configured for the N5X Advanced Load Balancer Controller
Cluster.

Each NSX Advanced Load Balancer Controfier cluster requires cnly one managemant IP
address. This I[P address is used to configure the controfler. The management [P address Is also
used by the contraller to communicate with the service engines.

in a cluster deployment. the management IP addresses for all controdiers must belong to the
same subnet

An MSX Advanced Load Balancer Controller cluster incliudes one of three nodes. All nodes must
be deployed ndividually. To ensure that the cluster guorum s maintained. the deployment of the
second node Is queued untl the third node 1s deployed.
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9-54  Service Engines Deployment and
Connectivity

The NSX Advanced L oad Balancer Controller cluster creates or deletes service engine VMs
baszed on the load-balancer confliguration.

Each sarvice engine reguires two [P addresses:

= Manzgement IP address: Used for communication with the NSX Advanced Load Balancer
Controller cluster.
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Management Data
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9-55 Creating a Cloud Connector (1)

Before NSX Advanced Load Balancer Controfler can create service engine WMs, you must
create a cloud connector for the NSX environment

The cloud connector defines the connectivity iInformation for both the management and the
data plane networks of the service enaines, Nciuding:

= MNSX transport zone
e MNSX segment
= Tler-1 gateway used as the default gateway

Ina typical deployment, separate NSX segments are used for the managaement and data plane
Interface of the service engines.

All required NSX constructs must be manially preconfigured In NS X Manager before creating
the cloud connector.

Tier-0 Gataway

Tiar-1 Gateway

\‘.
¥ FLOT L NSX Advanced

{oad Ba '-‘-'5-. i \‘\ Load Balancer

Managemant | . ' R 1 Data Plang
Segment P Segment

Placing the service engines on N5X segments directly connected to a Tier-0 gateway 1s not
supported.

Both NSX overlay and NSX VL AN-backed segments can be used to configure the management
and data plane network for the sernvice engines.

All required MSX constructs, including transport zones, Tier-1 gateway. and segments, must be
manually preconfigurad In N5SX Manager before creating the cloud connector.
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9-56 Creating a Cloud Connector (2)

You create a Cloud Connector from the NSX Advanced Load Balancer Ul by navigating to
Infrastructure > Clouds.
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The cloud connector wizard first connacts to NSX Manager to fetch the network constructs
avaiable and presents them as options to configure the SE management and data plane
networks.

Only one managaement network 15 supported for all SE groups created for the NSX environment
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9-5/7 Creating a Service Engine Group

A service engine group Is a method of grouping service engines to provide data plane 1solation
and redundancy:

= Multiple SE groups might exist In the NSX environment
=  5E groups are used to manaoe load-balancing traffic for a given load balancer service.
= [f 3 service engine falls, ancther service engine within the same SE group takes over.

Creating a service engine group s optional. A default service engine group 15 automatically
created for the NSX cloud However, you can modify the existing service engine group of
create another service engine group.

To create 3 service engine group from the NSX Advanced Load Balancer L, navigate to
Infrastructure > Cloud Resources > Service Engine Group.

The high avallablity mode of the SE group controls the behavior of the SE group If an SE fallure
occurs. it also controls how the load 1s distributed across SEs.

The folowing high avallability modes are availabie:

= |egacy high avallabiity active-standby mode: This mode ks primarily intended to mimic a
legacy appliance for easy migration o NSX Advanced Load Balancer. It deploys two
sarvices engines; one In active and the other In standby mode.

=  Elastic high avaliability MN+M mode: This default mode deploys N active SEs for foad-
balancing purposes, but also deploys M additional SEs within the service group as a buffer to
absorb any SE falures.

=  Elastic high avalliability active-active mode: This high avallabiity mode load balances services
across a minimum of two SEs that are both in active mode.
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Active-standby Is the only avallabiity mode supported with the Basic Edition licensing. To avall
of M+M and active-active high avallabiity modes, you must purchase an NSX Advanced Load
Balancer Enterprise icense.

The Vs Placement across SEs option determines whether the creation of load-balancing
sarvices also creates new SEs or uses those already avallable.

The following options exist:

« Compact Attempts to place load balancer services on already existing service engines. This
option = defautt for elastic mMgh avalabiity N+M and legacy high avalablity active-standby
miode.

«  [Distributed: Maximizes load-balancing performance by deploying new senice engines and
avoiding placements on existing SEs. This option s the default for elastic high avallability
active-active mode.

For more information about the SE group configuration options, ses "Service Engine Group™ at
https:/ favinetworks com/docs/22.1/senvice-engine-groupy/.
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9-58 NSX Advanced Load Balancer
Components

MSX Advanced Load Balancer Includes several components:
= A virtual service is a software construct containing 2 virtual IP address, a port, and a

protocol

The virtual service s assoclated with a single SE group and attached to a Teer-1 gateway.

« A server pool Is associated with a virtual service and includes the group of servers
responsiole for load balancing the chent requests.

= A health monitor s attached to a server pool and verifles the status of the sarvers within IL

= A persistence profile s attached to a server pool and reconnects clents to the same pool

member.
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A virtual service B a software construct containing a virtual IP address, a port, and a protocol

External clients use this combination to access the servers behind the load balancer.
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9-59 NSX Advanced Load Balancer
Topologies

MSX Advanced Load Balancer supports different topologies for the SE and server poal
deployment

N Pl "\.1
f‘:-: Tier-0 Gateway |.\"'1::| Tier-0 Gateway

Tier-1 Gateway @ Tier-1 Gateway

Data Plane Server Pool/Dala Plane

Sarvar Pool
Segment Segment
o ! . o " | 1] | s Ifl‘ ri‘
\5) L8 o o@- oo @ B8
SE1 SE2 SE1 SE2
Servics Engines on a dedicated ssgment Service Engines on a shared segment

MNSX Advanced Load Balancer supports two different topologles for the SE and server pool

deployment:

=  Service engines on a dedicated segment: This option allows you to manage the [P address
assignmeants for the SE data plane interfaces and the server pool separately. The NSX

sagment used for the SE data plane must be created In NSX before creating an NSX Cloud
Connector iIn NSX Advanced Load Balancer Controller.

=  Service engines on a shared segment: With this option, the SE data plane Interfaces share
the same address space as the server pool servers and reside In the same NSX segment.
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9-60 VIP Placement and Route Redistribution

Before deploying a virtual service, the Tier-1and Tier-0 gateways must be configured to
distribute the LB VIP.

Dwring the virtual service configuration, the following actions are automatically performed:

1. TheVIP s placed on one of more service engines depending on the high avallabiity mode
configured.

2. VIP static routes are created on the Tier-1 gateway where the 5E data plane network Is
connected.

The VWIP static routes include as many next hops as avallable service engines.
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The NSX administrator is expectad to configure the Tier-1 gateway to adveriise the virtual
service VIP with the Teer-0 gateway. For north-south reachability of the VIP, the administrator
shiould also confligure the Tier-0 gateway to redistribute the VIP to the external router through
BGPE.

After a virtual service Is placed on an SE group, NSX Advanced Load Balancer Controfer
Ccreates VIP static routes on the Ter-1 gateway where the SE data plane network 15 connected.
The VIP static routes include as many next hops as avallable service engines. These static routes
do not need to be advertised or redistributed, because they are only loCally relevant to the Tier-
1 oateway and the back-end service engings for ECMP purposes.
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61 North-South Traffic

An external client reguest to the VIP 1s managed as follows:

1
.3
3
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The external chent traffic enters through the uplink of the Tier-0 gateway.
The Tier-0 gateway forwards the traffic to the appropriate Tier-1 gateway.

Using the static VIP routes, the Tier-1 gateway routes the request to the VIP on the service
engines.

The semrvice engines forward the traffic to the back-end server pod! through the Tier-1
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9-62 East-West Traffic (1)

An intermal client reguest to a VIP connected to the same Tler-1 gateway 1s managed as follows:
1 Thereguest Is sent (o the Tier-14A gateway where the client network s connected.

2. Using the static VIP routes, the Tier-1A gateway routes the request to the VIP on the
service engines.

3. The service engines forward the traffic to the back-end server podd through the Tier-14A

oateway.
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9-63 East-West Traffic (2)

An internal client reguest to a VIP connected to a different Ther-1 gateway s managed as
follows:

1. The reguest s sent to the Tier-1B gateway where the clent network Is connected.
2. The traffic Is routed to the Tier-0 gateway, which forwards It to the Tler-14A gateway.

3.  Using the static VIP routes, the Tier-1A gateway routes the reguest to the VIP on the
service engines.

4. The service engines forward the traffic to the back-end server podt through the Tier-14A
Oateway.
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9-64 Accessing the NSX Advanced Load
Balancer Ul

Since NSX 4.0.0.1, the configuration of all N5X Advanced Load Balancer components must be
performed directly through the NSX Advanced Load Balancer Ul or AP, even If the solution 1s
Integrated with an NSX environment.

You can cross-launch to the NSX Advanced Load Balancer Ul from NSX of log in directly to the
deployed NSX ALB Controller.
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9-65 Creating a Virtual IP Address

You create a virtual IP address that you can assoclate with a virtual service.

Dring the creation of the virtual IP, you speciiy the Tier-1 gateway to which the service engine
data plane network 1s connected.
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¥ou create a Virtual IP address by navigating to Applications > Vs VIPs In the N5X Advanced
Load Balancer UL

Dring the creation of the virtual IP, you specify the cloud connector and the Tier-1 gateway to
which the service engine data plane network 1s connected.

The Virtual IP address can be static or autoallocated from a preconfigured poot It 15 possible to
configure IPv4, IPv6 addresses, or both
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9-66 Creating a Server Pool

When configuring a server pool, you speclfy the pool members, load-balancing algorithm, health
monitors, persistence profiles, and other parameters.

CREATE POOL
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You create a Server Pool by navigating to Applications > Pools in the MNSX Advanced Load
Balancer UL

You specliy the foliowing parameters durng the creation of a server poct
= Name: A unique name for the server pool.
s Cloud: The cloud conmector detalls for the NSX emvironment.

= VRF Context: Virtual Routing Framework (VRF) s a method to Isolate traffic In a system.
WRF Is also called a route domain In the load balancer community. A global VRF context s
created by default Metwork administrators might create custom VRF contexts to 1solate
traffic between different tenants or subsets.

=  [Default Server Port: New connections to servers will use this destination service port. The
default port 1s 80.

+ | oad-balancing algorthm: The selected load-balancing algorithm controls how the InComing
connections are distributed among the servers in the pool

= Tier-1 gateway (logical routery Specfy the Tier-1 gateway that you want to attach the
seryver pool to. This value matches the Tler-1 gateway speciiied for the virtual service and
WIE.
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= Servers or pool members can be configured according to the following criteriz:

— IP Address, range, or DNS name: Manually enter the IP address, DNS name, and port
for each member.

— [P Group: Select an existing 1P poal profile or create a profie.
—  Securlty Group: Select a native NSX grouping.

=  ¥oucan verfy server health by apphying one or more health monitors In the Health Monitor
saction. Active mordtors generate traffic from each service englne and mark a server up or
down based on the response. The passive monftor istens only to cllient-to-server
commumication.

« |n the Profies and Polcies section, you can configure a persistence profie to ensure that
subseguent connections from the same client connect to the same server. Persistent
connections are critical for most servers that maintain the ciient session Information locally,
such as HT TP applications that need to keep users' Information for some tme. This section
also affows you to configure autoscaling policies for the load balancer.

« Inthe S5L saction, you can enable S5L encryption between the service angines and the
back-end servers.

For more information about the server pool configuration options, see the Avi Networks
website at https://avinetworks_com/docs/ 22 Varchitectural-overview/appliications/pools/
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9-6/7 Configuring Load-Balancing Algorithms

Load-balancing algorthms control how the Incoming connections are distributed among the
saryers In the pool The table Includes a summary of the commonly used algorithmes.

Load-Balancing Methods

Algorithms

Least Connecticns Mew connections are sent to the server that currently has the least

(Defaulty number of outstanding concurrent connections.

Round Robin New connections are sent to the next elgible server In the pool in
sequential order.

Fastest Response MNew connections are sent to the server that 1s currently providing the
fastest response o new connections or requests.

Conslstent Hash Mew connections are distributed across the servers using a hash key.

Least Load MNew connections are sent to the server with the lightest load,
regardiess of the number of connections that server has.

Fewest Servers Instead of trying to distribute all connections or reguests across all
servers, NSX Advanced Load Balancer determines the fewest number
of servers required to satisfy the current chient load.

For a full st of supported load balancing algorithms, see "Load Balancing Algorithms™ at
https://avinetworks.com/docs/ 221 /load-balancing-algorithms/
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9-68 Configuring Health Monitor Profiles

Health monitors validate the status of the servers In a pool to make forwarding decisions. You
can configure health monitor profiles for HTTP, HT TPS, TCP. and UDP appications amaongst
others.
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in the server pool creation wizard, yvou use the Health Monitor tab to configure active and
passive hiealth monitars for the pool members.

Some active health monitors that are preconfigured in the system are as follows:

s  System-HT TF: Sends a reguest to a web server and validates either the HTTP response
code or the HTML response data.

s System-HT TPS: Used to valldate the health of HT TPS encrypted web servers. [t relies on
the same mechanism as the HT TP monitor.

=«  System-Ping Validates the status of the server by sending 2 ping command and receiving
areply.

s System-TCP: Valdates that the server can successiully establish a TCP conmection

s System-UDP: Sends a UDP datagram to the senver and matches the server's response
against the expected response data.

s System-DNS: Gueres name servers for an A record and matches the resolved response
against an expected [P address.

¥ou can also create custom health monitor profiles for your apphcations.



9-69 Configuring Persistence Profiles

Persistence profliies ensure the stabiity of stateful appiications by directing all related
connections to the same back-end server.

MSX Advanced Load Balancer suppaorts the following types of persistence profiles:
= Chent P

= HTTP Cockle

= Custom HTTP Header

=  App Cookle

= TLS

Weh-Poo|

ProfiesFolsres

PR A

in the server pool creation wizard, you use the Profiles/Policies tab to configure persistence
provfiles.

MSX Advanced Load Balancer suppaorts the following types of persistence profiles:

s Chent IP: NSX Advanced Load Balancer maintains a table with the chent's source 1P address.
The client's source [P address 1s kept In the table for a given period of tme. While the IP
address remains In the table, any new connection by the user will be sent to the same server.

s HTTP Cookle: The NSX Advanced Load Balancer service engines Insert an HT TP cookie
Into a servers first response to a client. In this mode, no configuration changes are reguired
on the back-end servers.

s  Custom HT TP Header: This method allows to specify an HT TP header for persistence.

=  App Cookle: Rather than NSX Advanced Load Balancer Inserting its own cockle intc HTTR
responses for persistence, this mode relies on an existing cookle that s Inserted by the
back-end server.

s TLS: Applcable tovirtual services that are terminating 551 or TLS. This method embeds
user persistence Information within TLS session Information.
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9-70 Configuring Server Pool Security Settings

You can encrypt the traffic betwesen the service engines and the back-end servers by enabling
S50 In the server pool

The chosen S5L profile defines which ciphers and 550 versions are usad to encrypt the traffic.
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In the server pood creation wizard, vou use the S5L tab to configure security settings for the
server pool

You can encrypt the traffic betwesn the service engines and the back-end servers by specifying
the following parameters:

s S5 Proffie: The S5L profile defines which ciphers and 551 versions are supported o
encrypt the traffic.

=  Sepyer SSL Certificate Walidation PEI Profile: This option vahkdates the certificate presented
by the server against the selected PEI profile. When not enabled, the service engine
automatically accepts the certificate presented by the server when sending health checks.

=  Sarvice Engine Client Certificate: When establishing an SS1 comnection with a server, efther
for normal cllient-to-server communications of when executing a health monitor, the service
engine presents this certificate to the sarver.

Additionally, you can also enable Common Mame Check and TLS SNI from the SSL tab.
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9-71 Creating a Virtual Service

When creating a virtual service, you specify Its virtual IP, port and protocol combination, and the
seryver pool responsible for managing the back-end traffic

y AT
W Tam = Agdiress — ~

¥ou create a server pool by navigating to Applications > Virtual Services In the NSX Advanced
Load Balancer UL The N5SX Advanced Load Balancer Ul offers two methods for creating a
virtual service: basic setup and advanced setup. The advanced setup allows Users more granular
contral over the settings of the virtual service, iIncluding the reuse of preconfigured or existing
server poals. The same Information Included In the advanced setup s avallable whenever a
Virtual Service Is edited, regardiess of how it was created (Basic or Advanced). In both the basic
and advanced setups, you must specify the cloud connector before configuring the virtual
SerVIcE.

in an advanced setup, you specifly the following main parameters during the creation of a virtual
service Instance:

+  Name: Provide a unigue name for the new virtual service.

s VS VIP: Select an existing virtual service [P address from the drop-down menu or create an
address.

« TCP/UDP Profile: Use the TCR/UDP profile to set the virtual service to isten for UDP Fast
Path, TCP Fast Path, or TCP Proxy. If the application profile s set to an HT TP profile, the
TCP/UDP profile must be set to proxy the TCP connections.
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=  Application Profile: Determines the behavior of the virtual services, based on application
type. Some commoniy used profiles are as follows:

—  System-DNS: Default for processing DNS traffic and uses UDP port 53.

—  System-FTP: Used for load balancing F TP workloads for both active and passive FTP
modes.

—  System-HTTP: Default for processing nonsacure laver 7 HTTP traffic and uses port 80,

— System-L4-Application: The virtual service listens for layer 4 requests on the port that
you specfy In the Service Port field. Select this option to use the virtual service for non-
HT TP applications, such as mall or a database.

— System-Secure-HTTP: Default for processing secure layer 7 HT TPS traffic. Uses port
443,

— System-Secure-HTTP-VDI: Defadlt for processing virtual desktop HT TP traffic.

— System-5SL-Application: The virtual service listens for secure layer 4 requests.
Selecting this option autopopulates port 443 In the Service Port field.

— System-Syslog: Default for processing Syslog traffic.
= Services: Specily a port number or range for the virtual service.

=  Pool/Pool Group: Select the pool to use for this virtual service using the Pool drop-down
men. & pool may only be assoclated with one virtual service. However, the same servers

can belong to multiple pools wsing unigue port combinations.

For more information about the Virtual Service conflguration options, see Create a Virtual
Service at https://favinetworks.com/docs/22 1architectural-overview//applications /virtual-
services/create-virtual-service/.
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9-72 Validating Virtual Services and Server
Pools

On the Applications tab In the NSX Advanced Load Balancer Ul you can review the following
detalls for each virtual service and server pool Instance:

=  Analytics
« Logs
=  Health

s Chents/servers
= Securlty (virtual service)

= Events
= Alerts
[ ==
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Cn the Applications tab In the NSX Advanced Load Balancer Ul you can review the following
detalls for 2ach virtual service and server pool Instance:

* Analytics: Provides Insights Into performance through the real-time analysis of key
performance Indicators.

+ |[ogs: Logs are iIndexed on N5SX Advanced Load Balancer Controdier. Logs can be viewed
and filtered locally In the NSX Advanced Load Balancer UL

*  Health: The health score denctes both the responsiveness of the virtual service or pool, and
any vulnerabiliities.
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Chents/=ervers: The Clients tab is avaliable for virtual services and displays information
about clients accessing that service. The servers tab 15 avallable for server pools and
displays information about the status, health, and throughput of each member.

Security: This tab 1s onty avallable for virtual services. it provides detalled security
Information, including 5L and DDoS nformation

Events: Events are used to provide a history of relevant changes that have occurredin a
virtual service or service pool

Alerts: Alerts are Intended to Inform administrators of significant evenits within a virtual
sSarvice of service pool,

9-73 Lab 18: Configuring NSX Advanced Load

Balancer

Configure MNSX Advanced load-balancing services:

2
3
4.
5
=%
7.
8.
9.

Prepare for the Lab

Create Segments for NSX Advanced Load Balancer

Deploy NSX Advanced Load Balancer Controlier

Access the NSX Advanced Load Balancer Ul

Create a Cloud Connector for NSX

Configure Service Engine Networks and Routing

Test the Connectivity to Web Servers

Create a Virtual Service

Configure Route Advertisement and Route Redistribution for the Virtual IP

9-74 Review of Learner Objectives

Describe NSX Advanced Load Balancer and Its use cases

Explain the M5X Advanced Load Balancer architecture

Deploy NSX Advanced Load Balancer

Explain the N5X Advanced Load Balancer components and how they manage traffic
Configure virtual IP addresses, server pools, and virtual services
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9-75 Lesson 4: IPSec VPN

9-76 Learner Objectives

=  Explain how IPSec-based technologies are used to establish VPNs

« Compare policy-based and route-based |PSec VPN

»  [Describe IPSec VPN reguirements In NSX

« Create and configure IPsac VPN tunnels

» |dentify Traceflow and Live Traffic Analysis enhancements for VPN tunnels

9-77 Use Cases for IPSec VPN

IPSec VPN has several use cases:

=  Enabies businesses to Interconnect remote [P networks securely

=+  Extends [P networks to remote offices

= |lses a routng-based connection between different, nonoverlapping IP subnets

=  Provides a secure communication channel for other nonsecure protocols, such as Generic
Routing Encapsulation (GRE)

Romors

IPSec VPN sacures the traffic that fliows betweean two networks. These networks are
connected over a public network throuah IPSec gateways called endpoints.

MSX Edge supports site-to-site IPSec VPN between an NSX Edge instance and remote 1PSec-
capable gateways.

MSX Edge can be one of both endpoints, supporting site-te-site [Psac VPN with another NSX
Edge or another vendors IPsec gateway.
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9-78 |PSec VPN Protocols and Algorithms

IPSec VPN Includes several protocols and algorithms:

IPsec service IPsec Algorithms and Protocols
Key management Internet Key Exchange (IKE)
Authentication Preshared key

Certificates
Encryption Advanced Encryption Standard (AES)
Data ntegrity Secure Hash Algorthm (SHAS

IPSec 1s not a single protocol. It is a sulte of protocols designed to provide confidentiaiity,
authentication, and integrity for a VPN,

To accomplish these goals, [PSec uses Internet Key Exchange (IKE) tor;

=  Manage the connection to a peer.

= [Define security associations used to secure and valldate data exchanges.

= [Define securty protocols used to camy [P traffic over the VPN,

s [KE runs over UDE port 500, 1T NAT s detected In the gateway, the port 1s set to UDP 4500
= [KEv1{RFC 2409; and IKEV2 (RFC 5996) are supported.

Securlty Assoclations (SA): An S5A 1s a basic component of IPSec and contains iInformation about
the secunty parameters negotiated between peers.

The following types of SAs are avallable:
= |KE (or ISAKMP) SA
= [PSec S5A

The IKE SA Is used Tor the control plane of the VPN and contains a combination of mandatory
and opticnal values:

=  Encryption Algorthm: Mandatory

=  Hash Algorithm: Mandatony

= Aythentication Method: Mandatorny
= [iffle-Heliman Group: Mandatory

s | lfetime: Cptional
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9-79 1PSec VPN Methods

IPSec VPN tunnel packets can use different types of headers:
= The authentication header (AH) provides data Integrity and authentication without
encryption.

=  The encapsulating security payioad header (ESP) provides encryption, data Integrity, and
authentication.

1P Data Packet

Authentication Header (AH]

- Encryption :

]
(]
] .
]
I.

The authentication header does not provide encryption, whereas the encapsulating securty
payload header enables the encryption of the protected payload.
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9-80 [PSec VPN Modes

IPSec VPN supports the following modes:
= Transport mode:
—  Preserves the onginal IP header
—  Typically used for remote-access VPN
= Tunnel mode:
— Encapsulates the entire [P datagram with a new header
— Used for site-to-site VPN between IPSec-enabled gateways
— Mode used by N5SX

IP Data Packet

Authentication Header (AH)

Transport
Mode

P 2. TCP Data

Tunnel

Newlf 2o IP TCP |[NEEES ot

Encapsulating Security Payload (ESP)
Transport
Mode

Tunnel
Mode
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9-21 [PSec VPN Types

The following IPSec VPN types are avallable.
+  Policy-based WVPN:

—  A'VPN policy Is used to determine which traffic 1s protected by IPSec and passes
throuah the YPHN tunnel

— This static configuration requires modification of the VPN policy when network
topology changes occur.

= Route-based VPN:

— The remote IPSec VPN gateway |15 a BGP peer and protected local and remote
networks are leamed based on routes exchanged by using BGP.

— Routes are leamed over a specific interface called a Virtual Tunnel Interface (VT

Palicy-Based VPN
Internet/WAN ..
Raut&ﬂased VPN

Additional route-based VPN properties;
= Al packets routed through the VTI are protected by using IPSec.
= OSPF dynamic routing 1s not supported for routing through PSec VPN tunnels.
= Tunnel redundancy Is supported:
— By using BGP only.
— Do not use static routing or OSPF to achieve YPN tunnel redundancy’.
— The pnmary tunnel is active, whereas the secondary tunnel Is standby.
— If the peer Is unreachable on the pimary tunnel, the secondary tunnel becomes active.

582



9-82 NSX IPSec VPN Deployment

When you deploy IPSec WEN, you should conskder several Tactors:

[PSec VPN services are avallable on both Tier-1 and Ther-0 gateways.

Protected networks must be segments created throwah the NSX Ul or policy APIs.
Segments can be connected to elther Tier-0 or Tler-1 gateways to use VPN senvices.
Tenants with overlapping networks reguire NAT on Tier-0 gateways.

WPM-based dynamic routing for VT 15 supported on Tier-0 gateways only.

MSX supports site-to-site IPSec WPNs In tunnel mode.

[PSec tunnels use the DPDK-accelerated performance.
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9-83 1PSec VPN: High Availability

Active Tier-0 or
Tier-1 Gateway

EEEEEEEEE R

Edge Node § Edge Node 2

Edge Cluster

StandbyTler-0 or
, Tier-1 Gatewav |

--------------

i

2

|PSec VPN high availability has the folliowing characteristics;

= VPN supports active-standby high avallabiity on the Tier-1and Tier-0 gateways.

= VPN services use gateway-level fallover.

= VPN configuration and VPN state are synchronized.

=  Tunnels are re-estabiizhed without renegotiation on fallover.

Additional IPSec WPN high avaliability properties:

= This feature Is supported for both polcy-based and route-based IPSec VPN services.
= You can use high avalability virtual IF addresses for external connections.
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9-84 |PSec VPN Workflow

Tonfigure
oD Praflle
s TITEL A

Configurm
[Pz Profive
[Ciptisnai)

All Step 2 profile configurations are optional.
In Step 4, you add an IPSec VPN session that Is etther policy-based or route-based.
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9-85 Configuring an IPSec VPN Service

Toc

onfigure an IPSec VPN service, you select Networking = VPN = VPN Services > ADD

SERVICE = IPsec. Then you specify the values for the options.

L

You
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configure the following settings for an IPSec senvice:
MName: ¥ ou enter a name for the [PSec service.

Tier-0/Tierl Gateway: From the Tier-0/Tler-1 Gateway drop-down menu, select a Ter-
0/ Tier-1 gateway o assoclate with this IPSec VPN sarvice.

Admin Status: This option enables or disables the IPSec VPN service. By default, the value
Is 52t to Enabled to enable the service on the Tier-0 gateway.

IKE Log Level: This option enables VPN service logging. The IKE loaging level determines
the amount of information that you want collected for the [PSec VPN traffic. The default is
et to the Info leval,

Session Sync: This option enables or disables the stateful synchronization of VPN sessions.
By default, this parameter s set to Enabled.

Tags: ¥ou enter a value for tags If yod want to Include this service In 3 tag group.



9-86 Configuring DPD Profiles

Dead peer detection (ODPDY 15 a methed for detecting whether an IPSec connection Is alive. To
configure a DPD profile, you select DPD PROFILES on the PROFILES tab.

PN

This step 1s optional after you configure an [PSec service.

A DPD profile specifles the number of seconds to walt between probes (o detect whether an
[PSec peer s alive.

MNSX provides a system-generated DPD profile, nsx-default-I3vpn-dpd-profile, which 1s assigned
by default when you configure an IPSec VPN service.

To configure a DPD profile, you select values for the following options:

Name: ¥ ou use the name to Identify the sernvice
DPD Probe Mode:

— Perlodic: For a periodic DPLD probe mode, a DPD probe 15 sent every tme the speciflied
DPFD probe interval time 1s reached.

—  On Demand: For an on-demand DPD probe mode, a OPD probe 15 sent If no IPSec
packet Is recelved from the peer slite after an idie period. The value In the DPD Probe
Interval text box determines the idie perod used.

DPD Probe Interval (sec): You provide a value In seconds to define at which times a DPD
detection packet should be sent.

Retry Count: The number of allowed retries.
Admin Status: This setting enables or disables the profie.
Tags: For cloud-based installations, almost every entity can hold a tag
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2/ Configuring IKE Profiles

Internet Key Exchange (IKE) profile defines the algorithms that are used to authenticate,

encryptl. and establish a shared secret. To configure an IKE profile, you select IKE PROFILES.

This step 15 optional after yvou configure an [PSec service.

You spediy the folowing settings to configure an IKE profile:

588

MName: ¥ ou use the name to identify the service

IKE Version: The options are I[KE V1, IKE V2, or IKE FLEX. The salection depends on your
business reguirements.

Encryption Algorithm: The encryption algorithm used during the Internet Key Exchange
{IKE) negotiaticn.

Digest Algorithm: The secure hashing algorithm used during the IKE negotiation.

Diffie-Hellman: The cryptography schemes that the peer site and the NSX Edge instance
use 1o establish a shared secret over an Insecure communications channel.

SA Lifetime (sec): The lifetime {In seconds) of the securty associations (Indhvidiual
communicating peer Identifiers) after which a renewal Is required.

Tags: For cloud-based installations, almost every entity can hold a tag.



9-88 Configuring IPSec Profiles

The IPSec profiie defines the securlty parameters usad for negotiations to estabiish and malntain
a secure tunnel between two peers: To configure the [PSec profile, yvou select IPSEC
PROFILES.

VRN

This step 1s optlonal after you conflgure an [FSec service.
Y ou provide valses for the following settings to configure the IPSec profie:
*  Name: Youuse the name (o Identify the service.

* Encryption Algorithm: The encryption algonthm used during the Internet Protocol Securlty
(IPSec) negotiation

+ Digest Algorithm: The secure hashing algorithm used during the IPSac negotiation.

= PFs Group: This setting specifles the Perfect Forward Secrecy (PFS) group, which adds
protection to the keys used for bullding secure channels. You can enable or disable this
option.

*  SA Lifetime (sec): The setting specifies the Ifetime (In seconds) of the secunty associatons
(Indhvidual communicating peer identifiers) after which a renawal is required.

* DF Bit: This setting defines whethear the encrypted traffic should copy the Don't Fragment
(DF) bit from the Inner payload to the encrypted traffic.

« Tags: For cloud-based Installations, aimost every entity can hoid a tag.
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9-89 Adding a Local Endpoint

To add the local endpoint, you select Local Endpolints. This step Is reguired In preparatton for
configuring an 1IPSec VPN session.

=

You provide valuses for the following settings to add the local endpoint:

=  Name: ¥ouuse the name to Identify the local endpcint.

=  WPN Service: This setting is the predefined service to use with this session.
» [P Address: The IP address of the local endpolnL

—  For an IPSec VPN service running on a Tier-0 gateway, the local endpoint [P address
must be different from the Tier-0 gateways upiink Interface |P address.

—  For an IPSec VPN service running on a Tier-1 gateway, the route advertlsement for
[PSec local endpoints must be enabled In the Tier-1 gateway configuration.

=  Site Certificate: Local site certificate, used for certificate-based authentication mode for the

[PSec VPN session

=  Trusted CA / Seif Signed Certificates: Remote siie certificate, used for certificate-based
authentication mode for the IPSec VPN session

= Certificate Revocation List: A list of digital certificates that were revoked before their
scheduled expiration date and should no longer be trusted.

»  Local IDx Used for identifying the local NSX Edge Instance. This local 1D 1s the peer 1D
conflgured on the remote site. The focal ID can be any string but s typically the public IP
address of the VPN or a fully gualified domain name (FGDN) for the local VPN service:

»  Tags: For cloud-based Installations, almost every entity can hold a tag.

590



9-90 Configuring IPSec VPN Sessions

You add an IPSec session to define the WP type: elther policy-based or route-based. You can
find this configuration option by selecting Networking = VPN = IPSec Sesslons > ADD IPSEC
SESSION.

wHh
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9-91 Configuring Policy-Based IPSec VPN
Sessions (1)

When you sefect the policy-based option, IPSec tunnels are used to connact muitiple jocal
subnets that are behind the NSX Edge instance, with pear subnets on the remote VPN site.

v

To configure the policy-based IPSeC session, Yyou specify the following setiings:
=  Name: ¥ou use the name to Identify the service wihen you need to use 1t

= Type: This setting 1s already defined Dy the previous selection.

= VPN Service: This setting Is the predefined service to use with this session.

s Local Endpolnt: This setting 1s the earlier configured local endpoint for use with this
configuration sesskon.

* Remote IP: The setting speciiies the IP address of the remote IPSac-capable gateway for
buiding the secure connection.

= Authentication Mode: This setting defines whether to use the preshared key (PSK) or
certificate-based connection authentication.

= Local Networks and Remote Networks: These settings define the Interesting traffic that
shiould b= encrypled through this VPN session,

* Pre-shared Key: This setting speciiles the string to define the key I the authentication
mode 1s PSK.

* Remote ID: This setting defines the Idantifier of the remote peer for verfying the
authenticity of the peering.

« Tags: For cloud-based Installations, almost every entity can hold a tag.
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9-92 Configuring Policy-Based IPSec VPN
Sessions (2)

In the Advanced Propertles saction, you select the predafined [KE, IPsec, and DPD profiies
from the drop-down menus. Yol also define which side Initiates the connection

v
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9-93 Configuring Route-Based |IPSec VPN
Sessions

When you sefect the route-based option, tunneling 1= provided on traffic that 1s based on routes
that were learmed dynamically over a virtual tunnel Interface (WTI1L

VP

To configure a route-based IPSec session, you define the following settings:

=  MName: ¥ou use the name to identify the service for later usa.

» Type: This setting Is already defined by the previous selection

=  WPN Service: This setting Is the predefined service to use with this session.

» Local Endpoint: This setting defines an earler configured local endpoint (o use with this
session configuration

= Remote IP: This setting defines the [P address of the remote IPSec-capable gateway for
bullding the secure connection

« Compllance sulte: You can specify a securlty compliance sulte such as CNSA, FIPS,
Foundation, PRIME. or Sulte-B to configure the security profiles usad for an IPSec VPN
SES5I0M.

« Authentication Mode: This setting defines whether to use a preshared key (PSK) or
certificate-based connection authentication

«  Admin Status: This setting enables and disables the sendce.

»  Tunnel Interface: This setting defines the IP address of the local virtual tunnel iInterface
(WTly that Is created to use with this session.

s  Pre-shared Key: This setting provides the string for defining the key It the authentication
mode is PSKL

= Remote ID: This setting specifies the identifier of the remote pesr for vaniying the
authenticity of the peering.

= Tags: For cloud-based Installations, almest every entity can hold a tag.
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9-94 Traceflow and Live Traffic Analysis
Support for VPN

MSX 4 0.0 ntroduces the following enhancements to observe Iive packets in a VPN tunnek

» |PSec components are displayed in packet observations in Tracefliow and Live Traffic
Analysls.

= Youcan observe the ESP packets on a Tier-0 uplink interface In Live Traffic Analysis.
= Youcan observe the cleartext packets on an IPsec Tunnel Interface.

-“x,

IPSec
VPN
Tumnel L

|' Infrastructiure
|  Extermnal to NSX
I'.

iy

IPsec Components Displayed
in Packet Cbservations

ESP Packets an
Edge Uplink

Cleartext Packets on
IPSec Tunnel Interface
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95 Review of Learner Objectives

Explain how IPSec-based technologies are used to establish WPMNs
Compare policy-basaed and route-based [PSec VPN

Describe IPSec VPN reguirements in NSX

Create and configure [Psec VPN tunnels

[dentify Traceflow and Live Traffic Analysis enhancements for VPN tunnels



9-96 Lesson 5: L2 VPN

9-97 Learner Objectives

» [Describe L2 VPN technologies In MSX
»  |dentify various supported L2 VPN endpoints
« Create and configure L2 VPN secure connections
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9-98 About Layer 2 VPN

Layer 2 VPN connectivity enables you to extend L2 networks across data centers securely.

=«  Extends L2 networks (overlay-backed segments and VL AN-backed segments) aCross sites
on the same broadcast domain

+  Enabies VM mobility, such as vSphere vMotion migration and disaster recovery without [P
address changes

=  Enabies hybrid cloud solutions

f o
[
G:teway:"—J,.}',kJ s

L2 VPN
Client

3 - d
L2 Extensicns m m
-~

L2 tunnels are established between L2 VPN endpolnts that are interconnected over L3
netwWorks.

The NSX L2 VPN architecture iIncludes:
= | Z2VPN server: The client Is connected to this destination.
= | Z2VPN chent: This source Initlates communication with the destination L2 VPN server.
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9-99 L2 VPN Architecture

MSX L2 WPNs are established using the following lavers of encapsulation:

= An outer Internet Protocol Security (IPSec) tunnel to provide secure encrypted
communication

= An inner Generic Routing Encapsulation (GRE) tunnel to support multicast traffic

@

Site Intes—sie Connectivity Sie
L2 VPN LZ VPN
Servars” Client

m m L2 Extensions m m
+ Rt » 3

Combined, GRE tunnels over IPSec provide the secure extension of multicast traffic between
sites, required to stretch an L2 broadcast domain. On thelr owrc

s  |Psec tunnels are unable to support multicast traffic
=  GRE tunnels are not secure
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9-100 L2 VPN Edge Packet Flow

The inbound and ocutbound L2 VPN Edge packet flows liustrate the seguence of operations that
Includes GRE and IPSec tunmedng.

1PSeC Decryplioe

GRE Decapsulation

Inbpurd

Lt nE

Farward to Brdge Port

For outbound L2 VPN traffic (traffic from the internal network behind the edoe node) that Is
destined for any remote L2 network, the first step 15 to decapsulate the Geneve frames. The
destination address of the internal frame designates whether traffic goes through the local
bridge port toward remote sites or 1s locally managed. Further steps are Inserting the 1D for the
proper WLAN and sending the traffic to the local VT Interface to encapsulate Into GRE, which
gets protected by [PSec and Is forwarded to any glven destination.

In-the Inbound direction, when receiving L2 VPN traffic that is identified by the IPSec engine, the
traffic requires IPSec decryption first and GRE decapsulation. After being sent to the bridge
Interface, traffic Is sent to local networks. The required Geneve encapsulation parameters are
based on the actual tunnel IDs for the traffic.
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9-101 L2 VPN Considerations

When deploying L2 VPN, you must consider several Important points:

L2 VPN services are supported on both Tier-0 and Tier-1 gateways.
Segments can be connected to elther Tier-1 or Tier-0 gateways to use L2 VPN services.

COnly one L2 VPN service (elther client or server) can be configured for elther Tier-0 or Tier-
1 gateway.

An L2 VPM session can extend up to 512 L2 segments.

v

In NSX, layer 2 VPN has the following additional characteristics:

The hub-and-spoke topology 1s supported.
Turnnel redundancy s not supported. L2 VPN ralies on edge high avalability.

L2 VPN Interoperability 1= avalable only In NSX and does not support third-party
Interoperability.

The supported numiber of L2 VPN server and client sessions depends on the size and type
of the edge node. To review recommended L2 VPN configuration imits, see the VMware
Configuraticn Maximums tool at https://conflgmax. vmware.com/home.
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9-102 Recommended L2 VPN Clients

The folowing L2 VPN clients are supported:
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The following L2 WPM clients are recommended:
1. MNSX Managed NSX Edge In a separate NSX Managed environment.
= Owerlay and VAN segments can be extended.
2. Autonomous Edge:
+  Enables L2 VPN access from a non-a NSX environment to NSX environments.
=  [Deployed by using an OVE file on a host that 1s not managed by NSX
= Only VLAN segments can be extended.

Additional L2 VPN Chent detalls Including the supported software versions are avallable m the
NSX Administration Guide at hitps:/ fdocs.vmware com/en/\VMware-
MN5X/4.0/administration/GUID-86 CBDEBEB-F185-460C-828C-1E1876BE54ES htmlL
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9-102 About Autonomous Edge

Autonomeus edge has the following characteristics:
= |5 deployed by using a2n OVE file ona host that s not managed by NSX
=  Extends VLAN-backed segments

= Acts as an NSX Edge gateway, which can be deployed on on-premises data centers and
pubiic clouds (for example, Amazon AWS and Microsoft Azure)

+  Runs Independently without the management plane/central control plane Installed In the
NSX domain

= |5 powered with the high-performing Data Plane Development Kt (DPDK)

vim NSX Autonomous Edge

Appliance

RESTORE Management Address
IBGRADE 172.2010.7019

AP| Server Role
PRIMARY

Total Memory / Used

f 87 OB,

sxtat Al a T BT
=1a0

]

CPU Cores / Load

T

—-_." |
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9-104 Sample L2 VPN Network Topology

This sample L2 VPN network topology and IP addressing assignments serve as a guide to
liustrate parameters used In the L2 VPN configuration steps.
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9-105 L2 VPN Server Workflow

The L2 VPN Server uses the IPSec features of the gateway. To configure an L2 VPN senver,
you must first configure a supporting IPSac VPN and then an L2 WPANL

® @ e & e
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9-106 Configuring an IPSec VPN Service

To configure the IPSec VPN service to be used for L2 VPN, you select Networking > VPN >
VPN Services > ADD SERVICE > IPsec, to assoclate the service with a Tier-0 or Tler-1
oateway.

e

==

To configure the IPSec for L2 VPN service, you provide values for the following options:
=  MName: ¥ou use this name to identify the IPSec for L2 VPN service.

=  Service Type: IPSec has been selected.

=  Tier-0/Tler-1 Gateway: Specify the gateway for the service.

=  Admin Status: To enable or disable the 1PSec for L2 VPN session

=  Sesslon Sync: To enable or disable the stateful synchronization of the [PSec for L2 VPN
SESSIon.

» |KE Log Level: The internet Key Exchange log level The default is Info level.
« Tags: Enter a value for Tags If you want to include this service In a tag group.

» Global Bypass Rules: Enter the list of local and remote subnets between which IPSec
protection |s bypassed.
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9-107 Adding a Local Endpoint

To add the IPSec endpoint to be used for L2 WPN, you select Networking > VPN > Local
Endpoints. You click ADD LOCAL ENDPOINT to define the local side of the IPSec connection

To add the local endpoints, you provide values for the fTollowing opticns:;

=  Name: ¥ouuse this name (o Identify the local endpoints.

= VPN Service: This setting speciiies which IP5ec VPN service to use with the endpoint.
= [P Address: This setting I1s the [PSec tunnel local endpoint P address.

= Site Certificate: You use this setting with certificate-based authentication to specify which
certificate to use with this endpoint

= Trusted CA / Self Slgned Certificate: A public key certificate.

= Local ID: This setting specifles the IPsec ID of the local side. The local 1D 15 usually the same
as the local IP address.

=  Tags: For cloud-based Installations, almost every entity can hold a tag.
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9-108 Adding an L2 VPN Server Service

Toadd the L2 VPN Server service, you select Networking > VPN = VPN Services. To begin,
you Chick ADD SERVICE and select L2 VPN Server to define an L2 VPN Server senvice.

To add the L2 VPN server service, you provida valses for the following options:
=  MName: ¥ou use this name to identify the L2 VPN server service.

= Service Type: L2 VPN Server has been selected.

=  Tier-0/Tler-1 Gateway: Specify the gateway for the service.

= Sesslons: To apply an L2 VPN server session to this L2 WPN server service.

=  Hub & Spoke: By default, the value Is set to Disabled, which means the traffic received from
the L2 WVPM clients 1s only replicated to the segments connected to the L2 VPN server. IF
this property 15 set to Enabled, the traffic from any L2 VPN cient 1= replicated to all other L2
VPN clients.

= Tags: For cloud-based Installations, almest every entity can hold a tag.

&07



9-109 Adding an L2 VPN Server Session

Toadd the L2 VPN Server session, you select Networking = VPN > L2 VPN Sesslons. You
click ADD L2 VPN SESSION to complete the L2 VPN Server configuration.

A system-generated IPSec VPN session supports the L2 VPN sesslon.

Toadd the L2 VPN session, you provide values for the following options:
=  Mame: ¥ouuse this name to identify the L2 VPN session.
»  Mode: Server has been selecied.

= VPN Service: This setting specifies which L2 VPN server service to use with this L2 VPN
session

»  Local Endpolnt/IP: This setting specifies which local endpoint to use with this L2 VPN
session

= Remote IP- The IP address of the client-side IPSec tunnel endpoint.
= Segments: Used to connect logical segments to this L2 YVPN server service.

»  Pre-shared Key: A shared secret common o both L2 WPN client and the L2 VPN server
configuratlons.

=  Admin Status: To enable or disable the L2 VPN server session

» Remote [D: This setling specifies the [Psec ID of the remote side. The remote 1D s usually
the same as the remoie [P address.

»  Tunnel Interface: The IP address of the server-sikde GRE tunnel endpoint
=  Tags: For cioud-based Installations, almost every entity can hold a tag.
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9-110 Attaching Segments to the L2 VPN (1)

Y ou ldentify the segments that should be extended through the L2 VPN twnnels. You can chick
the vertical elipsis icon to edit an existing segment or create a segment

Y ou can optionally configure a local egress gateway 1P so that all WMs on the segment use It as
thelr default gateway.

e

When you attach the L2 VPN segments, the following key settings are avallable:

s L2 VPN: This setting defines the previcusly configured L2 VPN session. The segment that Is
defined 1s used through that session.

s VPN Tunmel ID: This number is used to identify the communicating local and remote L2
netwaorks. The same ID on both sides means that they are on the same L2 broadcast

domain.

* Local Egress Gateway IP: The IP address of the local gateway that the WVMs on the
segment use as thelr default gateway. The same P address can be configured In the

remote site on the extended segment.
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9-111 Attaching Segments to the L2 VPN (2)

Y ou can also attach segments on the L2 VPN Session page. After selecting the edit mode and
chicking SEGMENTS, you can add segments and define the tunnel ID for each segment

9-112 L2 VPN Client Workflow

Perform the following steps to deploy an L2 VPN Client.

@ & © (& G
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For steps 1and 2, follow the L2 VPN server configuration steps, switching local and remote
endpaoint IPs.,
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9-112 Configuring an L2 VPN Client Service

To configure an L2 VPN Client service, you select Networking > VPN = VPN Services. To
begin, you click ADD SERVICE and select L2 VPN Client to define an L2 WPN Clent service.

To configure the L2 VPN Chent service, you provide values for the following options:
=  Name: ¥ou use this name to dentify the L2 VPN client sernvice.

=  Service Type L2 VPN client has been selected.

= Tier-0/Tler-1 Gateway: Specify the gateway for the service.

=  Tags: For grouping NSX objects.
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9-114 Adding an L2 VPN Client Session (1)

Before creating an L2 VPN Chent sesslion, yvou must obtain or download the peer code from the

L2 VPN server.
VAN @
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The peer code Is a Basetd-encoded configuration string that is avallable from the L2 VPN
server through the DOWNLOAD CONFIG option or through a REST API call
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9-11% Adding an L2 VPN Client Session (2)

Y ou configure the local and remote |P addresses and the peer code, which was retrieved In a
previous step. You can also click the Admin Status toggle to enable or disable the session,

To configure the L2 VPN dient sesslon, you provide values for the following options:
=  Name: You use this name to ldentify the L2 VPN chient session
=  Mode: Chient has been selected.

= VPN Service: This setting specifiies which L2 WPN cllient service to use with this L2 WPN
SESSION.

= Local Endpoint/IP: This setting specifles which L2 VPN client local endpoint to use with this

L2 WPN session.
=  Remote IP: The IP address of the server-side [PSec tunnel endpoint.
= Peer Configurationc The peer code downdoaded from the L2 VPN senver.
=  Admin Status: To enable or disable the L2 VPN clent session.
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9-116 Attaching Segments to the L2 VPN
Client

On the Set Segments page, you define the network and the tunnal [D. The samea configuration Is
also avallable by selecting the SEGMENTS oplion
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9-117 Lab 19: Deploying Virtual Private
Networks

Configure the VPN tunnel and verfy the operation:

1. Prepare for the Lab

2. Deploy a New NSX Edge Node to Support the VPN Deployment
3. Configure a Mew Edge Cluster

4. Deploy and Configure a New Tier-0 Gateway and Segments for VPN Support
5. Create an |PSec VPN Service

6. Create an L2 VPN Server and Session

7. Configure a Predeployed Autonomous Edge as an L2 WYPN Client

8. \erniy the Operation of the VPN Setup

9-112 Review of Learner Objectives

= [Describe L2 VPN technologies In MNSX
= |dentify various supported L2 VPN endpoints
= Create and configure L2 WEN secure connections
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119 Key Points (1)

MAT can be configured on Tler-C and Tier-1 gateways.

Typically, source translation Is used to change a private address to a public address for
packets keaving yvour network,

Typically, destination transkation s used to redirect Incoming packets with a destination of a
public address to a private IP address in your network

Reflextve MAT can be used when a Tier-0 gateway runs In stateless active-active mode
with asymmetric traffic paths.

Tier-0 and Ther-1 gateways In stateful active-active mode support stateful services Including
SMNAT and DMAT.

The NATE4 mechanism translates IPvE packets to IPvd packets.

DHCP Is a standard networking protocod for dynamically distributing network conflguration
parameters, such as [P addresses for Interfaces.

A DNS Is a3 computer application that iImplements a service for resolving a computer name
to an IP address.

120 Key Points (2)

Since NSX 4.0.0.1 the configuration of NSX Advanced Load Balancer using the NSX LI and
MSX AP 1= deprecated. Network administrators should configure load-balancers integrated
with NSX environments directly through the NSX Advanced Load Balancer Ul or APL

MSX Advanced Load Balancer includes multiple components such as virtual IP address,
virtual service, and a server pool with associated health and monitor profies.

[PSec VPN sanvices are avallabie on Tier-0 gateways to mterconnect different 1P networks.
Using the GRE over IPSec, L2 VPN tunnels can be used to extend layer 2 networks.

Cuestions?
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Module 10

NSX User and Role Management

10-2  Importance

Y ou must manage users and roles to enforce the keast user privilege and provide cClear
separation of duties. By integrating NSX with WMware ldentity Manager or LDAP, you can
configure rofe-based access control (RBAC) for external users.

10-3  Module Lessons

1 Integrating NSX with VMware |dentity Manager
2. Integrating NSX with LDAP
3. Manaaing Users and Configuring REAC
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10-4  Lesson 1. Integrating NSX with VMware
|ldentity Manager

10-5 Learner Objectives

= [Describe the purpose of VYMware dentity Manager

= |dentify the benefits of ntegrating NSX with VMware [dentity Manager
=  Configure the Integration between MNSX and VMware [dentity Manager
= erliy the integration between NSX and VWMware identity Manager
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10-6  About VMware Identity Manager

Wihiware ldentity Manager 1s an Identity as a service (IDaas) solution

Wihiware ldentity Manager provides the following services for software as a sernvice (Saas), web,
Cloud, and native mobiie appiications:

=  Application provisioning

+  Conditonal access Controls

= Single sign-on (S50

Wihiware products can use VMware [dentity Manager as an enterprise S50 solution
Wihiware ldentity Manager 1s based on the OAUth 2.0 authorization framework.

£y
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To verfy the versicn compatioiity between NSX and ViMware [dentity Manager, use the
ViMware Product Interoperability Matrix at https:/ /interopmatrix vmware com/ Interoperability.

Viiware ldentity Manager 1s now offered as Workspace ONE Access.
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10-7 Benefits of Integrating VMware |dentity

Manager with NSX

The integration of WMWware identity Manager with NSX provides the following beneflts refated to
user authentication:

«  Support for extensive authentication, authorization, and accounting (AAA)Y systems,
Including:

RADIUS

Smart cards and common access cards

RSA SecurelD

LOAP and Openl DAP based on Active Directory (AD)

» Enterprise S5

Common authentication platform across multiple VMware solutions
Seamiless SSO experience

MSX has its own native LDAP and Active Directory Integration, but YMware dentity Manager
also offers this capabliity.
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10-2  Prerequisites for VMware Identity
Manager Integration

The following prerequisites must be met before Integrating VMware Identity Manager with NSX:
1. Deploy the WYMware Identity Manager appllance from an OVF template.

2. Configure tme synchronization for the VMware Identity Manager virtual machine.

3. Performan inttial configuration of the YMware identity Manager appiance.
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The following steps must be completed before integrating YMware [dentity Manager with MSX:

1 From the vSphere Client, deploy the VMware [dentity Manager appliance from an OVF
template.

2. Synchronize the VMware Identity Manager virtual machine time with the ESX1 host where it
Is running.
a.. Right-click the WM and select Edit Settings = VM Optlons.

b.. Scroff down to the Time section and select the Synchronize guest time with host
check box.

3. After deploying the WiMware [dentity Manager applliance, use the Setup wizard avalable at
https:/ /<VMware_|dentity_Manager FQDN=.

a.. 5Set passwords for the admin, root, and remote SSH user.

b.. Select a database.
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10-8  Configuring VMware |dentity Manager

After the initlal setup, connect to the ViMware Identity Manager administration console.
In the console, you configure the following settings:

= |dentity sources

«  Authentication methods

*  Access policies

T A m s e TR 1Y

You can access the WMware identity Manager Administration console at
https://<VMware_|dentity Manager FODN=443/SAAS/ admin

The foliowing identity sources are supported in ViMware Identity Manager:

=  Active Directory (AD) over LDAP or AD with Integrated Windows authentication
«  LDAP

» |Local directory

To configure authentications methods, select Identity & Access Management > Authentication
Methods.

To define access policies, select Identity & Access Management > Policies.

Administrators can configure rules that specify the network ranges and types of devices that
users can use to sign in
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10-10 Overview of the VMware |dentity
Manager and NSX Integration

After both NSX and VMware identity Manager appliances are deployed and configured, you can
Integrate these components:

1. Create an OAuth chent for NSX in VMware Identity Manager.
2. Obtain the SHA-256 certificate thumbpnnt for the ViMware Identity Manager appliance.
3. Configure the VMware identity Manager detalls in NSX.

10-11 Creating an OAuth Client

Before enabling the iIntegration of WiWware lIdentity Manager and NSX, you must register NSX as
a trusted OAuth client In VMware ldentity Manager:

1.  From the VWMware dentity Manager administration console, click the Catalog tab.

2. Select Settings = Remote App Access.

3. On the Chents page, click Create Client.
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VMware Identity Manaoger uses the OAuth 2.0 authorization framewaork to enable NSX and Its
users to access specfic data and services.

Before enabling the integration between VMware Identity Manager and MNSX, you must register
MSX as a trusted OAuth chent In VMware Identity Manager.

623



When configuring NSX detalls, you select Service Cllent Token from the Access Type drop-
down meml. This salaction indicates that the applcation, NSX in this example, accesses the APls
for nself. The application does not access the APIs for a particular user.

You must speciiy a client ID to uniquely identify NSX. You need this value to enable the WMware
Identity Manager integration.

You must also click Generate Shared Secret. You need this value to enable the VWMware Identity
Manzger integration.

Leave the default settings for all other options.

On the Create Chent page, you can optionally set the token time-to-ive values by speciying the
access, refresh, and idie timers.

10-12 Obtaining the SHA-256 Certificate
Thumbprint

Before you configure the Integration between NSX and VMware |dentity Manager, you must
obtain the SHA-256 certificate thumbprint of the VMware Identity Manager appliances

1. Use S5H to log In to the WMware ldentity Manager appliance.
2. Runthe sucdc -3 command to gain root access.
3. MNawigate to the VMware ldentity Manager configuration directory.
ed fusrflecalfhorizon/conf
4. Retrieve the SHA-256 certificate thumbprnt of WMware identity Manager.

open=sl %5080 —-ip sa-nsxvidm-01,vclass.local cert.pem —Ooout
-8hal2b& —fingerprint

You need the SHA-256 certificate thumbprint value when you enable the VMware Identity
Manzger integration.

Us=se S5H to log In to the VMware Identity Manager appliance with user sshuser.
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10-13  Configuring the VMware |dentity
Manager Details in NSX

To enable the WMware Identity Manager integration from the NSX UL
Select System > Settings = User Management > Authentication Providers.
Chck the VMware Identity Manager tab.

oW o

Chck EDIT.

Provide the configuration information and click SAVE.

Edit VMware Identity Manager Configuration X

External Load Balancer
Integraticn

Wware Identity Manager
Integration

WMware |dentity Manager
aAppliance

CAuth Clisnt 1D

CAuth Client Secret

SSL Thumbprint

NSX Appliance

a Disabled
n Enabled

sa-nsxovidm-01 viiass iocal

Enter Fully Qualified

POenbty ooma oo

JoErain Mamea (F

sa-nsamar-01-0OauthChent

e MNieg

-

e e e

SHAZ56 Fingarprint=34 07 CE'47-A9¢F

sa-nsxmgr-01.velass tocal

Fully Cualifed Domaln Name (FODN]) 15

recommendad e g

poiicy. domain.com

CANCEL
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In the OAuth Clent ID and OAuth Client Secret text boxes, you enter the client ID and shared
sacret that you generated when you created the OAuth cient for NSX In VMware Identity
Manzger.

In the SSL Thumbprint fext box, you enter the SHA-256 certificate thumbprnt value that you
generated from the WMware Identity Manager appliance command Ine.

The value entered In the NSX Appllance text box must be used to access NSX Manager after
the Integration. If you enter the fully qualified domain name {FQDN) of NSX Manager and try to
access the appliance through its 1P address, the authentication falls.

If & virtual IP (VIP) 1= st up In the NSX Management cluster, you cannot use the external load
balancer mtegration even If you enable 1L You can either have VIP or the external load balancer
while conflguring ViMware [dentity Manager, but not both. Disable VIP If you want to use the
external load balancer.

10-14 Verifying the VMware |dentity Manager
Integration

You can validate the successful communication between MNSX and VMware Identity Manager
from the NSX UL

User Management

Uzer Agis Aszagntient Local Uissrs Soles Alrthentication Provident

JBE WMisar2 iEntty Mafagsr Jiiaiil) CHfRel

VMware identity Manager

Extornal Load Balancs 1niogi@hon @ Driztees
‘hdware icerily Manager Conbechion [ R

' veErs keIt Maraipe insEgrntion i Snntend

Wil s ety Sam e &g s i

Enhif e [ 1L d-# mlr <Y L

B Agio e ST ERING < WSEEE A0l

Mavigate 1o System > Settings > User Management > Authentication Providers > VMware
ldentity Manager to valdate the ViMware [dentity Manager integration. If the integration Is
successiul, the VMware Identity Manager Integration appears as Enabled. The VMware Identity
Manager appliance, the CAuth Clent 1D, and the NSX Appllance fields are populated.
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10-15 Default Ul Login

The default login page appears when Integration with VMware Identity Manager Is not enabled.

Wl Coimss 10

ViMware NSX™

Vv

The default iogin page also appears If Integration with WMware |dentity Manager Is configured,
but WMware Identity Manager 1s down or not reachable at the time of the login.
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10-16 Ul Login with VMware |dentity Manager

After the iIntegration with WMware ldentity Manager is enabled, you are redirected to the
Wihiware ldentity Manager login page for authentication.

£

Workspace ONE

Usermame

Password

Systern Domain

Forgot Password?
Change to a different domain

vmware
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10-17 Local Login with VMware Identity
Manager

For troubleshooting or administration, you might need to bypass ViMware |dentity Manager
when the integration Is enabled. Go to https://<NSX_Manager_FQDN=/loginjsp?local=true.

. iveamm LI | loge=

Weliome o

ViMware NSxX™

-

10-18 Review of Learner Objectives

=  [escribe the purpose of WMware Identity Manager

« |dentify the benefits of integrating NSX with VMware [dentity Manager
»  Configure the Integration between NSX and VMware Identity Managey
= eriy the integration between NSX and VMware ldentity Manaosar



10-19 Lesson 2: Integrating NSX with LDAP

10-20 Learner Objectives

=  |dentify the benefits of Integrating NSX with LDAP
« [Descripe the LDAP authentication architecturs
= Configure the Integration between NSX and LDAP

10-21 About LDAP

The Lightwelght Directorny Access Protocol (LDARP) 1= an intemet protocol for accessing and
managing distributed directorny services.

MHstricuted directory services store information about users and groups, the network
Infrastructure, and netwaork services.

MSX supports the following directory services or identity sources:
= Active Directory over LDAP
+  OpenlDAP

Ce< )
=)
562
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10-22 Benefits of Integrating LDAP with NSX

Integrating LDAP with NSX offers the following benefits:

= Reuses the existing directory service Infrastructure

= [Does not require the deployment of the WYMware [dentity Manager appllance
=[5 simple to configure and manage

10-23 Authentication with LDAP

LOAP authentication operate5 as follows.

Ln:-qm Request LDAP Bind Request <
|
+ 1 < R
NS}( Home F'a[:E ar LDAP Bind Response |
Authentication Error "*—-_._:_.a~*
UI /AP @ NSX ®© Active Directory

Manager or Open LDAP
After integrating LDAP with NSX, the authentication process ks as follows;
1. The user Inlttates a login request from the Ul or the APL

2. NSX Manager recelves the login request and creates an LDAP bind request to the
appropriate Identity source, for example, Active Directory.

The identity source returns an LDAP bind response to NSX Manager.

The bind response might succeed or fall during authentication. If the status s success, NSX
Manager provides the appropriate access privilege based on the assigned RBAC role for the
user or group. If the status Is fallure, NSX Manager displays an authentication error.
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10-24 Adding an Identity Source

Y ou can add up to three Identity sources.

Gnar Mg

[ |

You can add a new identity source by navigating to System > Settings > User Management >
Authentication Providers > LDAP
You specify the following settings as part of the identity source conflguration:
=  Name: The name of the identity source.
= Domain Name: The domain that yvou want to add as an identity source.
»  Type

The folowing types of Identity sources ane avallable:

— Active Directory over LDAP

— Open LDAP
= LDAP servers: The connection settings to your LDAP servers,
= Base DN: The point from where a server searches for users.
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10-25 Configuring the LDAP Server

As part of adding an identity source, you specify the connection settings to the LDAP server.

Tmar Managomgn)

Three L DAF servers are allowed per LDAP domaln. The servers are tried In order with each
reguest
You speciiy the following settings when configuring the connection to the LDAP server;

Hostname/IP: The fully qualified domain name or the IP address of the LDAP server. In
LDAPS configurations, the FQDN must match the host name In the LDAP server certificate.

LDAP Protocol LDAP (unsecured) or LDAPS (secured).

Port: The default LDAFP port 382 and LDAPS port 636 are used for the directory sync. Do
not change the default valies.

Use startTL5: This toggle s avallable onby for the LDAP protocol If enabled, 55L/TLS s
used to establish a secure connection.

Certificate: The LDAP server provides a certificate as part of the ADDY Check status
workflow. Accept the certificate.

Bind Identity: Domain account with read permission for all objects n the domain tree.
Password: Password for the bind identity account

To verify that you can connect to the LDAP server, Click Check Status (under Connection
Status).
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10-26 Ul Login with LDAP

You log In as an Active Directorny or OpenlDAP user by specifying the domain name on the
MSX login page.

[ c Ak Mot wocure | eites) emrmge=01 vclast ocal fogin g tidp s ocal

It whpmese FLK-T Tinta Cormtes hlier dop ﬁ RIAT Wlal Cmrums

Lag in with useri@domaln
and the AD passward.

Welcome to

VMware NSX™

|doeEvclase iocal

If a domain Is not provided, local authentication 1s performed.

10-27 Review of Learner Objectives

= |dentify the benefits of integrating NSX with LDAP
«  [Describe the LDAP authentication architecture
=  Configure the integraticon between NSX and LDAP
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10-28 Lesson 3: Managing Users and
Configuring RBAC

10-29 Learner Objectives

= |dentify the different types of users in NSX

= Recognlize permissicns and roles avalable in NSX

=  Create and configure custom roles

=  Explain object-based RBAC In a2 multitenancy environmeent
= Assign rokes to users

10-30 NSX Users

The following types of users can access the NSX environment:
= |ocalusers
»  Principal identity users
= External users:
— Active Directory and OpenLDAP users
— Users managed by VMware [dentity Manager

User Management

Iugw Bsle- A ppig e oénl Usery Rl Eiahapmcation Moidar

L B CIEL IR RTIYY AIE SULE =3 RRRDE DOAikS I8E=
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Local users have been preconfigured by the system:

= admin has the Enterprise Administrator role and cannot be modified.

= audit has the Auditor role. it can be renamed but 1t cannot be configured with other roles.
= guestuser] and guestuser?2 can be renamed and configured with REAC roles.

Principal identity users are unigue users. These usars own the aobject that they create and ensure
that the object can only be modified or deleted by the owning principal iIdentity. Principal identity
users are authenticated by client certificate. The authentication Is local to NSX Manager. Principal
identities are usually used by third-party management platforms, such as WMware integrated
Openstack, Tanzu Kubarnetes Grnid Integrated Edition, VMware Ara Automation, and so on, but
they are also used by NSX Applcation Platform.

The napp__platform_egress, napp_platform_ingress, and napp_platform_kafika principal identity
users are added when NSX Application Platform 1s Installed. Each of these users 1s configurad
with a specific role, which cannot be modified.

CpeniD Connect s a simple securty Eyver bult on top of the OAuth2 authentication protocol
MSX supports the CAUth? workflow that Involves redirecting a user to an external identity
provider {IDP). OpeniD Connect users are authenticated by the IDP and the information about
the authenticated sessions are sent to NSX IDP partners are not supported.

10-21 Activating Guest Users

The two kocal users, guestuser! and guestuser?, are inactive by default and can be activated by
using the NSX Ul or the APL

¥ou can activate the two guest users by navigating to System > Settings = User Management
= Local Users.

L e AT il (i

o L e Ll (e ik

® W

The two local users, guestuser! and guestuser?, can only be activated by the admin user.
Unlike the admin and audit users, guestuser] and guestuser? can be configured with REAC roles.

636



10-22 Using Role-Based Access Control

RBAC enables you to restrict system access to users based on thelr role n the company.
Lsers are assigned roles, and each role has speciiic permissions:.
= | ocal users, admin, and audit are preconfigured with specific roles that cannot be modified.

=  Guest users, principal identity users, and external users can be configured with any of the
buit-in roles or custom roles:

Metwork Sdministrator MNetwork Operator Metwork Administrator Security Administrator

Role-based access contral (RBAC) 1s a method to enforce the least privilege and separation of
dutles principles.
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10-33 Built-In Roles (1)

MSX provides bullt-In rokes.
Role Description
Auditor Read permissions on all features

Enterprise Admin Full access permissions on all features

Gl Partrer Admin Raole used for third-party endpoint protection service Insertion

LB Admin Read permissions on all networking services and full access permissions
on load-balancing features

LB Cperator Read permissions on all networking services and load-balancing features

Metx Partner Admin  Role used for third-party Metwork Introspection service Insertion

MNetwork Admin Full access permissions on all networking services

10-34 Built-In Roles (2)

Role Description

Metwork Operator Read permissions on all networking services and execute
permissions on monitorng and troubleshooting tools

Org Admin Performs CRUD operations in the allocated Crg objectina
muititenancy environment

Project Admin Performs CRUD operations in the allocated Project object Ina
multitenancy environment

Security Admin Full access permissions on all security configurations

Securlty Operator Read permission on all securtty configurations and execute

permissions on monftoring and troubleshooting tools

Support Bundle Collector  Permission only to generate 3 support bundle

VPN Admin Read permissions on all networking services and full access
permissions on VPN features

638



10-35 Custom Role-Based Access Control

The custom role-based access control (Custom RBAC) feature enables you to create custom
roles In addition to the existing bullt-in roles.

Custom RBAC has the following Comimon use cases:
=  Provide flexibiity to create custom roles and grant custom permissions (o NSX users.

= Extend the current RBAC capabilities bevond the bullt-in roles with preconfigured
permissions.

+ Help companies to meet regulatony guidelines and complance reguirements for RBAC.

When default roles cannot enforce least user privileges and clear separation of duties, Custom
RBAC helps enforce these options by providing more granulanty. Custom RBAC provides
fexibiity and customization opportunities for specific deployment considerations and use cases.
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10-36 Creating Custom Roles (1)

Y ouU can efther clone an existing role or create a role in the NSX UL
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Only an Enterprise administrator can create a custom role. Howewver, Enterprise administrators
can delegate the custom roke creation to another custom role.
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10-37 Creating Custom Roles (2)

Y ou can set permissions for the new role.
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The following NSX features are not supported with the Custom RBAC role;
= Upgrade

= Migrate
= Fabric
*  TraceFlow

= NSH Inteligence
= Inventory of physical servers and containers
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10-28 Multitenancy Hierarchy Model in NSX
4.0.1

MSX 4.0.1 has expanded Its data model to support multitenancy by Introducing the following
new constructs:

»  DRG Represents the provider space
«  Project: Represents the tenant space

INFRA

O

Dafaull
ORG

i A

Project-1 Project-2 - - - = = Project-M

ORG and Project are refermed (o as cbjects that contain the NSX resources.

Default ORG s a multitenancy anganization container created by default by the N5X system:
The ORG can represent:

=  Provider spaces In a service provider scenarko
=+ (Companles that might have different departments or business unlts

Project 1s a container that provides 1solation for specific networking and securlty constructs inan
organization.

The Project can represent:

=  Tenant spaces In a service provider scenario

= [Different departments of business units In a company

An ORG can have maore than one Project. Each Project has its own separate and sciated space.
Projects are created by an Enterprise Admin or an ORG Admin
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10-39 Object-Based RBAC in a Multitenancy
Environment

In NSX 4.0.1, the following new user roles are avallable for RBAC:
= (ORG Admirc
— Creates Projects
—  Prowvides roke binding between Project Admin and Project object
— Performs CRUD operations in the allocated ORG object
= Project Admin
— Performs CRUD operations in the allocated Project object
Object-based RBAC Is only configurable through NSX AP NSX 4.0

O
INFRA Q

Enterprise
| Admin

Datault
G ORG Admin
Project-1 ‘ Project-2 @ |= = = = = Project-M [ -“‘j
Project
Admin

Role binding 1s used to bind a user role to an object. The user can perform CRUD operations In
an object based on its role binding.

Role binding 1s hierarchical In nature. Users at any level can see all the role bindings for
themselves and the users below them.

Lisers at any lkevel can provide roke bindings for the users below them. For example, an
Enterprise Admin can provide role bindings between an ORG Admin user and an CRG and
between a Project Admin user and a Project.

An Enterprise Admin can perform CRUD operations across the entire NSX Infrastructure.

Object-based RBAC Is only configurable through NSX APHN NSX 4.0 NSX Ul support Is

expected In future releases.
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10-40 Role Assignment

Y ol
1
Z

R

5

can add, change, and delete role assignments for Users or user groups:
Select System > Settings > User Management > User Role Assignment.
Click ADD ROLE FOR PROVIDERS and select 3 user type,

— LDAP

—  VMware ldentlity Manager

Select the search domain

Search for the users or user groups that yvou want to assign the roles o,
Select a role or roles and click SAVE.

User Maragement
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10-47 Lab 20: Managing Users and Roles

Integrate MSX Manager with Active Directory over LDAP:
Prepare for the Lab

2. Add an Active Directory Domain as an ldentity Source
3. Assign NSX Roles to Domain Users and Test Permissions
4. Modify an Existing Role and Test the Role Permissions

10-42 Review of Learner Objectives

Identify the different types of users in NSX
« Recognize permissions and roles avaliable In NSX

Create and configure custom roles

Explain abject-basad REAC In a multitenancy environment

Assign roles to users

10-43= Key Points

550 for Saas, web, cloud, and native mobie applications.

Wiiware ldentity Manager mansges.

You can add Active Directory over LDAP or Openl DAP dentity sources to NSX and
configure RBAC for these users.

thelr roke In the company.

to the existing bult-In roles.
QGuestiocns?

Viiware ldentity Manager provides application provisioning. conditional access controls, and

¥ou can ntegrate MNSX with VMware [dentity Manager and configure RBAC for users that

Role-based access control (RBAC) enables yvou (o restrict system access to users based on

The Custom RBALC feature In N5SX enables administrators to create custom roles in addition
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Module 11
NSX Federation

11-2  Importance

in NS¥, Federation enables network administrators to define global configuration settings and
policies that span multiple sites. You must understand the Federation architecture and
configuration, loglcal switching, logical routing, and security to successiully configure MNSX
Federatizn In your environment.

11-3  Module Lessons

1 Federation Architecture

2. Instaling and Onboarding Federation
Federation Metworking

4. Federation Security
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11-4  Lesson 1: Federation Architecture

11-5  Learner Objectives

« [Describe Federation and Its use cases
« [Describe the requirements and Imitations of Federation
» [Describe the Federation configuration workflow
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11-6  About NSX Federation

M5X Federation offers gicbally managed network and securlty services across multiple
locations, Improving scale and design flexibility. NSX supports up to elght federated locations.
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MSX Federation supports multilocation deployments and offers:

= A single Interface for managing networking and security

= mproved network agiity and business continuity

= Conslstent policy configuration and enforcement

= Smplified disaster recovery and avoldance

Having muliiple federated sites brings the following benefits:

=  High avallability of applications

= Better application response time

= Cost-effective hosting solution based on the application criticality

=  Configuration during mergers or acqulsitions
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11-7  NSX Federation Components: Global
Manager

The NSX Federation architecture has two main components: Global Manager and Local Manager.

A Global Manager appliance provides the GUI and the REST APIs for configunng oblects across
geographical sites. Global Manager has the following charactenstics:

« Global configurations are replicated to the standby Global Manager appliance.
«  Global configurations are sent to the relevant Local Manager appliances.

= Configuraticns that require protection against site fallures must be configured in Global
Manager.

«  [uring site onboarding, you can move the existing Local Manager configuration to Global
Manager.

@

11-8  NSX Federation Components: Local
Manager

Local Manager provides management for a single site. Ul and AP| access are avallable through
the Local Manager virtual IP address.

Local Manager performs the following functions:
» Realizes global configurations that are sent by Global Manager
=  Continues to accept user configurations pertaining to the local site

=  Owns the infrastructure preparation and configuration, for example, transport node
preparation, edge conflgurations, transport zones, |P address pools, and so on

ocal Manages
CluEle
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1.8 NSX Federation Components: Global

Manager and Local Manager Clusters

Global Manager and Local Manager have the following characteristics:

Global Manager and Local Manager appliances are deployed in a WM form factor.
The Global Manager node does not Include a control plane.

Global Manager appllances are deployed as three-node clusters that can e In 3 single
location or spread across three [ocations.

Local Manager appliances are deployed as three-node clusters In each location Tor high
avaiability and scalability.

Local Manager appliances can selectively overnde some global object configuration
parameters.
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Global Manager nodes are deployed with an Cpen Virtualization Format (OVE) template and
form a cluster with three nodes.

The Global Manager node includes a management plare. [t does not nclede a control plane.

Local Manager can selectively overnds some global cbiect configuration. For example, Local
Manager can configure site-specific Border Gateway Protocol (BGP) timer configurations on a
global Ter-0 gateway.
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11-10  Federation Configuration Types

MSX Federation supports the following types of conflgurations:
= Global configuration:
—  The GM node recelves the configuration.

= | ocal confliguration:

—  The LM cluster recelves the configuration on a given kocation.
Global Manager

LM Cluster

1111 Ownership of Logical Configuration (1)

Metwork objects that are created by GM are owned by GM:
= Ther-0 and Tier-1 gateways. segments, segment profiles, and so on, can be conflgured from

EM.

= GM |5 the single source of truth for these cbhijects. These cbjects can only be modifled or
deleted by Ghi

#  The GM-created cblects are visible to LM but are read-only.

Global Manager

% W @
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11-12  Ownership of Logical Configuration (2)

Metwork objects that are created by LM are owned by LM:

=  Tier-0 and Tier-1 gateways, segments, segment profiles, and so on, can be configured from
LM

= | M s the single source of truth for these objects. These objects can only be modifled or
deleted by LM,

+  The LM-created objects are not visible to GM.

=  [During the onboarding process, you can move the object to GM. Then, LM loses ownership
of these objects.

P

UI/APRI —
O to LM (
dah ]

LM Cluster

The fallowing configurations can be Imported from the Local Manager Into Global Manager:

*  TO gateway

=  T1gateway

+ Firewall securlty policies
=  Services

s Socurity profiies

s  Context profies

=  Services
s Groups
= NAT

=  [HCP

= [ONS

s  Gateway profles
«  Time-based flrewall (supports mport/onboard)

For more information about the local manager configurations supported for Importing Into global
manager, see NSX-T Dato Center Instafiotion Guide at: hitps://docs.vmware.com/en/VMware-
MSX/4.0/installation/GUID-388CERS9-3FE3-4EF 4-ABAZ-AEIFC AATIIES hitmni
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11-13  Infrastructure Ownership

LM always manages Infrastructure objects:

=  These objects InClude transport nodes, edge nodes, transport zones, and 5o o
= | M completely owns Infrastructure preparation.

=  Dbjects can only be created, modified, or deleted by LM.
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11-14  Global Configuration

The global configuration workflow 1s as follows:

1. The user sends the confliguration to the active GM.

2. The active GM stores locally and replicates the configuration to the standby GM.
3. The active GM sends it to the relevant LMs,
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Globat Manager Global Manager
Active Cluster Standby Cluster
Push Local
Intent Configuration

Local Management Local Management Local Management

1 1®

Clustar Cluster Cluster
G v n e wimmter
S=reer .E"-l Sepyar EZHI e (==
- G-I .
— L Ly b i ey
BEnE E 1& muE|
Location & Location B Location ©
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11-15  Local Configuration

The local configuration workflow 1s as follows:

= A user can also send the configuration to LM at each location, as required.
=  Each LM stores the configuration locally.

= Noconfiguration Is sent to GM.

O
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ui/API
to GM

Global Manager

—
B o -
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B — o ——
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EEER
Location A
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11-16  Federation Configuration Example

In the configuration exampie, networks are created and realized only In two locations (Location
A and Location B

TO, T1, and thelr associated segment are stretched to Location A and Location B.

-

"
Bl segrmand] SEredcred

T
WMl

Location A

VM2
Location B

Location C

Blue_ Segment assoclated with T11s also stretched to Location A and Location B.
Two VMs (VM1 and VM2) are connected to Blue_Segment
This configuration s realized In GM and | Ms across locations.
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11-17 Federation Configuration Example
Workflow (1)

As the TO, T1, and thelr assoclated segment are only stretched to Locations A and B, the
configuration s not sent to LM at Location C.

Conflg Syne

Confi i
O qwm;d'?#r::u:a GM ( Batwesn GMs
-

Y wmt

Global Manage OGlobal Manager
© Coafig Push Active Cluster Standby Cluster
| to relevant LM

I &
p- 7

E
»
E

T Y e e

Locsl meﬂﬂ!ﬂ-t Lecs EIIWM Lical Er:gsm
# arndiog 5 Pty P ihaian ok Es) ‘m, B
BB liE ., B
T [iE] |nnmi
Liscation & Location B Location C

In the example, the user wants to apply a configuration that s stretched to Location A and
Location B only:

1 The user sends the conflguration by using REST over HTTPS to the active GM node In
Location A, which stores the configuration locally.

2. The active GM replicates the configuration to the standby GM.

3. GM pushes the configuration to LM clusters of Location A and Location B, because the
configuration Is Intended only for them. The configuration Is not sent to LM at Location C.
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11-18 Federation Configuration Example
Workflow (2)

LMs of each location Inftiate a sync operation to exchange the Control Plane configuration of a
given topology.

Global Marager Sy Between

LM

Biue _Segment

Mar i

Mac-1 1P-1
Mac-2  1P-7

®

Local Managemsant Local Management
Chiulay Chielnr

; | wCEnimF
Suryer ‘ Secvee g | Saews i
(& == & ' | LS =
I = | x| i ST p—— e ]
T ES |wwal
Location A Location & Location €

In the example, the control plane of LM in each location leams the 1P and MAC information of the
VM= associated with Blue  Segment:

1 LMs at each location initlate a sync operation to exchange the IP and MAC Information of
WMs assoclated with Blue Segment.

2. Each LM stores the realization iInformation of a given topology discovered throuah the sync
operation. As a result, the Control Plane of LM in each location has the IP and MAC
Information of all the WMs associated with Blue _Segment across Location & and Location B.

LM does not update control plane information to GM, because GM has no control plane. However,
the GM Ul enabiles you to see the Inventory of all locations by guerying the relevant LMs.

11-19 Review of Learner Objectives

s [Describe Federation and Its use Cases
+ [escribe the requirements and Imitations of Federation
+ [Describe the Federation configuration workflow
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11-20 Lesson 2: Installing and Onboarding
Federation

11-21 Learner Objectives

= [escribe the prerequisites for Federation
=  Configure GM as active and standby In the primary and secondary kocation
= [Describe location onboarding

11-22 NSX Federation: Prerequisites

MSX Federation requires several prereguisites.

Location-to-Location Latency, Up tc 150 ms
Stretched Networking Use Case

Location-to-Location Latency, Up to 500 ms

Stretched Security Use Case

W AN Bandwidth Mo congestion for the management plane or the data plane
WAN MTU 1,700 bytes

[Data Plane For different Intermet Service Providers (I1SPs), 2 public

address must be advertised from both locations

Compatibility All appliances In an N5X Federation environment must have
the same version Installed.

L ocation-to-location traffic must satisfy the following characteristics:

= A maximum 150 ms Latency (RTT) between locations in the stretched networking use case,
where networking objects, such as Ter-0 gateways. Ter-1 gateways, of segments span
multiple sites.

« A maximum 500 ms Latency (RTT) between locations In the stretched security use case,
supported since NSX-T Data Center 3.2.1 If present, networking objects do not span
multiple sites.
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«  Allow IP and firewall connectivity across sites:
—  Allow Management traffic between GM and LM,
—  Allow Data plane traffic between edge nodes (RTEP).
— Do not configure NAT for Management and RTEP networks.
=  WARMN bandwidth requirement:
— Mo congestion for the Management plane (GM to LM traffic).
— Mo congestion for the data plane.
«  WAM MTU requirement:
—  MTU of 1,700 bytes or more to avold the edge node RTEP traffic fragmentation.
«  \ersion reguirement:

— All appllances In an NSX Federation environment must have the same version Installed.

«  Global Manager supports only Policy Mode. NSX Federation does not support Manager
Mode.

11-232 Onboarding Process

The onboarding process Involves infrastructure cnboarding and location onboarding.

The onboarding process Includes several steps.

Infrastructure Location
Onboarding Onboarding

Step 5:
Import User-

Step 1: Step 2! Step 3!
Configure Configure Add Laocal

Step 4
(Cptional)

Canfigurs
HTEPs.

defingd Policles

GM in the GM in the Managers,
i and

Active atandby

Site.

Configurations
from LM to GM.

The infrastructure onboarding process s repeated for each location untll all locations are on
board.

RTEP configuration Is reguired for stretched networking functionaiity.

Location onboarding promotes existing objects on a local manager Into the global manaaer
configuration.

The onboarding process does not affect running workloads.
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11-24  Active Global Manager Configuration

From the Site-A-GM L, select MAKE ACTIVE to designate the GM as active.

Make Active

Location Manager

= Gl e

Lacaticn Manager

= s Vered e

The Location Manager tab s the central management point for configuring GMs (active and
standby).

You can add different locations from this tab to GM. The managers in these locations are Local
Manzger (LM

You can configure the standby GM from the active GM site to provide flexibility for configuring
the Federation component from a single console.
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11-25 Adding Standby Global Manager (1)

You must add a standby GM. If the active GM falls, the standby GM can be activated from Its UL

Lacaton Manager

T Cad] M WP
T Site-2-GM

Liucvae W

=]
v

A M Location

Y ou can configure the standby GM from the active GM site 1o provide flexiblity for configuring
the Federation component from a single console.
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11-26 Adding Standby Global Manager (2)

You provide the Location B GM information. The certificate thumbprint of the GM Is required.

Add Standby Global Manager *
i A Grobal Manade in standby mose. Blendby GRabsi Mahsgar ayict
with aciive Claikal Manager anid racelves all gabal confapuaticnms
T MR R M B ra-B-0W
PO 10 Fa ik Ba
Lbgarrmma® T
Panvand® AdminiI3Anmn 13
SriA-FRE THumbsseinl ® e a1 labd Fods A T4 03050 o luSaSd40]

TROTE T 0 B0 A Sl e 2 )

COMEATIBILITY Ctb Tl VERSIDON TOMIPATIHILITS

virilon

401 @

Site-B-GM> get certificate api thumbprint
| £7¢71d32ab32d4e8371416d305ccla5a5d4df7792bTb0cb236ab50da2fBfibad |

The compatibility check 1s mandatory because it checks version compatibiity between the two
GMs.

Fromthe CLIL mn get certificate api thumbprint tofil the detals of the SHA-
256 thumbprnt in the UL
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11-27 Adding a Location

¥ ou add the location from ADD ON-PREM LOCATION, and provide the detalls about NSX
Manager at Location A

©

adn MNew Locafion

| ASE O PARs LOCATIES |
1

Add New Locatkon .

'_ L T e e T T TR L N
B S e Bl SR e T ST T L I M AL T

S [y WL R e

Yuartin il fees |0 A T wtt i ®y 8 el LRei bl i g

[ PP o

Tone T TP

e EITF

i e F I Uh s WTTE =

R T CERRRIT PSR ERE SR F AT SR RIRIE o TR
adal Qa7 Fioa T Ie3nhch a

CEITE TITLITY i AR e AT T J

e

401

| e -

Site-A-LM> get certificate apl thumbprint
[ d20338688332ef£3108d7T0e02083813dbci21af3daf0a3dTi1d98372c259a801b |

The SHA-256 certificate thumbprint 1s reguired.
You can obtain the certificate thumbpring by using the following command on N5X Manager:

get certificate apil thumbprint
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11-28 Validating the Local Manager

The Location Manager tab on LM prowvides Information about the Sync status of LM to GM.

P JRg) e

il ek |

ATE T T

The Location Manager tab also provides details about the active and standby GM. The delails
are read-only.
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11-29 Location Onboarding

Y ou can optionally onboard a location by promoting LM objects to the GM.

Location Mardges

F Tk - eygs
St - Te-B-TW

(EETIE

& Sbe-di M N | —y

(F)

I.—. Ao Py Lozabon

LM objects can be imported elther during onboarding or after onboarding. The screenshot
shiows an option to Import after your location s onboarded.

If the default transport zone s not found for the Local Manager at site Site-A-LM, then wait for
default transport zone discovery or reload the enforcement point and retry.

A mandatory check verifies that the LM Is backed up and Is a prerequisite to onboarding a
location

The import takes time. During this time, no downiime ocours.
You can use this time to prepare the Metwarking and Securtty workioads and configuration.

Import of configurations into the Global Manager Is blocked IF you have any of the following
confligurations in your Local Manager. You must remove unsupported conflgurations o proceed
with Importing. After your supported Local Manager configurations are successiully Imported
Into Global Manager, you can add the configurations for any of the unsupported features back
Into your Local Manager.
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The following Local Manager configurations are not supported for importing into Global
Manzger:

= DHCP dynamic binding

=  [Distributed IDS

=  [Dastributed securty for vCenter VDS Port Groups
»  Endpoint protection

« Forwarding pobicies

»  Guest introspection

= |dentty firewall

= [DS/IPS

= |2 Bridge

= | oad balancer

«  Malware prevention

« Metadata proxy

=  Multicast

«  MNetwork detection and response

«  MNetwork introspection

=  Routing protocols (OSPF)

= Routing VPN and EVPN

= Service Insertion

= TOVRF
= TLSmspection
«  URL filtering
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11-20 Onboarding Preparation

Prepare for location onboarding by specifying a site-specific preflx or suffc

Mrinbaring Tor impor

When LM oblects are Imported to GM, you must mark them to differentlate these objects.
To distinguish better, you add either a prefix or 2 suffi. You can define the prefix or surfix.

0 Site B oblects (o

In this example, Site B onboarded objects are prepended with the text Site-B-L M- for location

tracking.

669



11-31  Verifying Onboarding

After LM Onboarding, verify that onboarded network and security cblects are now global

- Site B LM LT

er=1 Dealsway

Onbosrded global Fraus ohject &t Site B

| |

In this example, onboarded objects, Site-B-L M-siteb-t0gw-01 and Global-P-address-Group, are
now global

11-32 Review of Learner Objectives

= [Describe the prerequisites for Federation
=  Configure GM as active and standby In the primary and secondary kocation
= [Describe location onboarding



11-22 Lesson 3: Federation Networking

11-34 Learner Objectives

Describe the stretched networking concepts in Federation

Explain the supported Tier-0 and Ther-1 stretched topologies

Explain Layer 2 concepts related to NSX Federation

Identify network types that can be Interconnected using L2 Bridging In federated environments

11-35  Stretched Networking (1)

MSX Federation supports the stretching of the following networking constructs across locations:

Tier-0 gateways (T0)
Tier-1gateways (T1)
Segments

The following services are supported on stretched T1 gateways:

MNAT
Gateway firewsall
IPvie

| Y
'r*‘i-
Segmont-Stratchod

The Global Manager LI enabdes the user to create stretched networks, for example, segments,
gateways and securty policies, and rules.
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11-26 Stretched Networking (2)

&M can stretch the Ther-0 and Tier-1 gateways across locations:

=  All segments that are connected to the downlink port of the stretched T1 gateway are
automatically stretched across locations.

The edge nodes are used to forward cross-location traffic:
#  This method eliminates the need for tunnels between hypervisors across locations.
= The edge nodes use RTEPSs to provide cross-location communication.

Edge Cluster 1 Edge Cluster 2 Edge Cluster 3
ey i | ——
maas E mamn

Location A Location B Location C

Remote Tunnel Endpoints {RTEP=S) are created from the LM UL
On the edoe nodes, RTEPs are configured to forward the traffic across sites..

MNSX does not encrypt the traffic, but the user can encrypt this cross-location traffic with a third-
party tool.
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11-27 Tier-0 and Tier-1 Gateways: Logical

Topologies (1)

GM supports stretch networks for cross-location communication and nonstretched networks for
a local location

A GM-supported conflguration has the fallowing features:

Tier-0 and Tler-1 gateways can still be local to Location Manager.
Tier-0 and Tier-1 gateways can stretch across locations.

Segments connected to the stretched Tier-0/Tler-1 gateways are automatically stretched
across locations.

Segments connected to nonstretched Tier-0/Tier-1 gateways are local to the location

gt S it | S e i e iy

TO-Mot Stretched

Sogmant-Not Strotched

TI-Mot Stredched

Sogmont-MNol Stretched

Location A
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11-28 Tier-0 and Tier-1 Gateways: Logical
Topologies (2)

GM-supported configuration:
«  Tier-0 and Tier-1 gateways can be stretched to all or some of the locations.

«  Segments associated with stretched for the Tier-0/Tier-1 gateway' are also stretched to the
Same spart

— The span of a segment 15 equal to the span of the Tier-0/Tier-1 gateway.

= |f the scope of the Tier-1gateway |5 equal to or 1s a subset of the Tier-0 gateway, a
stretched Tier-0 gateway can connect to a nonstretched Tier-1 gateway.

=  For a Tier-1 gateway without services, the span of Tier-11s egual to the span of the Tier-0
gateway.

fegmen | Sirched

=gt -Shretohed

Lecation A Location B Location C

The example includes the stretched network oblects, iIncluding the streiched segments and
stretched Tier-0 and Tier-1 gateways.

Spans have the followlng properties:
= The span of the segment s egual to the span of the Tier-0 and Tier-1 gateways.

= The span of the Ter-0 gateway is equal to the span of the Tier-1-no services gateway, or
conversaly.

= The span of the Ter-0 gateway is equal to or a subset of the span of the Tier-1 gateway.
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11-39 Tier-0 and Tier-1 Gateways: Logical
Topologies (3)

In the example, the span of the TO-Stretched and both Ti-Stretched gateways are not the
same. These connections are not possible.

Howewver, the span of Ti-Mot Stretched 1s a subset of the TO-Stretched span. The connection 1s
possible.

Seamant-Moet Stretehed Segment-Stretched

e

-
T T T T I r T T T T T

Soegmenit - Siretehed

Location A Location B Location C

The example shows how a stretched and nonstretched network can co-exist

A nonstretched Tier-1 gateway 1s local to Location A only and Tier-0 gateway Is stretched
across Location A and Location B. The connection s possible because the nonstretched Tler-1
gateway 1s a subset of the Tier-0 Stretched gateway.

A connection s not possible between T-Stretched-1 and T1-Stretched-2 to TO-Stretched
because TO-Stretched 1= not stretched to Location C.
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11-40 Single-Location Tier-O Gateway
Deployments

GM supports the following configuration for Tier-0 gateways for each location:
+  Tier-0 s deployed in A/ A mode in a location:
— Al Tier-0 gateways are active on all the NSX Edge nodes In the edge cluster.

— The traffic Ingresses of egresses from all the edge nodes with the active Tier-0
gateway.

+  Tier-0 s deployed In ASS mode in a location:

— Dne Ter-0 gateway 15 active on one NSX Edge node and one standby gateway exists
In the edge cluster.

— The traffic Ingresses of egresses from the edge nodes with the active Tier-0 gateway.

Location A

L
~ o . \
' 1
| = l o
4 Y,

= | EN
Sardtyy

Location A
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1141 Single-Location Tier-1 Gateway
Deployments

GM supports the configuration for the Tier-1 gateway for each location.
Tier-11s deployed in A/S mode In a location:
=  The Tier-1gateway s active on one MSX Edge node and s standby on another node.

=  The traffic Ingresses of egresses from the edge node deployed with the active Tier-O
gateway.

Active Standtyy

Location A
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11-42 Multilocation Tier-O and Tier-1 Gateway
Deployments (1)

A location Is configurad as etther primary or secondary:
= Only one location can be configured as primary. and all other locations are secondary.
= TO/T1can be depioyed In primary and secondary (P/S) locations:

— Traffic to TO from T1 and segments 1s contained In the ocation

— Dne location 1s active to send northbound egress traffic for a destination

TOin Lot BfS
Tiin Loe PJS

o’ g

|.:.—u-?-|—..'|
~t : 4 R b

L Y
L= - | e |
]

Hemmmm e

— i

L

E-Di:undnn' I ﬁccu}nﬂnr\r

| o
I

EH

e I E

F?i;m.mr I Primary ,:, Emn-ndnr'gr I mnndnw
:
Workload : Workload
Location A ' Location B Location C

Location A Is primary, and all northbound egress traffic 1s routed by using the prmary Tier-0
oateways edge node.

The Ther-1 gateways at Location B and Location C send the traffic through RTEPSs (o the
Location A edoge uplink.
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1142 Multilocation Tier-O and Tier-1 Gateway
Deployments (2)

TO can be deployed In all pimary locations (All_Pyx
«  Traffic to Ter-0 gateway from Tier-1 gateway and segments Is contained in the location
= Al locations have an active Tier-0 gateway to send northbound egress traffic

£ : : 0 i Loc AP
[ ™ e | H '
r AN { N 3 t '
o ot | — — - ® - e
/ & §.t } ] } }
Frimary I Frimary E Frimany I Eramary E Frimary I HErimary
e i
Location A ' Location B : Location C

For all primary iccations, the northibound egress traffic is routed locally.
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11-

44 Multilocation TO-Stretched Gateway
Modes (1)

Tier-0 Is deployed In A/ A mode in P/S locations:

Faor the Tier-0 gateway configurad In the active-active HA mode, the Tier-0 gateway will be
active on all the NSX Edge nodes In the edge cluster.

Faor the Tier-0 gateways configured in the primary-secondary mode, the north-south traffic
from all lacations s forwarded to the Tier-O gateways configured In 3 primary location.

The Tier-0 gateway in the active-active high avalabiity mode does not support stateful
MAT. However, stateless NAT can be used.

TO AfA in Loc P/S
& D :
["* *'- '
¥/ | :
g .( 1_ 1 \, L] Y 1
— I-—. = | ] e = -t—l|
L ‘- % _i' / . ! i .-'J i
| i : EN b -._-
PrlthMﬂ ' Sec-active Sec-active
ESXi ESx| : ESX| ESX
Location A : Location B

In the diagramc

&80

Location A Is primary, and Location B 1s secondary.
Tier-0 gateways are deployed In active-active mode for both locations.
RTEF IPs are configured on EN1, EN2, EN3, and EM4.

EM3 and EN4 at Location B egress northibound traffic to elther ENTor ENZ, or both, on
Location A,



11-45 Multilocation TO-Stretched Gateway

Modes (2)

Tier-0 1= deployed In AJA mode In all primary locations:

For the Tier-0 gateway configured In active-active HA mode, the Tier-0 gateway will be

active on all the NSX Edge nodes In the edge cluster.

For the Tier-0 gateway configured In a primary setup, northbound and southbound are sent
and received through thelr respective Tier-0 gateways In thelr location

This configuration s also called A/SA Local _Egress.
Tier-0 does not support senvices In this deployment mode:

"

—

| |
L i

— Stateless NAT can be used.
TO A/A In Loc AllLP
D
S ' N 1
=

EN1
Prlmn:,:u_—twe

Prim-active

e e T T Y

Drlnl'-l-..:l':l:uuc Prim :n.c'tl Vi
ESXi ESXI ESXI ESXi
Location A Location B
In the diagramc
Both locations are primary.

Tier-0 gateways are deployed In active-active mode for both locations.
In this use case for local egress, all Tier-0 sites route the northbound traffic locally.
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11-46 Multilocation T1-Stretched Gateway
Modes (1)

Tier-11s deployed without services:
«  Tier-1s deployed without services In all locations.

«  Dnly Distributed Router (DR 1= realized because services are not configured and Service
Router (SR does not exist

=«  Tier-1routes the northbound traffic directly to TO-Stretched on the hypervisor.

»  For workioads connected to T1-Stretched across locations, the communication happens
through edge nodes (RTEP) configured for L2 Stretch

«  The Tno-Services gateway does nat require edge nodes Tor routing, but edoe Is required
for L2 stretching.

"1. \ : T1 No Service |
[ p* e | .

OF B : 4

"\- ____'__.z.- : i

{ elcnec & ol

& A _ & 'y
v T1-no- :
! Services : |

SH[EE

ESX| EoXi

=] =) =] (=

ESXi ESXi

Location A : Location B
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11-47 Multilocation T1-Stretched Gateway

Modes (2)

Tier-11s deployed In AJSS mode in P/S locations:
= The edge nodes Ineach location must support Ter-1.
=  Services are enabled on Tier-1n this deployment mode.

« Active edge nodes In both primary and secondary locatlions can recelve southbound traffic

for thelr respective locations.

=  Only the primary location’s active edge node can send the northbound traffic of both

locations to stretched Tier-0.

/"-;l._"“- T1 with Service AfS in Loc PfS
f \
|-
N &

EEAAEEssEEsEEEeEEEGEE RS EeEE R R EEEEEREE R REE B
¥ ¥

—i-f-i—
1
EN3 ENS
Sec-active Sec-siby
ESXI ESXi ESXi ESKi
Location A Location B

The concept 1= similar to active-standby Tler-0, where the active node on the primary site routes

the traffic.
RTEP configured on Tier-0 rouias the traffic across locations.
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11-48 About RTEP

RTEP 15 an edge node [P that s used for edge node communication across sites:

RTEPs use Geneve encapsulation to communicate.
COnly one RTEP 1P can be configured per edge node.
The RTEP configuration 1s done from the LM,

@ Overlay Tunnel
— ‘1-

n‘-‘ran BTEF RTEF RTEP
s
EM1 EN2 EN3 EME
Edge Cluster 1 Edge Cluster J

Workload Workload

Location 4

To configure RTER:

L
2
3

Chck site-A-GM from Ul Selector.
Chick the System tab to dispiay the configuration for Location Manager.

Chck Location Manager to display detalls about the location where you want to create the
RTEPR.

On Ste-A-LM, click Networking.

¥ou can select the LM edoe node cluster where vou need to configure RTEP.
Chck CONFIGURE.

¥ou can navigate to Local Manager for the selected site.
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11-49 Stretched Layer-2 Network

The cross-location layer-2 communication Is provided by the edge nodes of an edge cluster in
each location

This method aviolds the management of many tunnels and BFD sessions between all hosts
across locations.

The L2 stretched communication workflow Includes:
1. The source ESXI host sends frames to the edge node (TEP-TEP commurication’.

2. The source edge node forwards a frame to the destination edge node (RTEP-RTEP
Ccommunication?).

3. The destination edge node forwards a frame to the destination ESX1 host (TEP-TEP
communication).

VNI EDOT
(RTE®)

Y. @

|
RTEP HTEPR

EN3 End

E Cluster 2
Wil so0d \9 g

ITEF)

\. Edge Cluster |
W SO0
(TEFy

ESk)

Location A Location B

ESXi2

e

The MAC address of a remote WM Is learned through RTEP on the edge nodes. The edge node
passes this Information to its local transport node.
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11-50 Stretched L2: VNI Mapping

When a stretched segment 15 created from GM:

= GM requests each LM to create a local segment:

—  The VNI selection Is local to LM and can be different Wiis In different locations.

+  GM selects the VNI for RTEP.
= | M does the TEP-VNER TEP-VNI mapping:

—  This mapping Is onhy avallabie In edge nodes.

-

Wk 5002
[RTEP)
Ll
H
Ll
:
H
"
5
RTEP RTER : RIEP RTEF
:
EN1 EM2 H EN3 EMN4
"
Ll
Edge Cluster 1 : Edge Cluster 2
VNI 508N i VM1 6003
[TEF) : (TEF)
Wink-Strale hivd- Sogmenl : Wk Stratc hid - Segmaent
:
H
H -
— H —
ESXi : EsSXi2

H
H

= '

Location A Location B

Exampie: If vou create a stretched segment from GM and It s stretched to two locations, then
the W Id can be 5001 on one location. On another location, the stretched segment WNI Id can

be 6003

WHI can be different, but UUID of the stretched segment will e same across all locations.
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1157 About Federation L2 Bridging

MSX-T Data Center 3.2.2 supports L2 Bridging across locations.

L Z Bridaing can be used to Interconnect:

1 A VLAM-backed network to an overlay segment at the same location

2 A VLAM-backed network to a stretched overlay segment across locations

3. A VLAN-backed network to a VLAN-backed network, owver a stretched overlay segment,
across locattons

MHX Federated Envirgnment

M

g

Location:A Location-B

A stretched Tier-0 or stretched Tier-1 gateway s used to nterconnect stretched overlay
segments across locations.
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11-52 Components of Federation L2 Bridging

Federation L2 Bridge companents Includs:

RTEP (R): An edge node Interface used for edge node communication across sltes
Bridge: A connecting point between an overlay segment and a VL AN-backed network
L Forwarder (L2 An edge node that Is responsible for forwarding bridoed traffic

Edge Bridge Profie: Contatns the L2 Bridge configuration detalls, including location, Edge
cluster, primary node, and secondary node.
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11-53 Federation L2 Bridge Communication

Federatian L2 Bridge Communication Is as folows:

When VM1's MAC address Is learmed by the Bridoe, Edge 2 will forward that MAC address
to Edge 3 through the RTEP (R

The communication across locations, occurs between RTEP (R) Interfaces on the Active

Edge Node 1and Active Edge Node 3.
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11-54 Federation Traceflow

Traceflow analysis 1s supported across muitiple locations, is iniflated from the GM, and can assist
with network troubleshooting In fegerated deployments:
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Traceflow identifies the path that a packet takes to reach its destination or, conversely, where a
packet s dropped along the way. Each entity reports the packet handiing on Input and cutput,
to determine whether ssues occur when recelving a packet or when forwarding the packet

In this inter-location Traceflow example:
=  Traceflow is from source location Site AL WM =a-web-01 to destination Site B, WM sb-web-01
= Traffic between sites s Geneve encapsulated between RTEP nterfaces

11-55 Review of Learner Objectives

s [Describe the stretched networking concepts in Federation
=  Explain the supported Teer-0 and Tier-1 stretched topologies
=  Explain Layer 2 concepts related to MNSX Federation

= [|dentify network types that can be interconnectaed using L2 Bridaing In federated
EMViFonments
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11-56 Lesson 4: Federation Security

11-57 Learner Objectives

= Explain the Federation securty use cases
=  Explain the secunty configuration waorkflows
« [Describe the Federation security components
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11-58 Stretched Security in NSX Federation

The guiding security principles for MSX also apply to NSX Federation, except that the
boundaries are extended to support multiple locations.

MSX Federation supports stretching of the following security constructs across multiple
locations to centralize and simpiify security policles:

«  [Districuted firewall

= Gateway firewal

= FQDN filtering

= |7 App ID context support

=1}
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The following security features are not supported:
=  |dentity Firewall

= NSX Distributed IDS/IPS

«  MNetwork Introspection

»  Endpoint protection

=  Malware prevention

«  MNetwork detection and response

11-59 Use Cases for Security

Federation securlty has the following use cases:

=  Provide consistent policy across deployments managed using NSX Federation

= Effective disaster recovery ensurng continuity of established security framework

=+  Extension of network and secunty framework to another location for Increased capacity
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Location A Location B Location C

Federation provides central security for data centers managed on premises, such as data center
extension with a centralized pane.

€93



11-60 Security Configuration Workflow

The security confliguration workflow includes the following steps:

1. The user sends the configuration to Global Manager (GML

2. GM sends the configuration to Local Manager (LM) for each location.
3. LM forwards the configuration to MP/CCP.
4.

The central control planes (CCPs) at each location synchronize the configuration across
locations.

5. Each CCP sends the consclidated configuration to the data plane.
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11-61 About Regions

A Reglon Is a collection of locations, which Is used to create fooused groups for security and
networking policies.

Reglons can be global, regional, or local
Some reglons are created automatically after the onboarding process in GM.

Y oU can create more regions.

. i LA Loral Regions | Systam-Baad)

Global, Site-A-LM, and Site-B-LM are created by the system while registering and onboarding to
GM of LM. Up to elght locations can appear on this page based on the number of supported
locations in NEX Federation

Reglon A+B Is created manually. In the use case, regional groups were added based on the
regicns, Locations A and B were manually added.
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11-62 About Groups

The N5X aobjects can be grouped to use In firewall rules that apply to Global, Reglonal, or Local
reghons.

Grongn

o o

Groups are defined based on the region. They can be Global, Regional, or Local
The Global groups span acrass all sites In Federation and have the following characteristics:
= Created from the Giobal Manager NSX UL

= Global groups are owned by N5SX and are created with discovered objects. They can also
be iImported from a file (1P or MAC list).

= Users can only create, update, and delete Global Groups from the GM.

= Both GM and LM can read Global groups.

=  Global groups cannot be used as nested members in LM-based policies.

The Regional groups span across two or more liocations, for example, Location A+B.

The Local groups are speciflc to the site, for example, Reglon-A-Web-Servers, Region-B-Web-
Servers, and Reglon-A-App-Servers.
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11-62 GM Groups and Span Example (1)

In-this example, GM groups were created with varnious location spans.
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In the example, groups are as follows:

»  Groupt Giobal, stretched to all sites, Locations A, B, and C
«  GroupZ: Regional, stretched to Locations A and B

=  (Group3d: Local to Location A

=  Groupd: Local to Location B

The GM sends groups to each LM within the group’s span.
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11-64 GM Groups and Span Example (2)

The span of a group must alkgn with the span of the oblects to be Included n that group.

' 1 ' Masing

: ! ) {1 Required

: ’ 1y Security

‘ ! 1 Policy
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Location A Location B Lécation C

In the example, Groupl was created using Segment 51 as Iits membership:
« Thespan of Groupl Is Location A and Location B.
= Segment 51spans Location A, B. and C.

«  The span of the group does not align with the span of the required objects, resulting In a
sSeCUrity exposure.

= Therequired secunty policy & not applied to VM3,
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11-65 Group Membership Criteria

You dynamically assion memiers to a group based on one of mare critera

Set Members | Global-Web-Servers (S ol
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A criterion can have one or more conditions:

=  NSX uses the logical AND operator after each condition within a criterion

=  Multiple criterla can be combined where OR Is the default logical operator between
conditions, and where an optlon exists to use the logikcal ANMD operator.

In this example, WYMs with a computer name that starts with web are dynamically added to the

Global-Web-Servers global group.
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11-66 Group Membership Based on the VM Tag
(M

Group membership criteria can include VM-based tags.

mREm ' HHE: ! mnEm
Location A Location B Location C

In the example, the membership critera for the group, Global-Web-Servers, 1s based on the WM
tag weh.
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11-67 Group Membership Based on the VM Tag
(2)

Tags are applied to VMs even after migration with vSphere vMotion to Location B, which alfiows
them to maintain group membership.

vMation
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In the example, the Global-Web-Servers group members are mantained whean WM1 Is migrated
using vSphere vMotion to Location B.
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11-68 About GM-Based Policy

A GM-based policy 1s a collection of one or more firewall rukes.
Y ou can configure the following settings for a policy:
+  Applied To In the policy 15 set to DFW:

— Al loglcal switch ports (WMs and contalners) of the span recelve the rules in that
seCtion.

= Applied To In the policy 1s set to Group:

— Al group members (WMs and containers) recelve the rules in that section.

Distnbiited Frowall

.....

M can create FW In all categores except Ethernet and Emergency.
Y ou can create a section and apply 1t to 3 location, groups, and so o

When Applled To In the policy s set to Group, this setting overrides the Applied To for the
DOFW rule.
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11-69 About GM-Based Rules

GM-based rules enforce traffic based on objects and tags.
Y ou can configure the following settings for a rule;
=  Applied To In the rule s set to DFW:

— Al logical switch ports (WMs and contalners) of the span receive the rules within that
seCtion.

=«  Applied To In the rule 1s set (o Group:

— All group members (WMs and containers) recelve the rules within that section.

[T Fiewal
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11-70 Overlap of GM and LM Sections

oM and LM can create gateway firewall and distriouted firewall sections in the same category.
For GM and LM sections created In the same category, GM sections are always at the top.

Silef LM LT
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Except the Ethernet and Emergency categories where only LM can create sections:

« oM and LM sections are Individually created under the Tier-O or Tier-1 gateway firewall and
under the distributed firewall

« (oM rules are always above LM.
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1171 GM DFW Management Enhancement

From NSX 4.0.1, DFW can be centrally enabled and disabled on all registered LMs from the GM.

Frnlind Mapagey U1

Emntraity enabie or disshin DEw

¥ou cannot override the global DFW configuration setting from a LM,
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11-72 Global DFW Exclusion List Enhancement

From NSX 4.0.1, you can globally exclude a set of virtual machines from distributed firewall
protection centrally from the GM.

=

TegtrEn e Fiemwad

Grabe| Benager U]

e Encd il Snaak

Elnoal exicap G &St name

Socofed regon fins gkahal scnpe |

A DFW exclusion st excludes a set of virtual machines from distributed firewall protection

Two exclusion lists exist on the LM, One list i from the GM and the other iist 1s its own locally
defined exclusion Ist. All excluded members of these two lIsts are sent to the Management
Plane as a unified exclusion list, to be applied to the LM.
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11-73 Time-Based DFW Rules Enhancement

From NSX 4.0.1, yvou can globally define time-based DFW rules, centrally from the GM, which are
pushed to all registered LMs.
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With fime windows, security administrators can restrict traffic from a source or to a destination,
for a specific time period.
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11-74 Review of Learner Objectives

Explain the Federation securlty use cases
Explain the security configuration workflows
Describe the Federation security components

11-75 Key Points

e

Jos

Fedearation provides consistent policy and operational simplicity with multisite functionality
for data centers.

GM performs onboarding for multiple sites.
GM creates stretched networks by using Tier-0 and Tier-1 routers.

The edge node defivers cross-location communication (o avaold connecting hypenisors
ACross sites

The guiding securlty principles for NSX also apply to NSX Federation, except that the
boundaries are extendad to support multiple locations.

stions?



