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About VMware SD-WAN
Administration Guide

The VMware SD-WAN™ (formerly known as VMware SD-WAN™ by VeIoCIoud®) Administration
Guide provides information about VMware SD-WAN Orchestrator and the core VMware
configuration settings, including how to configure and manage Network, Network Services,
Edges, Profiles, and Customers who use the SD-WAN Orchestrator.

Intended Audience

This guide is intended for network administrators, network analysts, and IT administrators
responsible for deploying, monitoring and managing Enterprise branch network.

Beginning with Release 4.4.0, VMware SD-WAN is offered as part of VMware SASE. To access
SASE documentation for Cloud Web Security and Secure Access, along with Release Notes for
version 4.4.0 and later, see VMware SASE.

Here's a quick walkthrough of the user journey as an Enterprise super user:
1 Install SD-WAN Orchestrator (On-prem deployments only)

2 Configure Enterprise Information and Authentication

3 Configure Alerts and Notifications

4 Configure Enterprise Administrator and Users

5 Configure Profiles

6 Manage Edge Licensing

7 Provision Edges

8 Configure Edges

9 Monitor and Troubleshoot Edges

VMware by Broadcom 13
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What's New

What's New in Version 5.1.0

Feature

Enhancements to Remote Diagnostics

Features/Ul Pages Migrated to New
Orchestrator Ul

VMware by Broadcom

Description

The following new Remote Diagnostic commands are introduced
to troubleshoot Edge issues related to Context Logging and Route
Tables:

m  Dump Context Logging Information
m  Enable or Disable Context /logging
®  Route Table Dump

m  |Pv6 Route Table Dump

Note Starting with the 5.1.0 release, all the Troubleshooting

and Diagnostics related information for Edges and Gateways is
documented and published as a standalone guide titled "VMware
SD-WAN Troubleshooting Guide” at https://docs.vmware.com/en/
VMware-SD-WAN/index.html.

For more information, see the "Remote Diagnostics Tests on Edges"
section in the new VMware SD-WAN Troubleshooting Guide.

You can now configure the following existing features using the New
Orchestrator Ul:

m  Configure Firewall Rules. See Configure Profile Firewall with
New Orchestrator Ul and Configure Firewall Rule with New
Orchestrator Ul.

m  Chapter 11 Configure Network Services with New Orchestrator Ul
m  Configure VLAN for Profiles with New Orchestrator Ul

m  Configure SNMP settings. See Configure SNMP Settings for
Profiles with New Orchestrator Ul and Configure SNMP Settings
for Edges with New Orchestrator Ul

B Enterprise Settings with New Orchestrator Ul
m  Chapter 34 Edge Management with New Orchestrator Ul

m  Activate SD-WAN Edges using Edge Auto-activation with New
Orchestrator Ul

m  Configure Cloud VPN and Tunnel Parameters with New
Orchestrator Ul

m Chapter 31 Configure Alerts and Notifications with New
Orchestrator Ul

m  Chapter 35 User Management - Enterprise


https://docs.vmware.com/en/VMware-SD-WAN/index.html
https://docs.vmware.com/en/VMware-SD-WAN/index.html
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Feature

Configure SD-WAN Edges for Self-Healing
Capabilities

Support for Unified Administration of
Orchestrator Services

In-Product Help Support Panel for SD-WAN
Service

Flow Visibility

Non SD-WAN BGP Maxhop

New Scale Flow Count for Edge Devices

Power-on Self-test

VMware by Broadcom

Description

Self-Healing feature allows VMware SD-WAN Enterprise and
Managed Service Provider (MSP) users to activate and configure
Self-Healing capabilities at the Customer, Profile, and Edge level. See
Activate Self-Healing for SD-WAN Edges.

User management and global settings that are shared across all
Orchestrator services are separated out from the SD-WAN service
and grouped under Global Settings & Administration. This allow the
users to use any Orchestrator service to operate in standalone
mode. See Create New Composite Roles and Manage Composite
Roles.

In the 5.1.0 release, we have implemented the In-Product Help
Support Panel in New Orchestrator Ul for the SD-WAN Service. This
feature allows users across all levels to access helpful documentation
such as Question-Based Lists (QBLs), Knowledge base links, and
Docs right inside of the Orchestrator. This makes it easier for the
user to learn our product and not have to leave to another site for
guidance or contact the Support Team. See Chapter 5 Log in to
VMware Cloud Orchestrator Using SSO for Enterprise User.

In the 5.1.0 release, the Flow Visibility feature introduces a new
Flows tab to the New Orchestrator Ul, which provides detailed data
on each traffic flow for each Edge. The comprehensive end-to-end
flow is built based on certain flow parameters, such as Source IP,
Destination IP & Port, and Protocol. These parameters are displayed
in a single view table format, which can assist with monitoring and
troubleshooting efforts. For more information, see:

m  Monitor Flow Visibility

m  Monitor Edges

For the 5.1 release and later, the max-hop option the range is

now 2 to 255 and the default value is 2 for BGP peers. For more
information, see:

m  Configure BGP Over IPsec from Edge to Non SD-WAN Neighbors

m  Configure BGP over IPsec from Gateways

The scale flow count for Edge devices (3800/2000) is now 3.9M. For
more information see SD-WAN Edge Performance and Scale Data.

In the 5.1.0 release, a power-on self-test is performed after the SD-
WAN Orchestrator is powered on or rebooted to verify the software
author and to guarantee that critical files and code have not been
alerted or corrupted. For more information see:

m  Configure Edge Access

m  Configure Profile Firewall with New Orchestrator Ul
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Feature Description
Platform and Modem Firmware Updates Support for updating the Platform and Modem Firmware images are
available for the following Edge device models:

m  Platform Firmware images for 6X0 Edge device models and
3X00 Edge device models (3400/3800/3810).

m  Modem Firmware images for 510-LTE (Edge 510LTE-AE, Edge
510LTE-AP) and 610-LTE (Edge 610LTE-AM, Edge 6ILTE-RW).

For more information see Chapter 21 View or Modify Edge
Information.

Hub or Cluster Interconnect This feature allows interconnection of multiple Hub Edges or
Hub Clusters to increase the range of Spoke Edges that can
communicate with each other. For more information, see Hub or
Cluster Interconnect.

Previous VMware SD-WAN Versions

To get product documentation for previous VMware SD-WAN versions, contact your VMware
SD-WAN representative.

VMware by Broadcom



Overview

VMware SD-WAN is a cloud network service solution enabling sites to quickly deploy Enterprise
grade access to legacy and cloud applications over both private networks and Internet

broadband.

Cloud-delivered Software-defined WAN assures enterprises the cloud application performance
over Internet and hybrid WAN, while simplifying deployments and reducing costs.

The following figure shows the VMware SD-WAN solution components. The components are

described in more detail in the following sections.

Orchestrator

D,

Internet
Cloud

SD-WAN s> Gateway

Edge |
e -

Branch Site 2

PRIVATE/
MPLS

Hybrid Cloud

Cloud DC

Enterprise DC

Enterprise
Data Center

Enterprise DC

To become familiar with the basic configuration and Edge activation, see Activate SD-WAN

Edges.
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Read the following topics next:

s VMware SD-WAN Routing Overview

= Dynamic Multipath Optimization (DMPO)
m  Solution Components

m  SD-WAN Edge Performance and Scale Data
m  Capabilities

m  Tunnel Overhead and MTU

m  Network Topologies

m  Branch Site Topologies

m  Roles and Privilege Levels

m  User Role Matrix

m  Key Concepts

m  Supported Browsers

m  Supported Modems

VMware SD-WAN Routing Overview

This section provides an overview of VMware SASE routing functionality including route
types, connected and static routes, dynamic routes with tie-breaking scenarios for them, and
preference values in Overlay Flow Control (OFC) with Distributed Cost Calculation (DCC).

Overview

VMware SASE routing is built on a proprietary protocol called VCRP, which is multi-path capable
and secured through VCMP transport. The SD-WAN endpoints are connected using VCRP in a
manner similar to iBGP full mesh. The SD-WAN Gateway acts as a BGP route reflector which
reflects the routes from one SD-WAN Edge to another SD-WAN Edge within the customer
enterprise based on the profile settings.

The following diagram depicts a typical SD-WAN deployment with Multi-Cloud Non SD-WAN
Destinations where the Orchestrator performs the route calculation (as contrasted with the
newer and preferred method using Dynamic Cost Calculation (DCC).

VMware by Broadcom 18
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VMware SD-WAN
Orchestrator

Non SDWAN
e Destination

Non SDWAN
Destination

IPv4 & IPv6

SD-WAN Edge Edge
Branch

Internet

== IPv4 & IPv6 Provider Cloud Data Center
m with Provider Gateways

SD-WAN Edge Edge —
Branch -
S Partner
N Gateway SAAS

‘ .
&L ] a
m==== |Pv4 WAN Overlay 3 MPLS 1Pv4 & IPv6 oA

IPv6 WAN Overlay 3
IPSec Tunnel Provider Provider
Edge Edge Legacy Enterprise
Data Center

SD-WAN Components

VMware SD-WAN routing uses three components: Edge, Gateway, and Orchestrator.

s The SD-WAN Edge is an Enterprise-class device or virtualized cloud instance that provides
secure and optimized connectivity to private, public and hybrid applications, and virtualized
services. In SD-WAN routing the Edge is a Border Gateway. An Edge can function as a
regular Edge (with no Hub configuration), as a Hub by itself or as part of a cluster, or as a
Spoke (when Hubs are configured).

m  The SD-WAN Gateway is autonomous, stateless, horizontally scalable, and cloud-delivered
to which Edges from multiple tenants can connect. For any SD-WAN deployment, several
SD-WAN Gateways are deployed as a geographically distributed (for lower latency) and
horizontally scalable (for capacity) network with each Gateway acting as a Route Reflector
for their connected Edges.

All routes that are locally learned on an Edge are sent to the Gateway based on the
configuration. The Gateway then reflects these routes to other Edges in the enterprise,
allowing for efficient full mesh VPN connectivity without building a full mesh of tunnels.

VMware by Broadcom
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The SASE Orchestrator is a multi-tenant cloud-based configuration and monitoring portal. In
SD-WAN routing the Orchestrator manages routes for all enterprises and can override
default routing behavior.

Orchestrator (VCO) Gateway (Route Reflector)
5. Gateway sends routes to all other associated

@ ‘-:-. iFdges———————
§ <
3. 0FC baseq ute order )
2. Send OSPF/BGP routes to . Edge-5

VCO (OFC) Edge- 4
4. Send routes to Gdteway -
/ ~ Edge-3
Rout - ]
outer Edge-1 Edge-2
1. Learn routes via OSPF/BGP
Branch LAN
Route Types

There are two general types of routes for SD-WAN:

Local Routes: Any route that is learned locally on a SD-WAN Edge. This can either be a
connected subnet, statically configured route, or any route that is learnt via BGP or OSPF.

Remote Routes: Any route that is learned from VCRP, in other words a route that is not
locally present on an Edge is a remote route. This route originated from a different Edge
and is reflected by the Gateway to other Edges in the customer enterprise based on the
configuration.

There is a strict order that SD-WAN uses to route traffic for non-dynamic routes (BGP and OSPF)
that cannot be altered. However, in some scenarios you can use the technique of Longest Prefix
Match to manipulate how the routing flows.

Table 3-1. Order of Route Types

1. Longest Prefix Match

2. Connected Local

3. Static LAN/WAN Local

4. Connected Remote

5. Static LAN/WAN Remote

6. Static Non SD-WAN Destination

VMware by Broadcom
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Table 3-1. Order of Route Types (continued)

7. Static Partner Gateway

8. Overlay Flow Control (OFC) Driven Route Order

Note Between local and remote routes of the same type, VMware SD-WAN will prefer the local
over the remote. For example, a local connected route is preferred over a remote connected
route. Similarly, for a local static route versus a remote static route, the local static route is
preferred.

Connected and Static Routes

This section includes essential information regarding connected and static routes. A connected
route is a route to a network that is directly attached to the interface. Information about static
routes can be found in Configure Static Route Settings.

Connected Routes

m  For a connected route to be visible in SD-WAN, configure the following settings on the
Orchestrator:

m  Cloud VPN must be activated.

m  The connected route must be configured with a valid IP address.

m  The Edge interface for this route must be up at Layer 1, and functional at Layers 2 and 3.
m  VLANS associated with this Edge interface must also be up.

m  The Advertise flag must be set on the Edge interface under Interface IP settings for
which the connected route is configured.

Static Routes

m  For a static route to be visible in SD-WAN, configure the following settings on the
Orchestrator:

m  Cloud VPN must be activated.

m  The Advertise flag must be set on the Edge interface for which the static route is
configured.

m  The static route configuration must have Preferred and Advertised checked.

m  Static Routes can forward traffic to the WAN Underlay for Global Segments, and to the LAN
or WAN Underlay for Non-Global Segments.

m  Adding a static route bypasses the NAT on the Edge interface.

m  ECMP (Equal-cost multi-path routing) with a static route is not supported, and only the first
static route would be used.

m  Use an ICMP Probe to avoid blackholing traffic.
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m A static route with the Preferred flag checked is preferred over any VPN route learned over
the Overlay.

Note The difference between the Preferred flag, and the Advertise flag:

When the Preferred check box is selected, the static route will always be matched first, even if a
VPN route with a lower cost is available.

Not selecting this option means that any available VPN route is matched over the static route,
even when the VPN route has a higher cost than the static route. The static route is matched only
when corresponding VPN routes are not available.

The Preferred option is not available for an IPv6 address type.

When the Advertise check box is selected, the static route is advertised over VPN routes and
other SD-WAN Edges in the network will have access to the resource.

Do not select this option when a private resource like a remote worker's personal printer is
configured as a static route and other users should be prevented from accessing the resource.

The Advertise option is not available for an IPv6 address type.

The OFC Global Advertise Flags control which routes are added to the overlay. By default,

the following route types are not advertised into the overlay: External OSPF and Non SD-WAN
Destination iBGP. In addition, if an Edge is acting as both Hub and Branch, the Global Advertise
Flags configured for the Branch will be used, not the Hub.

Note There are two additional route types: Self Routes and Cloud Routes which are installed
on an Edge depending on the Edge's configuration. Each route has a narrow application outlined
below and require no additional treatment beyond their mention here:

A Self Route refers to an interface-based prefix using IP Longest prefix match (LPM) (for
example: 172.16.1.10/32) which is installed locally on the Edge but is not advertised to remote
Edges. Another term for Self Routes is "Interface Routes". When looking in an Edge's logs, a user
would see these Self Routes with the route flag "s".

A Self Route is distinguished from a Connected Route as a Connected Route can be advertised
into the overlay so that the remote Edge clients can reach back to clients belonging to the
connected route on the source Edge side. Self Routes are strictly local to the Edge itself.

A Cloud Route is indicated with a "v" flag and refers to a route installed on an Edge pointing

to a VMware SD-WAN Gateway for multi-path traffic destined for the internet (in other words,
internet traffic using Dynamic Multi-Path Optimization (DMPO) which leverages a Gateway prior
to reaching the internet).

The Edge also uses a Cloud Route via a corresponding Gateway for management traffic destined
for a VMware Orchestrator which is hosted on the public cloud.
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Overlay Flow Control (OFC) with Distributed Cost Calculation (DCC)

This section explains how a route order using OFC with DCC works.

Important This material is valid only for customers who have Distributed Cost Control (DCC)
activated. DCC was first made available in SD-WAN Release 3.4.0 and is now expected to be
activated for all customers. This feature will automatically be activated for new customers in
an upcoming release. For more information about DCC including best practices, see Configure
Distributed Cost Calculation.

Distributed Cost Calculation Overview

Distributed Cost Calculation (DCC) is a feature that leverages the SD-WAN Edges and Gateways
for route preference calculation instead of relying on the SASE Orchestrator. The Edge and
Gateway each insert the routes instantly upon learning them and then convey these preferences
to the Orchestrator.

DCC resolves an issue seen in large scale deployments where relying solely on the Orchestrator
can prevent timely route preference updates either because it could not be reached by an
Edge or Gateway to receive updated routing preferences, or because the Orchestrator could
not deliver route updates quickly when it is calculating a large number of them at one time.
Distributing the responsibilities for route preference calculation to the Edges and Gateways
ensures fast and reliable route updates.

How Distributed Cost Calculation Preference is Done

Table 1-2 includes the types of dynamic routes supported in SD-WAN while table 1-3 is a glossary
of route types. A dynamic route is first categorized by whether it is learned on the Edge or the
Gateway.

Table 3-2. Dynamic Route Types

Edge Partner Gateway / Hosted Gateway
NSD E BGP NSD E/I BGP
NSD | BGP E/I BGP

NSD Uplink BGP

OSPF O

OSPF |IA

E BGP

| BGP

OSPF OE1
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Table 3-2. Dynamic Route Types (continued)

Edge Partner Gateway / Hosted Gateway

OSPF OE2

Uplink BGP

Table 3-3. Route Type Meanings

O = OSPF Intra area

IA = OSPF Inter area

OE1 = OSPF External Type-1
OE2 = OSPF External Type-2
E BGP = External BGP

| BGP = Internal BGP

NSD = Non SD-WAN Destination

Note Non SD-WAN Destination (NSD) support with OFC is available from Release 4.3.0 and
forward. For more information on NSDs, see Configure a Non SD-WAN Destination.

Each route type has a preference value, and each learned route is assigned a preference value
based on the route's type. The lower the preference value, the higher the priority. Table 1-4 lists
the default preference value for each route type.

Table 3-4. Preference Values

Device Route Type Default Preference
Edge NSD E BGP 997
Edge NSD | BGP 998
Gateway NSD E/I BGP 999
Edge NSD Uplink BGP 1000
Edge OSPF O 1001
Edge OSPF IA 1002
Edge E BGP 1003
Edge | BGP 1004
Partner Gateway E/I BGP 1005
Hub OSFP OE1 1001006
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Table 3-4. Preference Values (continued)

Device Route Type Default Preference
Hub OSPF OE2 1001007
Hub BGP Uplink 1001008

Dynamic Route Workflow

1 The Edge or Gateway learns a dynamic route.

2 SD-WAN internally identifies what type of route it is and its default preference value.

3 SD-WAN assigns the correct preference value and installs the route in the routing information

base (RIB) and forwarding information base (FIB).

4 SD-WAN considers the default advertising action configured for this route. Based on the
advertising action, SD-WAN either advertises the route across the customer enterprise
(advertised) or takes no action apart from adding the route locally into the RIB and FIB (not

advertised).

5 SD-WAN then synchronizes this route to the Orchestrator which displays it on the

Orchestrator.

Preferred VPN Exit Points

This section covers Preferred VPN Exit Points: what they are, what routes can fall into which

categories, and using route pinning to override default values.

In the SD-WAN service of the Enterprise portal, when navigating to Configure > Overlay Flow

Control, you can see a section titled Preferred VPN Exits. This section displays default priorities

and marks some route categories to be preferred over others.
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Monitor Configure Diagnostics Settings

« Overlay Flow Control

Edge Configuration IPv4 IPvE

o

Edges
v VRF Global Routing Preferences

Profiles
v Preferred VPN Exits ©
Object Groups
Segments
Default Priority

Overlay Flow Control 2 EDIT

Network Services

Order Header
Alerts & Notifications
2 Edge
3 Partner Gateway
4. Router
5. Hub

> Global Advertise Flags @

The Preferred VPN Exit categories:

Edge: Any internal route that can be learned either on a Hub or Spoke Edge falls under this
category and is marked with the highest priority. An internal route cannot be an OSPF OE 1/

2 or BGP Uplink type route.

Hub: Any external site that is learned on an Edge falls into the Hub category and typically has
a lower priority. Hub routes include OSPF OE1/2 and BGP Uplink.

Partner Gateway: Any route learned on a Partner Gateway.

Router: Router represents any route prefix learned by an Edge with BGP or OSPF and
determines the preference that is assigned to a dynamic route. Typically, all exit points above
Router in the VPN Exit are assigned a low preference value and are thus more preferred,
while all exit points below Router are assigned a higher preference value and are thus less

preferred.

For example: When DCC is activated, all routes that belong to VPN Exit Points (Edge,
Partner Gateway, or Hub) that are above Router get a preference value of less than
1,000,000, and the routes that are below Router get a preference value greater than
1,000,000.
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= In the example below, the VPN Exit Points above Router, which are NSD, Edge, and
Partner Gateway will get a preference value less than 1,000,000 and Hub will get a
preference value greater than 1,000,000.

Monitor Configure Diagnostics Settings

« Overlay Flow Control

Edge Configuration IPv4 IPv6

= Edges
v VRF Global Routing Preferences

[E Profiles
: v Preferred VPN Exits ©
& Object Groups
E Segments
Default Priority
s Overlay Flow Control £ EDIT

= Network Services

Order Header
& Alerts & Notifications
2 Edge
3. Partner Gateway
4. Router
L% Hub

> Global Advertise Flags @

Pinning a Route to Override a Default Preference Value

SD-WAN has a route pinning feature that allows a user to override the default preference value
assigned to any dynamic route. Once a dynamic route is learned and synchronized with the
Orchestrator, the user can navigate to the Overlay Flow Control page and override the default
order. The workflow for this is as follows:

1 A user pins a route on the Overlay Flow Control page by either:

a On the Routes List, select one or more routes and then click the Pin Learned Route
Preference option.

b Modifying the order of the Preferred VPN Exits by clicking Edit under the table.
2 The Orchestrator sends this routing event to the relevant Edges in the customer enterprise.

3 The Edges override the previous preference value to match the pinned order.
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4 The preference values that get assigned to pinned routes start from 1, 2, 3, and so on (the
lowest values and thus the highest preferences), and this matches the order of the routes on
the Overlay Flow Control page.

Note For more information on pinning a route, consult Configure Subnets.

Tie-Breaking Scenarios for Dynamic Routes
What happens when an Edge receives the same prefix for two or more sources/neighbors?

A potential scenario in SD-WAN deployments is for the same prefix to be advertised from

two different Edges or Partner Gateways. With VMware SD-WAN, if the subnets are within the
same category (Edge, Hub, or Partner Gateway) and have the same preference value, the BGP
attributes or OSPF metrics are first considered for route sorting.

If there is still a tie, SD-WAN uses the logical ID (which is derived from the Edge or Gateway's
universally unique identifier (UUID)) of the next hop device to break the tie. The next hop device
can be a Gateway or a Hub Edge depending on the type of Branch to Branch VPN being used. If
the customer enterprise is using Branch to Branch via Gateway, the next hop is a Gateway, while
a customer using Branch to Hub would have the next hop be a Hub Edge.

There is a final tie-breaker if multiple Gateways advertise the same exact route type and
preference. This final tie-breaker prefers the oldest route learned. To ensure the routing outcome
you want, you can either pin certain routes or configure the BGP attributes and costs to favor
some routes over others.

Note Customers do not have control over how a logical ID (LID) is generated and you cannot
change its value. LID values are not directly comparable. Instead, they are compared using an
internal software algorithm that breaks down a LID into four blocks and compares them one by
one. For example, lid1-datal is greater than lid1-data2, and lid1-data2 is greater than lid2-data2.

Dynamic Multipath Optimization (DMPO)

This section provides an in-depth overview of Dynamic Multipath Optimization (DMPQO) as used
by the VMware SD-WAN service.

Overview

VMware SD-WAN™ js a solution that lets enterprise and service providers use multiple WAN
transports at the same time. This way, they can increase bandwidth and ensure application
performance. The solution works for both on-premise and cloud applications (SaaS/laaS). It uses
a Cloud-Delivered architecture that builds an overlay network with multiple tunnels. It monitors
and adapts to the changes in the WAN transports in real time. Dynamic Multipath Optimization
(DMPO) is a technology that VMware SD-WAN has developed to make the overlay network more
resilient. It considers the real time performance of the WAN links. This document explains the key
features and benefits of DMPO.
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The following diagram depicts a typical SD-WAN deployment with Multi Cloud Non SDWAN
Destinations.

Key Functionalities

DMPO is a technology that VMware SD-WAN uses for data traffic processing and forwarding.
It works between the VMware SD-WAN Edge and VMware SD-WAN Gateway devices. These
devices are the DMPO endpoints.

m  For enterprise locations (Branch to Branch or Branch to Hub), the Edges create DMPO
tunnels with each other.

m  For cloud applications, each Edge creates DMPO tunnels with one or more Gateways.

DMPO has three key features that are discussed below.

Continuous Monitoring

Automated Bandwidth Discovery: Once the WAN link is detected by the VMware SD-WAN
Edge, it first establishes DMPO tunnels with one or more VMware SD-WAN Gateways and runs
bandwidth test with the closest Gateway. The bandwidth test is performed by sending short
bursts of bi-directional traffic and measuring the received rate at each end. Since the Gateway is
deployed at the Internet PoPs, it can also identify the real public IP address of the WAN link in
case the Edge interface is behind a NAT or PAT device. A similar process applies for a private
link. For the Edges acting as the Hub or headend, the WAN bandwidth is statically defined.
However, when the branch Edge establishes a DMPO tunnel with the Hub Edges, they follow the
same bandwidth test procedures similar to how it is done between an Edge and a Gateway on
the public link.

Continuous Path Monitoring: Dynamic Multipath Optimization (DMPO) performs continuous, uni-
directional measurements of performance metrics - loss, latency and jitter of every packet,

on every tunnel between any two DMPO endpoints, Edge or Gateway. VMware SD-WAN'’s
per-packet steering allows independent decisions in both uplink and downlink directions without
introducing any asymmetric routing. DMPO uses both passive and active monitoring approaches.
While there is user-traffic, DMPO tunnel header contains additional performance metrics,
including sequence number and timestamp. This enables the DMPO endpoints to identify lost
and out-of-order packets, and calculate jitter and latency in each direction. The DMPO endpoints
communicate the performance metrics of the path between each other every 100 ms.

While there is no user traffic, an active probe is sent every 100 ms and, after 5 minutes of
no high priority user-traffic, the probe frequency is reduced to 500 ms. This comprehensive
measurement enables the DMPO to react very quickly to the change in the underlying WAN
condition, resulting in the ability to deliver sub-second protection against sudden drops in
bandwidth capacity and outages in the WAN.

MPLS Class of Service (CoS): For a private link that has CoS agreement, DMPO can be
configured to take CoS into account for both monitoring and application steering decisions.
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Dynamic Application Steering

Application-aware Per-packet Steering: Dynamic Multipath Optimization (DMPO) identifies traffic
using layer 2 to 7 attributes, e.g., VLAN, IP address, protocol, and applications. VMware SD-
WAN performs application-aware per-packet steering based on business policy configuration
and real-time link conditions. The business policy contains out of the box Smart Defaults that
specifies the default steering behavior and priority of more than 2500 applications: Customers
can immediately use dynamic packet steering and application-aware prioritization without having
to define any policy.

Throughout its lifetime, any traffic flow is steered onto one or more DMPO tunnels, in the middle
of the communication, with no impact to the flow. A link that is completely down is referred

to as having an outage condition. A link that is unable to deliver SLA for a given application is
referred to as having a brownout condition. VMware SD-WAN offers sub-second outage and
sudden drops in bandwidth capacity protection. With the continuous monitoring of all the WAN
links, DMPO detects sudden loss of SLA or outage condition within 300-500 ms and immediately
steers traffic flow to protect the application performance, while ensuring no impact to the active
flow and user experience. There is one minute hold time from the time that the brownout

or outage condition on the link is cleared before DMPO steers the traffic flow back onto the
preferred link if specified in the business policy.

Intelligent learning enables application steering based on the first packet of the application by
caching classification results. This is necessary for application-based redirection, e.g., redirect
Netflix onto the branch Internet link, bypassing the DMPO tunnel, while backhauling Office 365 to
the enterprise regional hub or data center.

Example: Smart Defaults specifies that Microsoft Skype for Business is High Priority and is Real-
Time application. Assuming there are 2 links with latency of 50 ms and 60ms respectively.
Assume all other SLAs are equal or met. DMPO will chose the link the better latency, i.e. link with
50ms latency. If the current link to which the Skype for Business traffic is steered experiences
high latency of 200 ms, within less than a second the packets for the Skype for Business flow is
steered on to another link which has better latency of 60 ms.

Bandwidth Aggregation for Single Flow: For the type of applications that can benefit from more
bandwidth, e.g. file transfer, DMPO performs per-packet load balancing, utilizing all available links
to deliver all packets of a single flow to the destination. DMPO takes into account the real time
WAN performance and decides which paths should be use for sending the packets of the flow.

It also performs resequencing at the receiving end to ensure there is no out-of-order packets
introduced as a result of per-packet load balancing.

Example: Two 50 Mbps links deliver 100Mbps of aggregated capacity for a single traffic flow.
QoS is applied at both the aggregate and individual link level.
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On-demand Remediation

Error and Jitter Correction: In a scenario where it may not be possible to steer the traffic flow
onto the better link, e.g., single link deployment, or multiple links having issues at the same time,
Dynamic Multipath Optimization (DMPO) can enable error corrections for the duration the WAN
links have issues. The type of error corrections used depends on the type of applications and the
type of errors.

Real-time applications such as voice and video flows can benefit from Forward Error Correction
(FEC) when there is packet loss. DMPO automatically enables FEC on single or multiple links.
When there are multiple links, DMPO will select up to two of the best links at any given time for
FEC. Duplicated packets are discarded and out-of-order packets are re-ordered at the receiving
end before delivering to the final destination.

DMPO enables jitter buffer for the real-time applications when the WAN links experience jitter.
TCP applications such as file transfer benefit from Negative Acknowledgement (NACK). Upon the
detection of a missing packet, the receiving DMPO endpoint informs the sending DMPO endpoint
to retransmit the missing packet. Doing so protects the end applications from detecting packet
loss and, as a result, maximizes TCP window and delivers high TCP throughput even during lossy
condition.

When the packet loss surpasses a specific threshold, it prompts the initiation of Adaptive
Forward Error Correction (FEC) through packet duplication. The error-correction applied is
based on the traffic class:

m  Transactional/Bulk traffic: In this case, we apply a NACK based retransmit algorithm, which
is done at the VCMP protocol level where we attempt to correct the error condition before
handing over the packet to the application.

m  Realtime traffic: In this case, we apply adaptive FEC to replicate packets (activate/deactivate
upon loss SLA violation) and/or jitter buffer correction (upon jitter SLA violation - this one can
only be activated and will persist for the life of the flow).

The link SLA (loss, latency, jitter) is continually being monitored and measured on a periodic
basis and FEC (packet duplication) will be activated upon threshold violation for real-time traffic
(different values for voice vs. video applications).

In a single WAN link scenario, duplicate packets are transmitted on the same link adjacent to
one another. Since packet drops due to congestion are random, it is statistically unlikely that two
adjacent packets will be dropped, greatly increasing the likelihood that one of the packets will
make it through to the destination. The replicated packets are sent on separate links in the case
of two or more WAN links.

Adaptive FEC is triggered on a per-flow basis in real-time based on measured packet loss
thresholds, and disabled in real-time once packet loss no longer exceeds the activation
threshold. This ensures that available bandwidth is used as efficiently as possible, unnecessary
packet duplication is avoided, and resource overhead is reduced. Another significant benefit of
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VMware’s Adaptive FEC approach is that the effect of packet loss in the transport network on
end-user devices is minimized or eliminated.When end-user devices do not see packet drops,
they avoid retransmissions and TCP congestion avoidance mechanisms like slow start, which can
negatively impact overall throughput, application performance, and end-user experience.

DMPO Real World Results

Scenario 1: Branch-to-branch VolIP call on a single link. The results in the below figure
demonstrate the benefits of on-demand remediation using FEC and jitter remediation on a single
Internet link with traditional WAN and VMware SD-WAN. A mean opinion score (MOS) of less
than 3.5 is unacceptable quality for a voice or video call.
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Scenario 2: TCP Performance with and without VMware SD-WAN for Single and Multiple Links.
These results show how NACK enables per-packet load balancing.
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Scenario 3: Hybrid WAN scenario with an outage on the MPLS link and both jitter and loss on the
Internet (Comcast) link. These results show how DMPO protects applications from sub-second
outages by steering them to Internet links and enabling on-demand remediation on the Internet

link.
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Business Policy Framework and Smart Defaults

The business policy lets the IT administrator control QoS, steering, and services for the
application traffic. Smart Defaults provides a ready-made business policy that supports over
2500 applications. DMPO makes steering decisions based on the type of application, real time
link condition (congestion, latency, jitter, and packet loss), and the business policy. Here is an
example of a business policy.
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Each application has a category. Each category has a default action, which is a combination of
Business Priority, Network Service, Link Steering, and Service Class. You can also define custom
applications.

Add Rule X
Rule Name * New Rule
IP Version * O pva O IPve @ IPv4 and IPvE

Match Action

Source Any b
Destination Any ¥
Application Define 5
Application Category Application
Business Collaboration Microsoft Skype for Business (formerly Microsoft Lync Online

Real ime Audio/Video
DscCP Authentication

Business Application

Business Collaboration
CANCEL CREATE
Email
File Sharing
-
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Add Rule X
Rule Name * New Rule
IP Version * O pvda O IPve @ IPv4 and IPvE

Match Action

Priority © High (O Normal () Low

Enable Rate Limit

Network Service MultiPath ¥
Link Steering Auto ¥

Inner Packet DSCP Tag

Outer Packet DSCP Tag 0 - CSO/DF
Enable NAT )
Service Class @ + Realtime Transactional Bulk

CANCEL CREATE

Each application has a Service Class: Real Time, Transactional, or Bulk. The Service Class
determines how DMPO handles the application traffic. You cannot change the Service Class for
the default applications, but you can specify it for your own custom applications.

Each application also has a Business Priority: High, Normal, or Low. The Business Priority
determines how DMPO prioritizes and applies QoS to the application traffic. You can change
the Business Priority for any application.
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High Normal Low High Normal
Co2 Co?2
a) _ Business Audiofvideo o) 15
Real Time Real Time
[ﬂ] rasiructire, IM App, Web, [[I[I
5 — ) ; : 2 . Proxies, Games, § =

T i Media, Social x
unneling Transactional

=

Transactional

=

Email File Sharing
Bulk Bulk
Default application/category and Default weight and
traffic class mapping traffic class mapping

There There are three types of Network Services: Direct, MultiPath, and Internet Backhaul. By
default, an application is assigned one of the default Network Services, which can be modified by
the customers.

m Direct: This action is typically used for non-critical, trusted Internet applications that should
be sent directly, bypassing DMPO tunnel. An example is Netflix. Netflix is considered a non-
business, high-bandwidth application and should not be sent over the DMPO tunnels. The
traffic sent directly can be load balanced at the flow level. By default, all the low priority
applications are given the Direct action for Network Service.

= MultiPath: This action is typically given for important applications. By inserting the Multipath
service, the Internet-based traffic is sent to the VMware SD-WAN Gateway. The table below
shows the default link steering and on-demand remediation technique for a given Service
Class. By default, high and normal priority applications are given the Multipath action for
Network Service.

m Internet Backhaul: This action redirects the Internet applications to an enterprise location
that may or may not have the VMware SD-WAN Edge. The typical use case is to force
important Internet applications through a site that has security devices such as firewall, IPS,
and content filtering before the traffic is allowed to exit to the Internet.

Link Steering Abstraction With Transport Group

Across different branch and hub locations, there may be different models of the VMware
SD-WAN Edge with different WAN interfaces and carriers. In order to enforce the centralized
link steering policy using Profile, it is important that the interfaces and carries are abstracted.
Transport Group provides the abstraction of the actual interfaces of the devices and carriers
used at various locations. The business policy at the Profile level can be applied to the Transport
Group instead, while the business policy at the individual Edge level can be applied to Transport
Group, WAN Link (carrier), and Interfaces.
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Link Steering by Transport Group

Different locations may have different WAN transports, e.g. WAN carrier name, WAN interface
name, DMPO uses the concept of transport group to abstract the underlying WAN carriers or
interfaces from the business policy configuration. The business policy configuration can specify
the transport group (public wired, public wireless, private wired, etc.) in the steering policy so
that the same business policy configuration can be applied across different device types or
locations, which may have completely different WAN carriers and WAN interfaces, etc. When the
DMPO performs the WAN link discovery, it also assigns the transport group to the WAN link. This
is the most desirable option for specifying the links in the business policy because it eliminates
the need for IT administrators to know the physical connectivity or WAN carrier.

Link Steering Auto v
Inner Packet DSCP Tag Auto
Transport Group >
Public Wired
Outer Packet DSCP Tag Interface
Public Wireless
WAN Link
Private Wired
Enable NAT @

Link Steering by Interface

The link steering policy can be applied to the interface, e.g. GE2, GE3, which will be different
depending on the Edge model and the location. This is the least desirable option to use in the
business policy because IT administrators have to be fully aware of how the Edge is connected to
be able to specify which interface to use.

Link Steering Interface v

Select Interface * GE4

GE4

VLAN © CELL1

Link Steering and On-demand Remediation

There are four possible options for Link Steering — Auto, Preferred, Mandatory, and Available.
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[ Private Wired

© Mandatory = Pin an application to a path even

I T when the link fails (for example, PCI)
") Available
| Favate Wited « Prefer an application on a path, but
o' r:a”dat‘;” steer it away if it can’t meet the SLA
referre
e (for example, VolP)
Private Wired « Prefer an application on a path,
) Mafjdatow but steer it away if the link fails
Lipo by (for example, web browsing)
© Available

Link Selection: Mandatory- Pin the traffic to the link or the transport group. The traffic is never
steered away regardless of the condition of the link including outage. On-demand remediation is
triggered to mitigate brownout condition such as packet loss and jitter.

Example: Netflix is a low priority application and is required to stay on the public wired links at all
times.

Link Selection: Preferred- Select the link to be marked as "preferred". Depending on the type of
WAN links available on the Edge, there are three possible scenarios:

Where the preferred Internet link has multiple public WAN link alternatives: Application
traffic stays on the preferred link as long as it meets SLA for that application, and steers to
other public links once the preferred link cannot deliver the SLA needed by the application.
In the situation that there is no link to steer to, meaning all public links fail to deliver the

SLA needed by the application, on-demand remediation is enabled. Alternatively, instead of
steering the application away as soon as the current link cannot deliver the SLA needed by
the application, DMPO can enable the on-demand remediation until the degradation is too
severe to be remediated, then DMPO will steer the application to the better link.

= Example: Prefer the video collaboration application on the Internet link until it fails to
deliver the SLA needed by video, then steer to a public link that meets this application's
SLA.

Where the preferred Internet link has multiple public WAN link and private WAN link
alternatives: Application traffic stays on the preferred link as long as it meets SLA for that
application, and steers to another public link once the preferred link cannot deliver the SLA
needed by the application. The preferred link will NOT steer to a private link in the event of
an SLA failure, and would only steer to that private link in the event both the preferred link
and another public link were both either unstable or down completely. In the situation that
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there is no link to steer to, meaning another public links failed to deliver the SLA needed

by the application, on-demand remediation is enabled. Alternatively, instead of steering

the application away as soon as the current link cannot deliver the SLA needed by the
application, DMPO can enable the on-demand remediation until the degradation is too severe
to be remediated, then DMPO will steer the application to a better link.

m  Example A: Prefer the video collaboration application on the Internet link until it fails to
deliver the SLA needed by video, then steer to a public link that meets this application's
SLA.

= Example B: Prefer the video collaboration application on the Internet link until it goes
unstable or drops completely, other public links are also unstable or have also dropped
completely, then steer to an available private link.

= Where the preferred Internet link has only private WAN link alternatives: Application traffic
stays on the preferred link regardless of the SLA status for that application, and will not
steer to another private links even if the preferred link cannot deliver the SLA needed by
the application. In place of steering to the private links on an SLA failure for that application,
on-demand remediation is enabled. The preferred link would steer to the private link(s) would
only steer to another private link(s) in the event that the preferred link was either unstable or
down completely.

m  Example: Prefer the video collaboration application on the Internet link until the link goes
unstable or drops completely, and then steer to an available private link.

Note The default manner in which a private link is treated with reference to a preferred link (in
other words, that a preferred link will only steer to a private link if the preferred link is unstable or
offline) is configurable through a setting on the Orchestrator Ul.

Link Selection: Available- This option picks the available link as long as it is up. DMPO enables
on-demand remediation if the link fails to meet the SLA. DMPO will not steer the application flows
to another link unless the link is down.

Example: Web traffic is backhauled over the Internet link to the hub site using the Internet link as
long as it is active, regardless of SLA.

Link Selection: Auto- This is the default option for all applications. DMPO automatically picks the
best links based on the type of application and enables on-demand remediation when needed.
There are four possible combinations of Link steering and On-demand Remediation for Internet
applications. Traffic within the enterprise (VPN) always goes through the DMPO tunnels, so it
always gets the benefits of on-demand remediation.
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SERVICE CLASS

DESTINATION: INTERNET

Network Service:
Multipath

Link Steering: Auto

Network Service:
Direct

Link Steering: Auto

Real Time

Link selection
behavior

Per-Packet Steering

Flow-Based Load
Balancing

On-demand
remediation

FEC and Jitter Buffer

Transactional

Link selection

Per-Packet Load

Flow-Based Load

behavior Balancing Balancing
On-demand NACK -
remediation

Bulk Link selection Per-Packet Load Flow-Based Load
behavior Balancing Balancing
On-demand NACK -
remediation

The below examples explain the default DMPO behavior for different type of applications and link
conditions. Please see the appendix section for the default SLA for different application types.

Example: Real-Time applications.

1

Scenario: There is one link that meets the SLA for the application.

Expected DMPO behavior: It picks the best available link.

Scenario: There is one link with packet loss above the SLA for the application.
Expected DMPO behavior: It enables FEC for the real-time applications on this link.
Scenario: There are two links with loss on only one link.

Expected DMPO behavior: It enables FEC on both links.

Scenario: There are multiple links with loss on multiple links.

Expected DMPO behavior: It enables FEC on the two best links.

Scenario: There are two links but one link is unstable, i.e. it misses three consecutive
heartbeats.

Expected DMPO behavior: It marks the link as unusable and steers the flow to the next best
available link.

Scenario: There are two links with both jitter and loss.
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Expected DMPO behavior: It enables FEC and jitter buffer on both links. Jitter buffer is
enabled when jitter is more than 7 ms for voice and more than 5 ms for video. The sending
DMPO endpoint tells the receiving DMPO endpoint to enable jitter buffer. The receiving
DMPO endpoint buffers up to 10 packets or 200 ms of traffic, whichever is first. It uses the
original timestamp in the DMPO header to calculate the flow rate for de-jitter buffer. If the
flow is not constant, it disables jitter buffering.

Example: Transactional and bulk applications.Enables NACK if packet loss exceeds the threshold
that is acceptable per application type (see the appendix for this value).

Secure Traffic Transmission

DMPO encrypts both the payload and the tunnel header with IPsec transport mode end-to-end
for private or internal traffic. The payload contains the user traffic. DMPO supports AES128 and
AES256 for encryption. It uses the PKI and IKEv2 protocols for IPsec key management and
authentication.

Protocols and Ports Used

DMPO uses the following ports:

m  UDP/2426 - UDP/2426: This port is for overlay tunnel management and information
exchange between the two DMPO endpoints (Edges and Gateways). It is also for data traffic
that is already secured or not important, such as SFDC traffic from branch to the cloud
between Edge and Gateway. SFDC traffic is encrypted with TLS.

m  UDP/500 and UDP/4500 - These ports are for IKEv2 negotiation and for IPSec NAT
transparency.

m IP/50 - This protocol is for IPSec over native IP protocol 50 (ESP) when there is no NAT
between the two DMPO endpoints.

Appendix: QoE threshold and Application SLA

DMPO uses the SLA threshold below for different types of applications. It will immediately take
action to steer the affected application flows or perform on-demand remediation when the
WAN link condition exceeds one or more thresholds. Packet loss is calculated by dividing the
number of lost packets by the total packets in the last 1-minute interval. The DMPO endpoints
communicate the number of lost packets every second. The QoE report also reflects this
threshold.

DMPO will also take action immediately when it loses communications (no user data or probes)
within 300 ms.
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Latency

One Way Delay in the Transmit Direction

Traffic Type Yellow
Realtime (small packets — voice) <65ms
Realtime (large packets — video) <65ms
Transactional <80ms
Jitter

RFC 3550 Formula

Traffic Type Yellow
Realtime (small packets — voice) <30ms
Realtime (large packets — video) <15ms
Transactional Not applicable

Packet Loss
Every second the Rx side reports the number of lost packets to the Tx side.
The Tx side keeps a sliding window of the last 60 samples.

Traffic Type Yellow
Realtime (small packets — voice) <1.0%
Realtime (large packets — video) <0.1%
Transactional <3.0%

Note Beginning in Release 5.2.0, users have the capability to modify the threshold values for
latency for video, voice, and transactional traffic types through a Customizable QoE feature. This
means that customers can include high latency links as part of the selection process and the
Orchestrator applies the new values to the QoE monitoring page.

Solution Components

This section describes VMware solution components.

VMware SD-WAN Edge

A thin “Edge” that is zero IT touch provisioned from the cloud for secured, optimized connectivity
to your apps and virtualized services. The SD-WAN Edges are zero-touch, enterprise-class
devices or virtual software that provide secure and optimized connectivity to private, public and
hybrid applications; compute; and virtualized services. SD-WAN Edges perform deep application
recognition, application and per-packet steering, on-demand remediation performance metrics
and end-to-end quality of service (QoS) in addition to hosting Virtual Network Function (VNF)
services. An Edge pair can be deployed to provide High Availability (HA). Edges can be deployed
in branches, large sites and data centers. All other network infrastructure is provided on-demand
in the cloud.
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VMware SD-WAN Orchestrator

The VMware SD-WAN Orchestrator provides centralized enterprise-wide configuration and real-
time monitoring, as well as orchestrates the data flow into and through the SD-WAN overlay
network. Additionally, it provides the one-click provisioning of virtual services across Edges, in
centralized and regional enterprise service hubs and in the cloud.

VMware SD-WAN Gateways

VMware SD-WAN network consists of gateways deployed at top tier network points-of-presence
and cloud data centers around the world, providing SD-WAN services to the doorstep of Saas,
laaS and cloud network services, as well as access to private backbones. Multi-tenant, virtual
Gateways are deployed both by VMware SD-WAN transit and cloud service provider partners.
The gateways provide the advantage of an on-demand, scalable and redundant cloud network
for optimized paths to cloud destinations as well as zero-installation applications.

For more information about the VMware SD-WAN Gateways functionality and resiliency, see
https://knowledge.broadcom.com/external/article?legacyld=71374.

SD-WAN Edge Performance and Scale Data

This section covers the performance and scale architecture of the VMware SD-WAN Edge. It
provides recommendations based on tests conducted on the various Edges configured with
specific service combinations. It also explains performance and scale data points and how to use
them.

Introduction

The tests represent common deployment scenarios to provide recommendations that apply to
most deployments. The test data herein are not all-inclusive metrics, nor are they performance or
scale limits. There are implementations where the observed performance exceeds the test results
and others where specific services, extremely small packet sizes, or other factors can reduce
performance below the test results.

Customers are welcome to perform independent tests, and results could vary. However,
recommendations based on our test results are adequate for most deployments.

VMware SD-WAN Edge

VMware SD-WAN Edges are zero-touch, enterprise-class appliances that provide secure
optimized connectivity to private, public, and hybrid applications as well as compute and
virtualized services. VMware SD-WAN Edges perform deep application recognition of traffic
flows, performance metrics measurements of underlay transport and apply end-to-end quality
of service by applying packet-based link steering and on-demand application remediation, in
addition to supporting other virtualized network services.
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Throughput Performance Test Topologies

Figure 3-1. FIGURE 1: Throughput performance test topology for devices 1 Gbps or lower
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Figure 3-2. FIGURE 2: Throughput performance test topology for devices above 1 Gbps
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Test Methodology

This subsection details the performance and scale test methodology used to derive the results.

Performance Test Methodology

The testing methodology for Edges uses the industry benchmarking standard RFC 2544 as a
framework to execute throughput performance testing. There are specific changes to the type of
traffic used and configurations set during testing, described below:

1

Performance is measured using a fully operational SD-WAN network overlay (DMPO tunnels)
test topology in order to exercise the SD-WAN features and obtain results that can be

used to appropriately size WAN networks. Testing is conducted using stateful traffic that
establishes multiple flows (connections) and are a mix of well-known applications. The
number of flows depends on the platform model being tested. Platforms are divided by
expected aggregate performance of under 1 Gbps and over 1 Gbps models. Typically,
hundreds of flows are needed to fully exercise and determine max throughput of platforms
expected to perform under 1 Gbps, and thousands of flows are used to exercise platforms of
over 1 Gbps.

The traffic profiles simulate two network traffic conditions:

m  Large Packet, a 1300-byte condition.

= IMIX, a mix of packet sizes that average to a 417-byte condition.

These traffic profiles are used separately to measure maximum throughput per profile.

Performance results are recorded at a packet drop rate (PDR) of 0.01%. The PDR mark
provides a more realistic performance result which accounts for normal packet drop that may
occur within the SD-WAN packet pipeline in the device. A PDR of 0.01% does not impact
application experience even in single link deployment scenarios.

m  The device under test is configured with the following DMPO features; IPsec encrypted
using AES-128 and SHAT1 for hashing, Application Recognition, link SLA measurements,
per-packet forwarding. Business Policy is configured to match all traffic as bulk/low
priority to prevent DMPO NACK or FEC from executing and incorrectly altering the traffic
generator’s packet count tracking.

Test Results

VMware SD-WAN Edge Performance and Scale Results

Performance metrics are based on the Test Methodology detailed above.

Switched Port Performance: VMware SD-WAN Edges are designed to be deployed as gateway
routers between the LAN and the WAN. However, the Edges also provide the flexibility of
meeting a variety of other deployment topologies. For example, SD-WAN Edges can have

their interfaces configured to operate as switched ports—allowing the switching of LAN traffic
between various LAN interfaces without the need for an external device.
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An Edge with its interfaces configured as switched ports is ideal for small office deployments
where high throughput is not required, as the additional layer of complexity required to handle
traffic switching reduces the overall performance of the system. For most deployments, VMware

recommends using all routed interfaces.

Note

m  The Edge device's Maximum Throughput is the sum of throughput across all interfaces of the

Edge under test.

m  Overall traffic is the “aggregate” of all traffic flows going to and from an Edge device.

Table 3-5. Physical Edge Appliances

VMware SD-WAN Edge

Maximum Throughput Large Packet (1300-byte)
Routed Mode All Ports

Switched Mode All Ports

Maximum Throughput Internet Traffic (IMIX)
Routed Mode All Ports

Routed Mode All Ports with Edge Network Intelligence
activated.

Routed Mode All Ports with IPS and Stateful Firewall
activated.

Switched Mode All Ports

Other Scale Vectors

Maximum Tunnel Scale

Flows Per Second

Maximum Concurrent Flows
Maximum Number of Routes
Maximum Number of Segments

Maximum Number of NAT Entries

Table 3-6.

VMware SD-WAN Edge

Maximum Throughput Large Packet (1300-byte)

Routed Mode All Ports

VMware by Broadcom

510, 510N

350 Mbps

200 Mbps

200 Mbps

200 Mbps

140 Mbps

80 Mbps

50

2,400

240K

100K

128

80K

640, 640C,
640N

3 Gbps

510-LTE

350 Mbps

200 Mbps

200 Mbps

200 Mbps

140 Mbps

80 Mbps

50

2,400

240K

100K

128

80K

680, 680C,
680N

6 Gbps

520

350 Mbps

200 Mbps

200 Mbps

200 Mbps

140 Mbps

80 Mbps

50

2,400

240K

100K

128

80K

840

4 Gbps

520V

350 Mbps

200 Mbps

200 Mbps

200 Mbps

140 Mbps

80 Mbps

50

2,400

240K

100K

128

80K

2000

10 Gbps

540

1 Gbps

650 Mbps

500 Mbps

400 Mbps

350 Mbps

200 Mbps

100

4,800

480K

100K

128

150K

3400,
3400C

7 Gbps
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Table 3-6. (continued)

VMware SD-WAN Edge

Switched Mode All Ports
Maximum Throughput Internet Traffic (IMIX)
Routed Mode All Ports

Routed Mode All Ports with Edge Network Intelligence
activated.

Routed Mode All Ports with IPS and Stateful Firewall
activated.

Switched Mode All Ports

Other Scale Vectors

Maximum Tunnel Scale

Flows Per Second

Maximum Concurrent Flows
Maximum Number of Routes
Maximum Number of Segments

Maximum Number of NAT Entries

Note

640, 640C,
640N

1 Gbps

1 Gbps

800 Mbps

700 Mbps

350 Mbps

400

19,200

1.9M

100K

128

650K

680, 680C,
680N

1 Gbps

2 Gbps

1.6 Gbps

1.5 Mbps

350 Mbps

800

19,200

1.9M

100K

128

650K

840

1 Gbps

1.5 Gbps

1.2 Gbps

1 Gbps

350 Mbps

400

19,200

1.9M

100K

128

650K

2000

1.2 Gbps

5 Gbps

4 Gbps

3.5 Gbps

350 Mbps

6,000

38,400

3.8M

100K

128

960K

m Large Packet performance is based on a large packet (1300-byte) payload with AES-128

encryption and DPI turned on.

m Internet Traffic (IMIX) performance is based on an average packet size of 417-byte payload

with AES-128 encryption and DPI turned on.

m  Edge Network Intelligence peformance numbers were measured with a 400-byte payload.

m IPS and Stateful Firewall performance numbers were measured using a payload with an
average packet size of 417-bytes and AES-128 encryption and Deep Packet Inspection (DPI)

turned on.
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3400,
3400C

1.2 Gbps

2.5 Gbps

2 Gbps

1.7 Gbps

900 Mbps

4,000

38,400

1.9M

100K

128

960K
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Important Maximum Tunnel Scale is understood as the total number of tunnels an Edge model
can establish at one time with all other sites. However, the maximum number of tunnels an Edge
can establish with another Edge or Gateway is 16, regardless of Edge model or type. Each public
WAN link an Edge uses establishes a tunnel with each WAN link the peer Edge or Gateway has.

For example: Edge 1 with public WAN links A, B, C, and D connects to Edge 2 with public WAN
links E, F, G, and H. Edge 1's WAN link A establishes a tunnel with each of Edge 2's WAN links
E, F, G, and H for a total of 4 tunnels for WAN link A to Edge 2. And this follows for Edge 1's
other WAN links B, C, and D. Each establishes tunnels with Edge 2's four public WAN links and
so four WAN links with 4 tunnels each results in Edge 1 having 16 total tunnels to Edge 2. In this
example, no additional tunnels can be established between the two Edges if an additional WAN
link is added to either Edge as the maximum has been reached.

Tip Multiple SD-WAN Edges can be deployed in a cluster for multi-gigabit performance.

Table 3-7. Edge Maximum Throughput When a Firewall VNF is Actively Service Chained:

Edge Model 520V 620, 620C, 640, 640C, 680, 680C, 840 3400, 3
620N 640N 680N
Max. Throughput with FW
100 Mbps 300 Mbps 600 Mbps 1Gbps 1Gbps 2 Gb
VNF (1300-byte)
Table 3-8. Enhanced High-Availability (HA) Link Performance

Edge Model 510, 510N 510-LTE 520, 520v 610, 610C, 610N 610-L
Maximum Throughput (IMIX)

) 200 Mbps 200 Mbps 100 Mbps 200 Mbps 200 M
Across Enhanced HA Link
Edge Model 640, 640C, 640N 680, 680C, 680N 840 2000 3400, 3400C
Maximum Throughput (IMIX)

800 Mbps 800 Mbps 800 Mbps 800 Mbps 800 Mbps

Across Enhanced HA Link

Platform Independent Edge Scale Numbers

The Edge Scale numbers listed in the following table are platform independent and are valid for
all Edge models, both hardware and virtual.

Note The listed maximum value for each feature represents the supported limits that have been
tested and verified by VMware. In some cases, customers may exceed values higher than that

is listed in the table. If a customer exceeds the published maximum value, the environment may
work, but VMware cannot guarantee that it would.
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Feature

Maximum

Maximum

Maximum

Maximum

Maximum

Maximum

Maximum

Maximum

Maximum

Maximum

Maximum

Maximum

number of Port Forwarding rules on a single segment

number of Port Forwarding rules across 16 segments

number of Port Forwarding rules across 128 segments

number of Outbound Firewall Rules on a single segment

number of Outbound Firewall Rules across 16 segments

number of Outbound Firewall Rules across 128 segments

number of 1:1 NAT rules on a single segment

number of 1:1 NAT rules across 16 segments

number of 1:1 NAT rules across 128 segments

number of LAN side NAT rules on a single segment

number of LAN side NAT rules across 16 segments

number of LAN side NAT rules across 128 segments

IPv4

128

128

128

2040

2040

2040

128

128

128

256

256

256

Maximum number of Object Groups (1000 business policies, each business policy assigned to 1000
one object group, each object group supports 255 address groups)

Virtual Edge

Table 3-9. Private Cloud (Hypervisors)

Edge Device

Maximum Throughput

Number
Tunnels

ESXi Virtual
Edge (2-core,

VMXNET3)

KVM Virtual Edge
(2-core,
Bridge)

KVM Virtual Edge
(2-core, SR-IOV)

2 Gbps (1300-byte)
800 Mbps (IMIX)

500 Mbps (1300-byte)
200 Mbps (IMIX)

Linux

1.25 Gbps (1300-byte)
600 Mbps (IMIX)

ESXi Virtual
Edge (4-core,

VMXNET3)

2 Gbps (1300-byte)
1.5 Gbps (IMIX)

Maximum

ESXi Virtual Edge
(4-core, SR-IOV)
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2 Gbps (1300-byte)
1.5 Gbps (IMIX)

400

Flows Per

of Second

2400

2400

2400

19200

19200

Supported Number

IPv6

128

128

128

2040

2040

2040

128

128

128

1000

Maximum Maximun
Concurrent Flows Number
Routes
240K 35
240K 35
240K 35
1.9M 35
1.9M 35
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Table 3-9. Private Cloud (Hypervisors) (continued)

Edge Device

KVM Virtual Edge
(4-core, Linux
Bridge)

KVM Virtual Edge
(4-core, SR-IOV)

ESXi Virtual
Edge (8-core,
VMXNET3)

ESXi Virtual Edge

(8-core, SR-IOV)

KVM Virtual Edge
(8-core, SR-IOV

Maximum Throughput

1 Gbps (1300-byte)
350 Mbps (IMIX)

2 Gbps (1300-byte)
1 Gbps (IMIX)

5 Gbps (1300-byte)
2.5 Gbps (IMIX)

Version 3.4 or
older:
5 Gbps (1300-byte)
2.5 Gbps (IMIX)

Version 3.4 or
older:
3.5 Gbps (1300-
byte)
1 Gbps (IMIX)

Minimum Memory (DRAM)

Minimum Storage

Supported Hypervisors

Supported Public Cloud

Support Network 1/O

Recommended Host Settings

Maximum Flows Per
Number of Second
Tunnels
400 4800
400 19200
800 38400
Version 4.0 or
newer:
800 38400
9 Gbps (1300-byte)
4 Gbps (IMIX)
Version 4.0 or
newer:
800 38400
9 Gbps (1300-byte)
3 Gbps (IMIX)
2 vCPU 4vCPU 8vCPU 10vCPU
8 GB 16 GB 32GB 32 GB
8 GB 8 GB 16 GB 16 GB

Software Version 3.4 or older:

m  ESXi 6.0, 6.5U1, 6.7U1

m  KVM Ubuntu 14.04 LTS or 16.04
Software version 4.0 and above:

m  ESXi6.5U1,6.7U1, 7.0

m  KVM Ubuntu 16.04 and 18.04

AWS, Azure, GCP, and Alibaba

SR-I0V, VirtlO, VMXNET3

CPUs at 2.0 GHz or higher

CPU Instruction set:

| AES-NI

B AVX2 or AVX512

B SSE3, SSE4, and RDTSC instruction sets
Hyper-threading deactivated

Maximum
Concurrent Flows

480K

1.9M

1.9M

1.9M

1.9M

Note Performance metrics are based on a system using an Intel® Xeon® CPU E5-2683 v4 at

2.10 GHz.
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Public Cloud

Table 3-10. Amazon Web Services (AWS)

AWS Instance Type

Maximum Throughput

Maximum Tunnels

Flows Per Second

Maximum Concurrent Flows

Maximum Number of Routes

Maximum Number of Segments

c5.large

100 Mbps (1300-byte)
50 Mbps (IMIX)

50

1,200

125,000

35,000

128

c5.xlarge

200 Mbps (1300-byte)
100 Mbps (IMIX)

400

2,400

250,000

35,000

128

c5.2xlarge

1.5 Gpbs (1300-byte)
450 Mbps (IMIX)

800

4,800

550,000

35,000

128

Note c¢b5.2xlarge and c5.4xlarge performance and scale numbers are based on AWS Enhanced
Networking (ENA SR-IOV drivers) being ‘activated’.

Table 3-11. Microsoft Azure
Azure VM Series

Maximum Throughput

Maximum Tunnels

Flows Per Second

Maximum Concurrent Flows

Maximum Number of Routes

Maximum Number of Segments

D2d v4

100 Mbps (1300-byte)
50 Mbps (IMIX)

50

1,200

125,000

35,000

128

D4d v4

200 Mbps (1300-byte)
100 Mbps (IMIX)

400

2,400

250,000

35,000

128

D8d v4

1 Gbps (1300-byte)
450 Mbps (IMIX)

800

4,800

550,000

35,000

128

Note Azure Accelerated Networking is supported with a limited availability. Please contact your

sales representative for details.

Table 3-12. Google Cloud Platform

GCP Instance Type

Maximum Throughput

Maximum Tunnels

Flows Per Second

Maximum Concurrent Flows

VMware by Broadcom

n2-highcpu-4

850 Mbps (1300-byte)
500 Mbps (IMIX)

50

1,200

125,000

n2-highcpu-8

4.5 Gbps (1300-byte)
1.6 Gbps (IMIX)

400

2,400

250,000

n2-highcpu-16

6.5 Gbps (1300-byte)
1.9 Gbps (IMIX)

800

4,800

550,000

51



VMware SD-WAN Administration Guide

Table 3-12. Google Cloud Platform (continued)

GCP Instance Type n2-highcpu-4 n2-highcpu-8 n2-highcpu-16
Maximum Number of Routes 35,000 35,000 35,000
Maximum Number of Segments 128 128 128

Use of DPDK on VMware SD-WAN Edges

To improve packet throughput performance, VMware SD-WAN Edges take advantage of Data
Plane Development Kit (DPDK) technology. DPDK is a set of data plane libraries and drivers
provided by Intel for offloading TCP packet processing from the operating system kernel to
processes running in user space and results in higher packet throughput. For more details, see
https://www.dpdk.org/.

Edge hardware models 620 and higher and all virtual Edges use DPDK by default on their
routed interfaces. Edges do not use DPDK on their switched interfaces. A user cannot activate or
deactivate DPDK for an Edge interface.

Capabilities
This section describes VMware SD-WAN capabilities.

Dynamic Multi-path Optimization

VMware SD-WAN Dynamic Multi-path Optimization is comprised of automatic link monitoring,
dynamic link steering and on-demand remediation.

Link Steering and Remediation

Dynamic, application aware per-packet link steering is performed automatically based on the
business priority of the application, embedded knowledge of network requirements of the
application, and the real-time capacity and performance of each link. On-demand mitigation
of individual link degradation through forward error correction, jitter buffering and negative
acknowledgment proxy also protects the performance of priority and network sensitive
applications. Both the dynamic per-packet link steering and on-demand mitigation combine to
deliver robust, sub-second blocked and limited protection to improve application availability,
performance and end user experience.
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Cloud VPN

Cloud VPN is a 1-click, site-to-site, VPNC-compliant, IPsec VPN to connect VMware SD-WAN and
Non SD-WAN Destinations while delivering real-time status and the health of the sites. The Cloud
VPN establishes dynamic edge-to-edge communication for all branches based on service level
objectives and application performance. Cloud VPN also delivers secure connectivity across all
branches with PKI scalable key management. New branches join the VPN network automatically
with access to all resources in other branches, enterprise data centers, and 3rd party data
centers, like Amazon AWS.

Multi-source Inbound QoS

VMware SD-WAN classifies 3000+ applications enabling smart control. Out-of-the-box defaults
set the multi-source inbound Quality of Service (QoS) parameters for different application types
with IT required only to establish application priority. Knowledge of network requirements for
different application types, automatic link capacity measurements and dynamic flow monitoring
allows automation of QoS configurations and bandwidth allocations.

Firewall

VMware SD-WAN delivers stateful and context-aware (application, user, device) integrated
application aware firewall with granular control of sub-applications, support for protocol-hopping
applications — such as Skype and other peer-to-peer applications (for example, turn off Skype
video and chat, but allow Skype audio). The secure firewall service is user- and device OS-aware
with the ability to separate voice, video, data, and compliance traffic. Policies for BYOD devices
(such as Apple iOS, Android, Windows, and Mac OS) on the corporate network are easily
controlled.

Network Service Insertion

The VMware SD-WAN Solution supports a platform to host multiple virtualized network functions
to eliminate single-function appliances and reduce branch IT complexity. VMware SD-WAN
service-chains traffic from the branch to both cloud-based and enterprise regional hub services,
with assured performance, security, and manageability. Branches leverage consolidated security
and network services, including those from partners like Zscaler and Websense. Using a simple
click-to-enable interface, services can be inserted in the cloud and on-premise with application
specific policies.

Activation

SD-WAN Edge appliances automatically authenticate, connect, and receive configuration
instructions once they are connected to the Internet in a zero-touch deployment. They deliver
a highly available deployment with SD-WAN Edge redundancy protocol and integrate with the
existing network with support for OSPF and BGP routing protocols and benefit from dynamic
learning and automation.

VMware by Broadcom 53



VMware SD-WAN Administration Guide

Overlay Flow Control

The SD-WAN Edge learns routes from adjacent routers through OSPF and BGP. It sends the
learned routes to the Gateway/Controller. The Gateway/Controller acts like a route reflector
and sends the learned routes to other SD-WAN Edge. The Overlay Flow Control (OFC) allows
enterprise-wide route visibility and control for ease of programming and for full and partial
overlay.

OSPF

VMware SD-WAN supports inbound/outbound filters to OSPF neighbors, OE1/OE2 route types,
MD5 authentication. Routes learned through OSPF will be automatically redistributed to the
controller hosted in the cloud or on-premise.

BGP

VMware SD-WAN supports inbound/outbound filters that can be set to Deny, or optionally add/
change the BGP attribute to influence the path selection, that is RFC 1998 community, MED,
AS-Path prepend, and local preference.

Segmentation

Network segmentation is an important feature for both enterprises and service providers. In the
most basic form, segmentation provides network isolation for management and security reasons.
Most common forms of segmentation are VLANSs for L2 and VRFs for L3.

Typical Use Cases for Segmentation:

m  Line of Business Separation: Engineering, HR etc. for Security/Audit
m  User Data Separation: Guest, PCI, Corporate traffic separation

m  Enterprise uses overlapping IP addresses in different VRFs

However, the legacy approach is limited to a single box or two physically connected devices. To
extend the functionality, segmentation information must be carried across the network.

VMware SD-WAN allows end-to-end segmentation. When the packet traverses through the
Edge, the Segment ID is added to the packet and is forwarded to the Hub and cloud Gateway,
allowing network service isolation from the Edge to the cloud and data center. This provides the
ability to group prefixes into a unique routing table, making the business policy segment aware.

Routing

In Dynamic Routing, SD-WAN Edge learns routes from adjacent routers through OSPF or BGP.
The SD-WAN Orchestrator maintains all the dynamically learned routes in a global routing table
called the Overlay Flow Control (OFC). The Overlay Flow Control allows management of dynamic
routes in the case of "Overlay Flow Control sync" and "change in Inbound/Outbound filtering
configuration." The change in inbound filtering for a prefix from IGNORE to LEARN would fetch
the prefix from the Overlay Flow Control and install into the Unified routing table.
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For more information, see Chapter 29 Configure Dynamic Routing with OSPF or BGP.

Business Policy Framework

Quality of Service (QoS), resource allocations, link/path steering, and error correction are
automatically applied based on business policies and application priorities. Orchestrate traffic
based on transport groups defined by private and public links, policy definition, and link
characteristics.

Tunnel Overhead and MTU

VMware, like any overlay, imposes additional overhead on traffic that traverses the network. This

section first describes the overhead added in a traditional IPsec network and how it compares
with VMware, which is followed by an explanation of how this added overhead relates to MTU
and packet fragmentation behaviors in the network.

IPsec Tunnel Overhead

In a traditional IPsec network, traffic is usually carried in an IPsec tunnel between endpoints.
A standard IPsec tunnel scenario (AES 128-bit encryption using ESP [Encapsulating Security
Payload]) when encrypting traffic, results in multiple types of overhead as follows:

= Padding
m  AES encrypts data in 16-byte blocks, referred to as "block" size.

m If the body of a packet is smaller than or indivisible by block size, it is padded to match
the block size.

m  Examples:
= A l-byte packet will become 16-bytes with 15-bytes of padding.
m A 1400-byte packet will become 1408-bytes with 8-bytes of padding.
m A 64-byte packet does not require any padding.
m [Psec headers and trailers:
m  UDP header for NAT Traversal (NAT-T).
m [P header for IPsec tunnel mode.

m  ESP header and trailer.

Element Size in Bytes
IP Header 20

UDP Header 8

IPsec Sequence Number 4

IPsec SPI 4
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Element Size in Bytes
Initialization Vector 16

Padding 0-15
Padding Length 1

Next Header 1
Authentication Data 12

Total 66-81

Note The examples provided assume at least one device is behind a NAT device. If no NAT is
used, then IPsec overhead is 20-bytes less, as NAT-T is not required. There is no change to the
behavior of VMware regardless of whether NAT is present or not (NAT-T is always activated).

VMware Tunnel Overhead

To support Dynamic Multipath Optimization™ (DMPO), VMware encapsulates packets in a
protocol called the VeloCloud Multipath Protocol (VCMP). VCMP adds 31-bytes of overhead
for user packets to support resequencing, error correction, network analysis, and network
segmentation within a single tunnel. VCMP operates on an IANA-registered port of UDP 2426.
To ensure consistent behavior in all potential scenarios (unencrypted, encrypted and behind a
NAT, encrypted but not behind a NAT), VCMP is encrypted using transport mode IPsec and
forces NAT-T to be true with a special NAT-T port of 2426.

Packets sent to the Internet via the SD-WAN Gateway are not encrypted by default, since they
will egress to the open Internet upon exiting the Gateway. As a result, the overhead for Internet
Multipath traffic is less than VPN traffic.

Note Service Providers have the option of encrypting Internet traffic via the Gateway, and if
they elect to use this option, the “VPN” overhead applies to Internet traffic as well.

VPN Traffic

Element Size in Bytes
IP Header 20

UDP Header 8

IPsec Sequence Number 4

IPsec SPI 4

VCMP Header 23

VCMP Data Header 8
Initialization Vector 16
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Element

Padding

Padding Length
Next Header
Authentication Data

Total

Internet Multipath Traffic
Element
IP Header
UDP Header
VCMP Header
VCMP Data Header

Total

Impact of IPv6 Tunnel on MTU

Size in Bytes

0-15
1

1

12

97 - 12

Size in Bytes

20
8
23
8

59

VMware SD-WAN supports IPv6 addresses to configure the Edge Interfaces and Edge WAN

Overlay settings.

The VCMP tunnel can be setup in the following environments: IPv4 only, IPv6 only, and dual

stack. For more information, see IPv6 Settings.

When a branch has at least one IPv6 tunnel, DMPO uses this tunnel seamlessly along with other
IPv4 tunnels. The packets for any specific flow can take any tunnel, IPv4 or IPv6, based on

the real time health of the tunnel. An example for specific flow is path selection score for load
balanced traffic. In such cases, the increased size for IPv6 header (additional 20 bytes) should be
taken into account and as a result, the effective path MTU will be less by 20 bytes. In addition,
this reduced effective MTU will be propagated to the other remote branches through Gateway so
that the incoming routes into this local branch from other remote branches reflect the reduced

MTU.

Path MTU Discovery

After it is determined how much overhead will be applied, the SD-WAN Edge must discover
the maximum permissible MTU to calculate the effective MTU for customer packets. To find the
maximum permissible MTU, the Edge performs Path MTU Discovery:

m  For public Internet WAN links:

m  Path MTU discovery is performed to all Gateways.
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m  The MTU for all tunnels will be set to the minimum MTU discovered.

m For private WAN links:
m  Path MTU discovery is performed to all other Edges in the customer network.
m  The MTU for each tunnel is set based on the results of Path MTU discovery.

The Edge will first attempt RFC 1191 Path MTU discovery, where a packet of the current known
link MTU (Default: 1500 bytes) is sent to the peer with the "Don’t Fragment" (DF) bit set in

the IP header. If this packet is received on the remote Edge or Gateway, an acknowledgement
packet of the same size is returned to the Edge. If the packet cannot reach the remote Edge
or Gateway due to MTU constraints, the intermediate device is expected to send an ICMP
destination unreachable (fragmentation needed) message. When the Edge receives the ICMP
unreachable message, it will validate the message (to ensure the MTU value reported is sane)
and once validated, adjust the MTU. The process then repeats until the MTU is discovered.

In some cases (for example, USB LTE dongles), the intermediate device will not send an ICMP
unreachable message even if the packet is too large. If RFC 1191 fails (the Edge did not receive
an acknowledgement or ICMP unreachable), it will fall back to RFC 4821 Packetization Layer Path
MTU Discovery. The Edge will attempt to perform a binary search to discover the MTU.

When an MTU is discovered for a peer, all tunnels to this peer are set to the same MTU. That
means that if an Edge has one link with an MTU of 1400 bytes and one link with an MTU of

1500 bytes, all tunnels will have an MTU of 1400 bytes. This ensures that packets can be sent

on any tunnel at any time using the same MTU. We refer to this as the Effective Edge MTU.
Based on the destination (VPN or Internet Multipath) the overhead outlined above is subtracted
to compute the Effective Packet MTU. For Direct Internet or other underlay traffic, the overhead
is O bytes, and because link failover is not required, the effective Packet MTU is identical to the
discovered WAN Link MTU.

Note RFC 4821 Packetization Layer Path MTU Discovery will measure MTU to a minimum of 1300
bytes. If your MTU is less than 1300 bytes, you must manually configure the MTU.

VPN Trafficand MTU

Now that the SD-WAN Edge has discovered the MTU and calculated the overheads, an effective
MTU can be computed for client traffic. The Edge will attempt to enforce this MTU as efficiently
as possible for the various potential types of traffic received.

TCP Traffic

The Edge automatically performs TCP MSS (Maximum Segment Size) adjustment for TCP packets
received. As SYN and SYN|ACK packets traverse the Edge, the MSS is rewritten based on the
Effective Packet MTU.

Non-TCP Traffic without DF bit set

If the packet is larger than the Effective Packet MTU, the Edge automatically performs IP
fragmentation as per RFC 791.
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Non-TCP Traffic with DF bit set
If the packet is larger than the Effective Packet MTU:

m  The first time a packet is received for this flow (IP 5-tuple), the Edge drops the packet and
sends an ICMP Destination unreachable (fragmentation needed) as per RFC 791.

m |f subsequent packets are received for the same flow which are still too large, these packets
are fragmented into multiple VCMP packets and reassembled transparently before handoff at
the remote end.

Jumbo Frame Limitation

VMware SD-WAN does not support jumbo frames as of Release 5.0. The maximum IP MTU
supported for packets sent across the overlay without fragmentation is 1500.

Network Topologies

This section describes network topologies for branches and data centers.

Branches to Private Third Party (VPN)

Customers with a private data center or cloud data center often want a way to include it in their
network without having to define a tunnel from each individual branch office site to the data
center. By defining the site as a Non SD-WAN Destination, a single tunnel will be built from the
nearest SD-WAN Gateway to the customer’s existing router or firewall. All the SD-WAN Edges
that need to talk to the site will connect to the same SD-WAN Gateway to forward packets
across the tunnel, simplifying the overall network configuration and new site bring up.

SD-WAN

Edges

: :
SD-WAN Enterprise

Gateway DC

VMware simplifies the branch deployment and delivers enterprise great application performance
or public/private link for cloud and/or on-premise applications.
Data Center Network Topology

The Data Center Network topology consists of two hubs and multiple branches, with or without
SD-WAN Edge. Each hub has hybrid WAN connectivity. There are several branch types.

The MPLS network runs BGP and peers with all the CE routers. At Hub 1, Hub 2, and Silver 1 sites,
the L3 switch runs OSPF, or BGP with the CE router and firewall (in case of hub sites).
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Gold Site
Dual L3
Switches
(2.1 only)

Silver Site
Single L2/L3
Switch

Legacy Site
MPLS with
VPN backup
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Single/dual
Internet
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In some cases, there may be redundant data centers which advertise the same subnets with

different costs. In this scenario, both data centers can be configured as edge-to-edge VPN hubs.
Since all edges connect directly to each hub, the hubs in fact also connect directly to each other.
Based on route cost, traffic is steered to the preferred active data center.
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Primary and Backup Datacenters Primary Datacenters Failure

Clo—a=
Hub 1 Hub 2 Hub 1 Hub 2

MPLS Internet MPLS Internet

VMware SD-WAN Edge VMware SD-WAN Edge

——— Active Paths

E Backup Paths
. —— Dead Paths

[p— Hub-to-Hub Paths

In previous versions, users could create an enterprise object using Zscaler or Palo Alto Network
as a generic Non SD-WAN Destination. In 4.0 version, that object will now become a first-class
citizen as a Non SD-WAN Destination.

The Cloud-Delivered solution of VMware combines the economics and flexibility of the hybrid
WAN with the deployment speed and low maintenance of cloud-based services. It dramatically
simplifies the WAN by delivering virtualized services from the cloud to branch offices. VMware
customer-premise equipment, SD-WAN Edge, aggregates multiple broadband links (e.g., Cable,
DSL, 4G-LTE) at the branch office, and sends the traffic to SD-WAN Gateways. Using cloud-
based orchestration, the service can connect the branch office to any type of data center:
enterprise, cloud, or Software-as-a-Service.
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SD-WAN Edge is a compact, thin Edge device that is zero-IT-touch provisioned from the cloud
for secure, optimized connectivity to applications and data. A cluster of gateways is deployed
globally at top-tier cloud data centers to provide scalable and on-demand cloud network
services. Working with the Edge, the cluster delivers Dynamic Multi-path Optimization so multiple,
ordinary broadband links appear as a single, high bandwidth link. Orchestrator management
provides centralized configuration, real-time monitoring, and one-click provisioning of virtual
services.

Branch Site Topologies

The VMware service defines two or more different branch topologies designated as Bronze,
Silver, and Gold. In addition, pairs of SD-WAN Edges can be configured in a High Availability (HA)
configuration at a branch location.

Bronze Site Topology

The Bronze topology represents a typical small site deployment where there are one or two
WAN links connected to the public internet. In the Bronze topology, there is no MPLS connection
and there is no L3 switch on the LAN-side of the SD-WAN Edge. The following figure shows an
overview of the Bronze topology.

Internetl
Internet
Internet2

Silver Site Topology

The Silver topology represents a site that also has an MPLS connection, in addition to one or
more public Internet links. There are two variants of this topology.

The first variant is a single L3 switch with one or more public internet links and an MPLS link,
which is terminated on a CE and is accessible through the L3 switch. In this case, the SD-WAN
Edge goes between the L3 switch and Internet (replacing existing firewall/router).

D

Internet
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The second variant includes MPLS and Internet routers deployed using either Cisco's Hot
Standby Router Protocol (HSRP) or Virtual Router Redundancy Protocol (VRRP) using a different
router vendor, with an L2 switch on the LAN side. In this case, the SD-WAN Edge replaces the L2
switch.

o

~D

Internet

Gold Site Topology

The Gold topology is a typical large branch site topology. The topology includes active/active L3
switches which communicate routes using OSPF or BGP, one or more public internet links and a
MPLS link which is terminated on a CE router that is also talking to OSPF or BGP and is accessible
through the L3 switches.

D D

Internet

SD-WAN
Edge
[

LAN LAN
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A key differentiation point here is a single WAN link is accessible via two routed interfaces. To
support this, a virtual IP address is provisioned inside the edge and can be advertised over OSPF,

BGP, or statically routed to the interfaces.

@—@

(A D
CT@ IIIII 'I
Internet

Note The Gold Site is not currently in the scope of this release and will be added at a later time.

High Availability (HA) Configuration

The following figure provides a conceptual overview of the VMware High Availability
configuration using two SD-WAN Edges, one active and one standby.

Active T L1 Standby

*LZ

Connecting the L1 ports on each edge is used to establish a failover link. The standby SD-WAN

Failover Link

Edge blocks all ports except the L1 port for the failover link.

Roles and Privilege Levels

VMware has pre-defined roles with different set of privileges.

m  |T Administrator (or Administrator)

m Site Contact at each site where an SD-WAN Edge device is deployed
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m |T Operator (or Operator)

m [T Partner (or Partner)

Administrator

The Administrator configures, monitors, and administers the VMware service operation. There
are three Administrator roles:

Administrator Role Description
Enterprise Standard Admin  Can perform all configuration and monitoring tasks.
Enterprise Superuser Can perform the same tasks as an Enterprise Standard Admin and can also create

additional users with the Enterprise Standard Admin, Enterprise MSP, and Customer
Support role.

Enterprise Support Can perform configuration review and monitoring tasks but cannot view user identifiable
application statistics and can only view configuration information.

Note An Administrator should be thoroughly familiar with networking concepts, web
applications, and requirements and procedures for the Enterprise.

Site Contact

The Site Contact is responsible for SD-WAN Edge physical installation and activation with the
VMware service. The Site Contact is a non-IT person who can receive an email and perform the
instructions in the email for Edge activation.

Operator

The Operator can perform all the tasks that an Administrator can perform, plus additional
operator-specific tasks — such as create and manage customers, Cloud Edges, and Gateways.
There are four Operator roles:

Operator Role Description
Standard Operator Can perform all configuration and monitoring tasks.
Superuser Operator Can view and create additional users with the Operator roles.

Business Specialist Operator Can create and manage customer accounts.

Customer Support Operator  Can monitor Edges and activity.

An Operator should be thoroughly familiar with networking concepts, web applications, and
requirements and procedures for the Enterprise.

Partner

The Partner can perform all the tasks that an Administrator can perform, along with additional
Partner specific tasks — such as creating and managing customers. There are four Partner roles:

VMware by Broadcom



VMware SD-WAN Administration Guide

Partner Role

Standard Admin

Superuser

Business Specialist

Customer Support

Description

Can perform all configuration and monitoring tasks.

Can view and create additional users with the Partner roles.

Can perform configuration and monitoring tasks but cannot view user identifiable application

statistics.

Can perform configuration review and monitoring tasks but cannot view user identifiable

application statistics and can only view configuration information.

A Partner should be thoroughly familiar with networking concepts, web applications, and

requirements and procedures for the Enterprise.

User Role Matrix

This section describes feature access according to VMware user roles.

Operator-level SD-WAN Orchestrator Features User Role Matrix

The following table lists the Operator-level user roles that have access to the SD-WAN

Orchestrator features.

s R:Read

m  D: Delete

W: Write (Modify/Edit)

. NA: No Access

SD-WAN
Orchestrator
Feature

Monitor
Customers

Manage
Customers

Manage
Partners

(Managing
Edge) Software
Images

System
Properties

Operator
Events

Operator
Profiles

VMware by Broadcom

Operator:
Superuser
Operator
R

RWD

RWD

RWD

RWD

RWD

Operator:
Standard
Operator
R

RWD

RWD

RWD

RWD

Partner:
Business
Specialist
R

RWD

RWD

NA

NA

Partner:
Customer
Support
Operator

R

Super

User

R

RWD

NA

*See
Note

NA

NA

NA

Standard

Admin

R

RWD

NA

*See Note

NA

NA

NA

Business

Specialist

R

RWD

NA

*See Note

NA

NA

NA

Customer
Support

R

NA

*See Note

NA

NA

NA
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SD-WAN
Orchestrator
Feature

Operator Users

Gateway Pools

Gateways

Gateway
Diagnostic
Bundle

Application
Maps

CA Summary

Orchestrator
Authentication

Replication

Operator:
Superuser
Operator

RWD

RWD

RWD

RWD

RWD

RW

RWD

RW

Partner:
Operator: Partner: Customer
Standard Business Support
Operator Specialist Operator
R R R
RW R R
RWD R R
RWD R R
RWD R R
R R R
R NA R
R NA R

Super
User

NA

RWD

RW

NA

NA

NA

NA

NA

Standard
Admin

NA

RWD

RW

NA

NA

NA

NA

NA

Business
Specialist

NA

NA

NA

NA

NA

NA

NA

NA

Customer
Support

NA

NA

NA

NA

NA

NA

Note Operator superusers have "RWD" access to certificate related configurations and standard
operators have Read-only access to certificate related configurations. These users can access

the certificate related configurations at Configure > Edges from the navigation panel.*

Note Enterprise users at all levels do not have access to the Operator-level features.

Partner-level SD-WAN Orchestrator Features User Role Matrix

The following table lists the Partner-level user roles that have access to the SD-WAN

Orchestrator features.

s R: Read

s W: Write (Modify/Edit)

m  D: Delete

s NA: No Access

SD-WAN Orchestrator

Feature

Monitor Customers

Manage Customers

Events

Admins

Overview
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Partner: Superuser

R

RWD

RWD

Partner: Standard

Admin Business Specialist Customer Support
R R R
RWD RWD R
R NA R
R NA R
R R R
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SD-WAN Orchestrator
Feature

Settings

Gateway Pools

Gateways

Partner: Standard

Partner: Superuser Admin

RW R
RW RWD
RW RW

Business Specialist

R

NA

NA

Customer Support

R

R

R

Enterprise-level SD-WAN Orchestrator Features User Role Matrix

The following table lists the Enterprise-level user roles that have access to the SD-WAN

Orchestrator features.

s R: Read

W: Write (Modify/Edit)

D: Delete

s NA: No Access

Enterprise: Super

SD-WAN Orchestrator Feature User
Monitor > Edges R
Monitor > Network Services R
Monitor > Routing R
Monitor > Alerts R
Monitor > Events R
Monitor > Reports RWD
Configure > Edges RWD
Configure > Profiles RWD
Configure > Networks RWD
Configure > Segments RWD
Configure > Overlay Flow Control RWD
Configure > Network Services RWD
Configure > Alerts & Notifications RW
Test & Troubleshoot > Remote RW

Diagnostics

Test & Troubleshoot > Remote Actions RW

Test & Troubleshoot > Packet Capture RW
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Enterprise:
Standard Admin

R

R

RWD

RWD

RWD

RWD

RWD

RWD

RWD

RW

RW

RW

RW

Customer
Support

R

R

RW

RW

RW

Read Only

R

R

NA

NA

NA

R

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA
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SD-WAN Orchestrator Feature

Test & Troubleshoot > Diagnostic
Bundles

Administration > System Settings

Administration > Administrators

Note Operator users have complete access to the SD-WAN Orchestrator features.

Key Concepts

Enterprise: Super
User

RWD

RW

RW

Enterprise:
Standard Admin

RWD

RW

Customer
Support

RWD

RW

Read Only

NA

NA

NA

This section describes the key concepts and the core configurations of SD-WAN Orchestrator.

Configurations

The VMware service has four core configurations that have a hierarchical relationship. Create

these configurations in the SD-WAN Orchestrator.

The following table provides an overview of the configurations.

Configuration Description

Network Defines basic network configurations, such as IP addressing and VLANs. Networks can be
designated as Corporate or Guest and there can be multiple definitions for each network.

Network Services Define several common services used by the VMware Service, such as BackHaul Sites, Cloud
VPN Hubs, Non SD-WAN Destinations, Cloud Proxy Services, DNS services, and Authentication

Services.

Profile Defines a template configuration that can be applied to multiple Edges. A Profile is configured
by selecting a Network and Network Services. A profile can be applied to one or more Edge
models and defines the settings for the LAN, Internet, Wireless LAN, and WAN Edge Interfaces.
Profiles can also provide settings for Wi-Fi Radio, SNMP, Netflow, Business Policies and Firewall

configuration.

Edge Configurations provide a complete group of settings that can be downloaded to an Edge device.
The Edge configuration is a composite of settings from a selected Profile, a selected Network,

and Network Services. An Edge configuration can also override settings or add ordered policies to
those defined in the Profile, Network, and Network Services.

The following image shows a detailed overview of the relationships and configuration settings of
multiple Edges, Profiles, Networks, and Network Services.
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A single Profile can be assigned to multiple Edges. An individual Network configuration can be
used in more than one Profile. Network Services configurations are used in all Profiles.

Networks

Networks are standard configurations that define network address spaces and VLAN
assignments for Edges. You can configure the following network types:

m  Corporate or trusted networks, which can be configured with either overlapping addresses or

non-overlapping addresses.

m  Guest or untrusted networks, which always use overlapping addresses.

You can define multiple Corporate and Guest Networks, and assign VLANSs to both the Networks.

With overlapping addresses, all Edges that use the Network have the same address space.
Overlapping addresses are associated with non-VPN configurations.

With non-overlapping addresses, an address space is divided into blocks of an equal number
of addresses. Non-overlapping addresses are associated with VPN configurations. The address
blocks are assigned to Edges that use the Network so that each Edge has a unique set

of addresses. Non-overlapping addresses are required for Edge-to-Edge and Edge -to- Non
SD-WAN Destination VPN communication. The VMware configuration creates the required
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information to access an Enterprise Data Center Gateway for VPN access. An administrator for
the Enterprise Data Center Gateway uses the IPSec configuration information generated during
Non SD-WAN Destination VPN configuration to configure the VPN tunnel to the Non SD-WAN

Destination.

The following image shows unique IP address blocks from a Network configuration being

assigned to SD-WAN Edge.

VMware SD-WAN Orchestrator
I Cloud Management

=

VMware SD-WAN
Network Configuration

—o f‘ Non-overlapping IP Addresses
— <
9 = Block 1 | Block 2 - Block n

"
IPsec
Configuration

—>o VEN
= 4_ :
—o —=
- VMware Enterprise r_——=
VMware SD-WAN Edge 2 SD-WAN DC Gateway Enterprise
Data Center

Note When using non-overlapping addresses, the SD-WAN Orchestrator automatically allocates
the blocks of addresses to the Edges. The allocation happens based on the maximum number of
Edges that might use the network configuration.

Network Services

You can define your Enterprise Network Services and use them across all the Profiles. This
includes services for Authentication, Cloud Proxy, Non SD-WAN Destinations, and DNS. The
defined Network Services are used only when they are assigned to a Profile.
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Profiles

A profile is a named configuration that defines a list of VLANSs, Cloud VPN settings, wired and
wireless Interface Settings, and Network Services such as DNS Settings, Authentication Settings,
Cloud Proxy Settings, and VPN connections to Non SD-WAN Destinations. You can define a
standard configuration for one or more SD-WAN Edges using the profiles.

Profiles provide Cloud VPN settings for Edges configured for VPN. The Cloud VPN Settings can
activate or deactivate Edge-to-Edge and Edge-to- Non SD-WAN Destination VPN connections.

Profiles can also define rules and configuration for the Business Policies and Firewall settings.

Edges

You can assign a profile to an Edge and the Edge derives most of the configuration from the
Profile.

You can use most of the settings defined in a Profile, Network, or Network Services without
modification in an Edge configuration. However, you can override the settings for the Edge
configuration elements to tailor an Edge for a specific scenario. This includes settings for
Interfaces, Wi-Fi Radio Settings, DNS, Authentication, Business Policy, and Firewall.

In addition, you can configure an Edge to augment settings that are not present in Profile
or Network configuration. This includes Subnet Addressing, Static Route settings, and Inbound
Firewall Rules for Port Forwarding and 1:1 NAT.

Orchestrator Configuration Workflow

VMware supports multiple configuration scenarios. The following table lists some of the common
scenarios:

Scenario Description

SaaS Used for Edges that do not require VPN connections between Edges, to a Non SD-WAN
Destination, or to a VMware SD-WAN Site. The workflow assumes the addressing for the
Corporate Network using overlapping addresses.

Non SD-WAN Used for Edges that require VPN connections to a Non SD-WAN Destination such as

Destination via VPN Amazon Web Services, Zscaler, Cisco ISR, or ASR 1000 Series. The workflow assumes the
addressing for the Corporate Network using non-overlapping addresses and the Non SD-WAN
Destinations are defined in the profile.

VMware SD-WAN Used for Edges that require VPN connections to a VMware SD-WAN Site such as an Edge Hub
Site VPN or a Cloud VPN Hub. The workflow assumes the addressing for the Corporate Network using
non-overlapping addresses and the VMware SD-WAN Sites are defined in the profile.
For each scenario, perform the configurations in the SD-WAN Orchestrator in the following order:
Step 1: Network

Step 2: Network Services

Step 3: Profile
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Step 4: Edge

The following table provides a high-level outline of the Quick Start configuration for each of the
workflows. You can use the preconfigured Network, Network Services, and Profile configurations
for Quick Start Configurations. For VPN configurations modify the existing VPN Profile and

configure the VMware SD-WAN Site or Non SD-WAN Destination. The final step is to create

a new Edge and activate it.

Quick Start

Configuration Steps SaasS

Select Quick Start
Internet Network

Step 1: Network

Step 2: Network
Service

Use pre-configured
Network Services

Select Quick Start
Internet Profile

Step 3: Profile

Step 4: Edge Add New Edge and

activate the Edge

Non SD-WAN Destination VPN

Select Quick Start VPN Network

Use pre-configured Network
Services

Select Quick Start VPN Profile

Activate Cloud VPN and
configure Non SD-WAN
Destinations

Add New Edge and activate the
Edge

For more information, see Activate SD-WAN Edges.

Supported Browsers

The SD-WAN Orchestrator supports the following browsers:

Browsers Qualified

Google Chrome

Mozilla Firefox

Microsoft Edge

Apple Safari

Browser Version

77 - 79.0.3945.130

69.0.2-72.0.2

42.17134.1.0- 44.18362.449.0

12.1.2-13.0.3

VMware SD-WAN Site VPN

Select Quick Start VPN
Network

Use pre-configured Network
Services

Select Quick Start VPN Profile

Activate Cloud VPN and
configure VMware SD-WAN
Sites

Add New Edge and activate
the Edge

Note For the best experience, VMware recommends Google Chrome or Mozilla Firefox.

Note Starting from VMware SD-WAN version 4.0.0, the support for Internet Explorer has been

deprecated.

Supported Modems

This section describes how to get a list of supported modems.

For a detailed list of supported modems, see https://sdwan.vmware.com/get-started/supported-

modems.
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User Agreement

An Enterprise Superuser or Partner Superuser might see a user agreement upon logging into
the SD-WAN Orchestrator. The user must accept the agreement to get access to the SD-WAN
Orchestrator. If the users do not accept the agreement, they will be automatically logged out.

ACME Agreement

Lorem ipsum dolor sit amet, consectetur adipiscing elt, sed
do eiusmod tempor incididunt ut labore et dolore magna
aliqua. Ut enim ad minim veniam, quis nostrud exercitation
ullamco laboris nisi ut aliquip ex ea commodo consequat

Duis aute irure dolor in reprehenderit in voluptate velit esse
cillum dolore eu fugiat nulla pariatur. Excepteur sint occaecat
cupidatat non proident, sunt in culpa qui officia deserunt
mollit anim id est laborum. Lorem ipsum dolor sit amet,
consectetur adipiscing elit, sed do eiusmod tempor incididunt
ut labore et dolore magna aliqua. Ut enim ad minim veniam,
quis nostrud exercitation ullamco laboris nisi ut aliquip ex ea
commodo consequat. Duis aute irure dolor in reprehenderit in
voluptate velit esse cillum dolore eu fugiat nulla pariatur.
Excepteur sint occaecat cupidatat non proident, sunt in culpa
qui officia deserunt mollit anim id est laborum.

_ ==
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Log in to VMware Cloud
Orchestrator Using SSO for
Enterprise User

Describes how to log in to VMware Cloud Orchestrator using Single Sign On (SSO) as an
Enterprise user.

To login into VMware Cloud Orchestrator using the SSO as an Enterprise user:

Prerequisites

m  Ensure you have configured the SSO authentication in VMware Cloud Orchestrator. For more
information, see Configure Single Sign On for Enterprise User.

m  Ensure you have set up roles, users, and OIDC application for the SSO in your preferred IDPs.
For more information, see Configure an IDP for Single Sign On.

Procedure
1 In a web browser, launch the Orchestrator application as an Enterprise user.

The VMware Cloud Orchestrator login screen appears.

Welcome to
VMware Cloud Orchestrator

Username

Password o

Forgot Password?

LOGIN

SIGN IN WITH YOUR IDENTITY PROVIDER
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2 Click Sign In With Your Identity Provider.

Sign In using Identity Provider

VMware Cloud
Orchestrator

Organization Domain

SIGN IN

BACK TO LOGIN PAGE

3 In the Organization Domain text box, enter the domain name used for the SSO configuration
and click Sign In.

The IDP configured for the SSO authenticates the user and redirects the user to the
configured VMware Cloud Orchestrator URL.
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Customer

vmw Orchestrator

Custl

Monitor ~ Configure  Diagnostics  Service Settings

« Network Overview

@ Network Overview
Activated Edges Links

Edges

Network Services o 0 ¢} o

< Routing

A Alerts
O Hubs 0 Hubs Links
D) Events

D Reports o 0 ¢} [ o ¢ I
° Connected yearaded ° Stfline ° table Yearaded ° Yown

Edge Name Status HA Cluster Name Links Activated

No edges for this network found

VIEW ALL

Note

m  Once the users log in to the VMware Cloud Orchestrator using SSO, they are not allowed
to login again as native users.

m  The user can navigate to the Classic Ul by clicking the Open Classic Orchestrator option
located at the top right of the Ul screen.
What to do next
= Monitor Customers
m  Configure Customers
m  Configure Service Settings
m  Test and Troubleshoot Edges

Additionaly, in the VMware Cloud Orchestrator home page, you can access the following
features from the Global Navigation bar:

m  The user can click the Question Mark icon located at the top right of the screen to access
the Help page. The Help page displays links to quick start guide, product documenation, and
knowledge base. Users can also view additional information such as version number, build
number, cookie usage, and VMware trademark.
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vmw Orchestrator

Monitor  Configure

@ Network Overview
Edges
3 Network Services
> Routing
Alerts
) Events

Reports

Diagnostics

K

Customer

v SD-WAN v

Custl

Service Settings

Network Overview

Activated Edges

Edge Name

Links

o o (0]
. .
Hubs
o o (o]
° o °
status HA Cluster Name

No edges for this network found

Quick Start Guide

Product Documentation

Knowledge Base

Hu

Links

About

Version 51.0.9

Build R5109-20231003-2053-GA-
810b8f3b55

Cookie Usage
©2023 VMware

m  The user can click the User icon located at the top right of the screen to access the My
Account page. The My Account page allows users to configure basic user information,
SSH keys, and API tokens. Users can also view the current user's role and the associated

privileges.

vmw Orchestrator

Monitor  Configure

Network Overview
Edges
3 Network Services
< Routing
Alerts
Events

Reports

Diag

K

Customer
v SD-WAN
Custl

nostics Service Settings

Network Overview

Activated Edges

Links

Edge Name

(o] (0] [0}
N o
Hubs
(o] (0] o}
N o
status HA Cluster Name
-’
-

No edges for this network found

User Information

Account
Username  custi@vmware.com

. Role Enterprise Superuser

Profile

Email custi@vmware.com

Links.

m  The In-product Contextual Help Panel with context-sensitive user assistance is supported in
the SD-WAN service of the Enterprise Orchestrator Ul and as well as for the Operator and
Partner levels. User can access the In-product Contextual Help Panel panel by clicking the
Support expand and collapse button available on the right side of the screen.
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The panel allows users across all levels to access helpful and important information such as
Question-Based Lists (QBLs), Knowledge base links, Ask the Community link, how to file a
support ticket, and other related documentation from within the Orchestrator Ul page itself.
This makes it easier for the user to learn our product without having to navigate to another
site for guidance or contact the Support Team.

vmw Orchestrator i SD-WAN

SUPPORT

POPULAR TOPICS

How to submit a support ticket z‘

Ask the Community Z‘

Legal & Terms of Service
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Monitor Enterprises

The SD-WAN Orchestrator provides monitoring functionality that allows you to observe various
performance and operational characteristics of VMware SD-WAN Edges. Monitoring functionality
is accessible in Monitor area of the navigation panel.

Read the following topics next:

Monitor Navigation Panel
Network Overview
Monitor Edges

Monitor Network Services
Monitor Routing

Monitor Alerts

Monitor Events

Monitor Reports

Monitor Navigation Panel

The following monitoring capabilities are displayed under Monitor in the navigation panel.

Network Overview
Monitor Edges

Monitor Network Services
Monitor Routing

Monitor Alerts

Monitor Events

Network Overview

The Network Overview feature helps to monitor networks by checking the Edge and Link
(activated Edge) status summary. Clicking Monitor > Network Overview in the navigation
panel opens the Network Overview screen, which provides a visual summary about the
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enterprises running SD-WAN Edge devices, Non SD-WAN Destinations, profiles, segments,
software versions, and their system configuration time and run time statuses.

Monitor

Edges

Network Services
Routing

Alerts

Events

Reports

Configure

Test & Troubleshoot

Administration

1

activated

0 Hubs

Edge

edgel

0

enabled

0

enabled

Total: 0

Network Overview

Edges
0 0
Down Degraded
0 0
Status Bastion State
[+] ® Promoted
VNF
0 0
Error Off

Non SD-WAN Destinations via Gateway

0
Connected

1

Total: 2

Connected

0
Offline

HA

0 Hub Links

Links

0

enabled

Profiles

used

Total: 2

Refreshinterval O pause ® 30s ® 60s @ 5min

Links
0 0 0
Down Unstable Stable
0 0 0
Cluster Name Activated W+
none Tue Feb 08, 16:46:05

The Network Overview screen presents the overall summary information about a network in
three dashboard sections:

= SD-WAN Edge statistics - Includes the following information about the Edges and Links:

m  Total number of Edges

m  Total number of Edge Hubs

m  Total number of Links

m  Total number of Hub Links

m  Count of Edges/Edge Hubs (Connected, Degraded, and Down)

m  Count of Link/Hub Links (Stable, Unstable, and Down)
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Active Standby Pair
0 0 0
Failed Pending Ready
Segments Software Version
1 1
activated up to date
Total: 1 Total: 1
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= Summary dashboard table - Includes a table that displays top ten Edges, or Edge Hubs, or
Links, or Hub Links sorted by last contact time, based on the selected filter criteria in the
SD-WAN Edge statistics section.

= Non-Edge statistics - Includes the following non-Edge related information:

Total number of Virtual Network Functions (VNFs)-activated Edges

Count of VNFs-activated Edges (Error, On, and Off)

Total number of VMware Active Standby Pair-activated Edges

Count of VMware Active Standby Pair-activated Edges (Failed, Pending, and Ready)
Total number of activated Non SD-WAN Destinations

Count of Non SD-WAN Destinations (Connected and Offline)

Count of used Profiles out of the total number of Profiles configured for the Enterprise.

Count of activated Segments out of the total number of Segments configured for the
Enterprise.

Count of Edges with up-to-date Software version out of the total number of Edges
configured for the Enterprise.

Note The minimum supported edge version is 2.4.0. You can change the target
edge version against which the edges will be compared by using the system property

product.edge.version.minimumSupported.

You can also get detailed information on a specific item in the Network Overview screen by
clicking the link on the respective item or metric. For example, clicking the Edge link in the
summary dashboard table takes you to the Edge detail dashboard for the selected Edge.

You can configure the refresh time interval for the information displayed in the Network
Overview dashboard screen to one of the following options:

m  pause
m  30s
m 60s
= 5min

SD-WAN Edge States and Transitions

Transitions are driven by Edge heartbeats (which occur under normal circumstances every 30
seconds), irrespective of the Links over which the heartbeats are received.

The following table describes the connection state types and transitions for a SD-WAN Edge.
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Color Edge State Description

Green Connected ® An Edge isin Connected state if a heartbeat has been received from the Edge in the last 60
seconds.

m  The Edge transitions from Connected to Degraded state when the Orchestrator determines
that a heartbeat has not been received from the Edge for more than 60 seconds.

®  The Edge transitions from Connected to Offline state when the Orchestrator has not
received two consecutive heartbeats from the Edge within a span of two minutes (120
seconds).

Amber Degraded m  An Edge is in Degraded state if the Edge to Orchestrator connectivity appears to be
impacted, possibly due to transient network conditions.

m  The Edge transitions from Degraded to Offline state when the Orchestrator determines that
a heartbeat has not been received from the Edge for more than two minutes (120 seconds).

Red Offline An Edge is in Offline state if the Edge is unable to reach the Orchestrator due to some
persistent network condition.

SD-WAN Orchestrator Link States and Transitions

SD-WAN Orchestrator drives state changes between the various Link states based on the most
recent state change, taking into consideration the time when the Link was last active and the time
when the event last occurred. Transitions are driven by a combination of:

m  Edge-reported Link Stats values as received when the Edge pushes the Link Stats to the
Orchestrator (occurs every 5 minutes).

m Edge-reported Events as received by Edge heartbeats (occurs every 30 seconds).

The following table describes the connection state types and transitions for a SD-WAN
Orchestrator Link.

Color Edge State Description

Green  Stable A Link is in Stable state if the Link conditions appear to be stable and the Orchestrator
receives the Link Stats consistently.

Amber Unstable A Link is in Unstable state if an expected Link Stats push is not received, or Link is down, but
has not yet been inactive for 10 minutes.

Red Disconnected A Link is in Disconnected state if the Link has been inactive for more than 10 minutes.

SD-WAN Edge Bastion States and Transitions
The following table describes the Bastion state types and transitions for a SD-WAN Edge.

Bastion State Description

UNCONFIGURED The initial state of a SD-WAN Edge before it is staged. The SD-WAN Edge is available
only in Private Orchestrator.

STAGE_REQUESTED An intermediate state before the SD-WAN Edge is staged to Public Orchestrator.

STAGED The SD-WAN Edge is staged to Public Orchestrator.
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Bastion State Description

UNSTAGE_REQUESTED An intermediate state before the SD-WAN Edge is removed from Public Orchestrator.

UNSTAGED The SD-WAN Edge is removed from Public Orchestrator and available only in Private
Orchestrator.

PROMOTION_REQUESTED An intermediate state when a user has requested promotion of the SD-WAN Edge from
Public Orchestrator to Private Orchestrator.

PROMOTION_PENDING Configuration for the SD-WAN Edge to be promoted has been pushed to the Public
Orchestrator and is waiting for the Edge to send heartbeat back to the Private
Orchestrator.

PROMOTED The SD-WAN Edge has been successfully promoted and currently heartbeats to the

Private Orchestrator.

Note These states are available only if the Bastion Orchestrator feature is activated on the
SD-WAN Orchestrator.

For more information, see Bastion Orchestrator Configuration Guide available at https://
docs.vmware.com/en/VMware-SD-WAN/index.html.

Monitor Edges

You can monitor the status of Edges and view the details of each Edge like the WAN links, top
applications used by the Edges, usage data through the network sources and traffic destinations,
business priority of network traffic, system information, details of Gateways connected to the
Edge, and so on.

To monitor the Edge details:
1 In the Enterprise portal, click Monitor > Edges.

2 The Edges page displays the Edges associated with the Enterprise.
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The page displays the following options:

Table of edges - Lists all edges provisioned in the network.

Search - Enter a term to search for a specific detail. Click the drop-down arrow to filter
the view by specific criteria.

Cols - Click and select the columns to be shown or hidden in the view. By default, Edge
and Status information are displayed.

Reset View - Click to reset the view to default settings.
Refresh - Click to refresh the details displayed with the most current data.

CSV - Click to export all data to a file in CSV format.

Click the link to an Edge to view the details pertaining to the selected Edge. Click the relevant
tabs to view the corresponding information. Each tab displays a drop-down list at the top which
allows you to select a specific time period. The tab displays the details for the selected duration.

For each Edge, you can view the following details:

Overview Tab

QoE Tab

Transport Tab

Applications Tab

Sources Tab

Destinations Tab
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m  Business Priority Tab

System Tab

Overview Tab

The Overview tab of an Edge in the monitoring dashboard displays the details of WAN links
along with bandwidth consumption and network usage.

To view the information of an Edge:

Procedure

1 In the Enterprise portal, click Monitor > Edges.

2 Click the link to an Edge and the Overview tab is displayed by default.

Results

The Overview tab displays the details of links with status and the bandwidth consumption.

Top Operating Systems

Top Sources

Monitor r Manitor Edge.
Network Overview = bl-edgel
4 Edges
Overview
Network Services
Alerts
Events Ll Link Status updstsd a few seconds ago ] Stay in live mode €
Reports . ; N . _ o .
Links Link Status terface (WAN Type) Throughi Bant Pre-Not ns @ Alerts @ Signal @
ST 160.2547.100 @ GE4 (Ethemet) 737kbps | 936.22Mbps & Edn & Edt N/A
Test & Troubleshoot . 63.75kbps | 223.53 mbps
Administration 169.25493 6 @ GE3 (Ethernet) 676kbps T 145.85Mbps & Edit & Edit M/A
6025493 o 1 15116 Mbps
] Configure this Edge
e Events from this Edge
&) Remote Actions Ll Bandwidth Usage Frisan o1, 1003 - Fri Jan 08,19:03, Total: 423.18 M8
© Generate Diagnestic Bundle Top Applications Top Categories
e Remote Diagnostics — LI
SD-WAN Control 20376 MB
| W SDWAN
User Datagram Protocol 19.42MB W Other TCR/UDP
Internet Protocel ] B Network Service

500M

250M

&

500M

o -

.
&
&

Total devices: 2 Average use per device: 211.59 ME.

You can choose to view the Edge information live by selecting the Stay in live mode checkbox.
When this mode is activated, live monitoring of the Edge happens and the data in the page is
updated whenever there is a change. The live mode is automatically moved to offline mode after

a period of time to reduce the network load.

The Links Status section displays the following details:
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Option Description

Links The Interface and WAN links of the selected Edge.

Link Status Connectivity status of the Link to the Gateway.

Interface (WAN Type) The Interface connected to the Link.

Throughput Total bytes in a given direction divided by the total time.

The total time is the periodicity of statistics uploaded from
the Edge. By default, the periodicity in the Orchestrator is

5 minutes.

Bandwidth The maximum rate of data transfer across a given path.
Displays both the upstream and downstream bandwidth
details.

Pre-Notifications Allows to activate or deactivate the alerts sent to the

Operator. Click Edit to modify the notification settings.

Alerts Allows to activate or deactivate the alerts sent to the
Enterprise Customer. Click Edit to modify the notification
settings.

Signal Information on signal strength.

Latency Time taken for a packet to get across the network, from

source to destination. Displays both the upstream and
downstream Latency details.

Jitter Variation in the delay of received packets caused by
network congestion or route changes. Displays both the
upstream and downstream Jitter details.

Packet loss Packet loss happens when one or more packets fail to
reach the intended destination. A lost packet is calculated
when a path sequence number is missed and does not
arrive within the re-sequencing window. A “very late”
packet is counted as a lost packet.

The Bandwidth Usage section displays graphical representation of bandwidth and network
usage of the following: Applications, Categories, Operating Systems, Sources, and Destinations
of the Edges. Click View Details in each panel to navigate to the corresponding tab and view
more details.

Hover the mouse on the graphs to view more details.

Note The minimum amount of data consumption for SD-WAN control traffic on a link is 1.5 - 2
GB per month depending on the number of paths.

QoE Tab

The VMware Quality of Experience (QoE) tab shows the Quality Score for different applications.
The Quality score rates an application's quality of experience that a network can deliver for a
period of time. The QOE is calculated based on the best score comparing all the Static tunnels
(Edge to Gateways and Edge to Hubs) and then displays the best performing tunnel.
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Click the Monitor > Edges > QoE tab to view the following details.

Traffic Type

There are three different traffic types that you can monitor (Voice, Video, and Transactional)
in the QoE tab. You can hover over a WAN network link, or the aggregate link to display a
summary of Latency, Jitter, and Packet Loss.

Monitor

Network Overview
Network Services
Routing

Alerts

Events

Reports

Configure

Test & Troubleshoot

Administration

e Configure this Edge

e Events from this Edge

Q Remote Actions

e Generate Diagnostic Bundle

e Remote Diagnostics

Quality Score

Maniter Edge

bl1-edgel

Frilan1,153:03 ] now <2

After

Before

Traffic Type

Voice
SD-WANE k

Video
A P ¢ 52
Transactional

169.254.9.3 169.254.9.3

Quality Score &

9.99
B TR ‘

169.254.7.10 169.254.7.10, fd00:1:1:2::2

‘ 9.99
BN A A AR TR

2. Jan 3. Jan 4. Jan 5. Jan 6. Jan 7. Jan 8. Jan

ys the Link readiness for traffic based on the actual measured jitter, latency & packet-loss.
ys the quality of experience for this Edge after optimizations have been applied

After: Displa

The Quality Score rates an application's quality of experience that a network can deliver for a
given time frame. Some examples of applications are video, voice, and transactional. QoE rating

options are shown in the table below.

Rating Color Rating Option Definition

Green Good
Yellow Fair
Red Poor

QoE Example

All metrics are better than the objective thresholds. Application SLA met/exceeded.

Some or all metrics are between the objective and maximum values. Application SLA is
partially met.

Some or all metrics have reached or exceeded the maximum value. Application SLA is
not met.

The following images show examples of QoE with before and after voice traffic scenario
problems and how VMware solved them. The red numbers in the following images represent
the scenario numbers in the table.
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QoE Example Table

Scenario Issue VMware Solution

1 MPLS is down Link steering

2 Packet loss Forward error correction

3 MPLS is down; Jitter on Comcast Link steering and jitter buffering

Scenario 1and 2: Link Steering and Forward Error Correction Solution Example

QoE - Thursday 8/20/2015 TAM-10PM

Traffic Type: Voice <]
c: Enhancements
3
<
MPLS down,
17].30.239.1Q ol ]

Belore

Up to 6% packet loss
mitigated using
forward error
correction

08:00 10:00 12:00 14

Quality Scores £
0 10
0 9.74

11 1 31.57

16:00 18:00 20:00 22:00

Packet Loss - Thursday 8/20/2015 5PM-6PM

10.0%

5.0%

WEALSUMOQ
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Scenario 3: Link Steering and Jitter Buffering Solution Example

QoE - Thursday 8/20/2015 7AM-10PM

Traffic Type: Voice B
Quality Scores £

After

Bef
—
y —
—
[}
-

Jitter - Thursday 8/20/2015 10AM-11AM

Even when MPLS was down, jitter on
Comcast mitigated with jitter buffering

10.0 msec

10:00 10:30

Transport Tab

You can monitor the WAN links connected to a specific Edge along with the status, interface
details, and other metrics.

At any point of time, you can view which Link or Transport Group is used for the traffic and how
much data is sent in the Monitor > Edges > Transport tab.

When you click the Transport tab, the Links screen is displayed by default. The screen displays
Sent and Received data for your links. The links associated with an Edge are displayed at the
bottom of the screen under the Link column, along with the status for Cloud and VPN, WAN
Interface, Application details, and details of Bytes.

Hover the mouse on the graphs to view more details.

At the top of the page, you can choose a specific time period to view the details of links used for
the selected duration.

Click Transport Groups to view the links grouped into one of the following categories: Public
Wired, Public Wireless, or Private Wired.
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You can choose to view the information live by clicking the Start Live Monitoring option. When
this mode is activated, you can view live monitoring of the links and the transport groups. Live
monitoring is useful for conducting active testing and calculating Average Throughput. It is also
beneficial for troubleshooting security compliance and for monitoring how traffic policies are
being leveraged in real time.

In the Live Monitoring screen, select the Show TCP/UDP Details checkbox to view protocol level
link usage details.

Monitor ’ Manitar Enge
Network Overview == bl 7edge]
& Edges
Transport
Network Services
routing fmimn | |4
Alerts
Events Bytes Received/Sent v Show TCP/UDP Details | _Stop Live Menitoring | | Transport Groups
Reports
m @ 169.254.7.10 (162.2547.10) @ 169.254.9.3 (16025493
Configure
20.00 kB 20.00 kB
Test & Troubleshoot
= =
- - = =
Administration 10.00 kB 5 10.00 kB 5
& &
e Configure this Edge
Q Events from this Edge 0 0
19:21 19:22 19:23 19:24 19:21 19:22 19:23 19:24
e Remote Actions
20.00 k8 20.00 k8

@ Generate Diagnostic Bundle

Q Remote Diagnostics
10.00 k8 10.00 k8
. "
0 0

18:21 19:22 19:23 19:24 19:21 19:22 19:23 15:24

WS
s

@TCcP @ uDP ICMP & other
Name Link Status Interface (WAN Type) Total Bytes Bytes Received Bytes Sent
1 @ GE4 3301 kB 16.29 kB 17.62 kB
Etherne
2

@ GE3 1.60 kB 1.60 kB

By default, the Scale Y-axis evenly check box is selected. This option synchronizes the Y-axis
between the charts. If required, you can deactivate this option.

Choose the metrics from the drop-down to view the details related to the selected parameter.
The bottom panel displays the details of the selected metrics for the links or the transport
groups.

Click the arrow prior to the link name or the transport group to view the break-up details. To view
drill-down reports with more details, click the links displayed in the metrics column.

The following image shows a detailed report of transport groups with top applications.

VMware by Broadcom 92



VMware SD-WAN Administration Guide

Transport Groups x
Mon Mar 22, 14:40 — Mon Mar 29, 14:40

Public Wired

Top Applications

SD-WAN Control B

Domain Name Service

Internet Control Message

Protocol

Links

169.254.12.2
Public Wired 36.68 kB

fd00:1:1:2::2

169.254.9.3

Close

Applications Tab

You can monitor the network usage of applications or application categories used by a specific
Edge.

Click the Monitor > Edges > Applications tab to view the following:
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Monitor Monitor Edge

Network Overview - bl-edgel
Network Services Applications
Routing Past 12 Hours WedSe02, 10213 | v < > Thilter
Alerts
Events - " _— -
Bytes Received/Sent  w 0 Applications
Reparts
1.00 MB
Configure
=
Test & Troubleshoot 2
s0000ke 2
Administration 2
@ Configure this Edge 0
. 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00 22:00
@ Events from this Edge
© Remote Actions 1.00 MB
O Generate Diagnostic Bundle
s
e e “ o
0
11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00 22:00
Application Category Taotal Bytes Bytes Received = Bytes Sent
1 SD-WAN Control SD-WAN 114.01 MB 50.40 MB 6361 MB
2z SD-WAN Management SD-WAN 6.70ME 6.70 ME
3 nternet Protocol Network Service
Total 120.71 MB S7.10MB 63.61 MB

At the top of the page, you can choose a specific time period to view the details of the priorities
for the selected duration.

Choose the metrics from the drop-down to view the details related to the selected parameter.
For more information on the metrics parameters, see Monitor Edges.

By default, the Scale Y-axis evenly check box is selected. This option synchronizes the Y-axis
between the charts. If required, you can turn off this option.

Hover the mouse on the graphs to view more details.

Click Categories to view similar applications grouped into categories.

The bottom panel displays the details of the selected metrics for the applications or categories.
To view drill-down reports with more details, click the links displayed in the metrics column.

The following image shows a detailed report of top applications.
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Top Applications x
Thu Sep 03, 03:38 - 16:06

SD-WAN Control

SO-WAN

Transport Groups

Publc Wired I
SD-WAN Control 50.19 MB
@ SD-WAN Management 6.74 MB
B ntemet Protocol 0

Sources Tab
You can monitor the network usage of devices and operating systems for a specific Edge.
Click Monitor > Edges > Sources to view the following:

Maonitor Manitor Eige

Netwark Overview = bl-edgel
Network Services Sources
Routing [Past 12 Hows [P E"3RTES < > YAt
Alerts
Events _ . : :
A Bytes Received/Sent | PRS00 TR 6 Devices Operating Systems
epors
Confi 1.00 ME
Tgure
@
Test & Troubleshoot - ﬁ
S00.00 kB 2
S _ )
@ Configure this Edge ;
© Events from this Edge 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00 22:00
1.00 ME

© Remote Actions

Q Generate Disgnostic Bundle
@ Remote Diagnostics .. .Il | l . ' 500.00 kB
0

ag

11:00 12:00 13:00 1400 15:00 18:00 17:00 18:00 19:00 20:00 21:00 22:00
Client P Address MAC Address os Total Bytes Bytes Received = Bytes Sent
1. SD-WAN Control \El MAA 02:42:c0:28:0201 ~ 120.71 MB 57.10MB 63.61 MB
Total 120.71 MB 57.10MB 63.61 MB

At the top of the page, you can choose a specific time period to view the details of the priorities
for the selected duration.

Choose the metrics from the drop-down to view the details related to the selected parameter.
For more information on the metrics parameters, see Monitor Edges.

By default, the Scale Y-axis evenly check box is selected. This option synchronizes the Y-axis
between the charts. If required, you can turn off this option.

Hover the mouse on the graphs to view more details.
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Click Operating Systems to view the report based on the Operating Systems used in the devices.

The bottom panel displays the details of the selected metrics for the devices or operating
systems.

To view drill-down reports with more details, click the links displayed in the metrics column.

The following image shows a detailed report of top clients.

Top Clients ®
Thu Sep 03, 03:38 - 15:55

SD-WAN Control ™

Top Applications
EAp— [

Internet Protocol

SD-WAN Control 56.18 MB

Click the arrows displayed next to Top Applications to navigate to the Applications tab.

Destinations Tab
You can monitor the network usage data of the destinations of the network traffic.

Click the Monitor > Edges > Destinations tab to view the following:

Maonitor r Manitor Edge
Network Qverview == bl-edgel
N rk Services Destinations
Routing Past 12 Hours WedSep 2, 1013 || nowe < > YFher
Alerts
Events
Bytes Received/sent v |(EA L @ [l Foon [ P
Reports
1.00 MB
Configure
o
Test & Troubleshoot 2
sooo0ke 2
Administration 2
@ Configure this Edge 0
. 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00 22:00
@ Events from this Edge
@ Remote Actions 1.00 MB
e Generate Dizgnostic Bundle
w
@ Remote Diagnostics I II I III II'IIIII IlI IIII.II I| |I|III|III‘ s00.00 ke 3
0
11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00 15:00 20:00 21:00 22:00
Destination Total Bytes Bytes Received = Bytes Sent
1. velocloud. net 120.71 MB 57T.10MB 63.61 MB
2 @ overflow
Total 12071 MBE 5710 MB 6361 ME
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At the top of the page, you can choose a specific time period to view the details of the priorities
for the selected duration.

Choose the metrics from the drop-down to view the details related to the selected parameter.
For more information on the metrics parameters, see Monitor Edges.

By default, the Scale Y-axis evenly check box is selected. This option synchronizes the Y-axis
between the charts. If required, you can turn off this option.

Hover the mouse on the graphs to view more details.

The bottom panel displays the details of the selected metrics for the destinations by the selected
type.

To view drill-down reports with more details, click the links displayed in the metrics column.

The following image shows a detailed report of top domains.

Top Domains ®
Thu Sep 03, 03:38 - 16:02

velocloud.net

velocloud.net

Top Applications

SD-WAN Gt [
SD-WAN Management I
velocloud.net 56.55 MB
overflow 0
Close

Click the arrows displayed next to Top Applications to navigate to the Applications tab.

Business Priority Tab

You can monitor the Business policy characteristics according to the priority and the associated
network usage data for a specific Edge.

Click Monitor > Edges > Business Priority tab, to view the following:
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Monitor ' Manitar Edge
Network Overview = bl-edgel
Network Services Business Pricrity
Routing Past 12 Hours Wed Sep 2, 10:13 | now < >
Alerts
Events
(Bytes Recened/sent v | (AL Azl ©
Reports
4.00 MB
Configure
o
Test & Troubleshoot H
zoome 2
Administration 2
@ Configure this Edge 0
. 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00 22:00
@ Events from this Edge
@ Remote Actions 4.00 M8

O Generate Diagnostic Bundle

@ Remote Diagnostics ' I 2.00 MB
0

LRg

1100 12:00 13:00 14:00 15:00 16:00 17:00 18:00 15:00 20:00 2100 22:00
Prioity Bytes Received Bytes Sent

1. @ High 70.20 MB 43.19MB

2 Mormal

3. Low

4 @ commol 5015 MEB £3.29 MB

At the top of the page, you can choose a specific time period to view the details of the priorities
for the selected duration.

Choose the metrics from the drop-down to view the details related to the selected parameter.
For more information on the metrics parameters, see Monitor Edges.

By default, the Scale Y-axis evenly check box is selected. This option synchronizes the Y-axis
between the charts. If required, you can turn off this option.

Hover the mouse on the graphs to view more details.

The bottom panel displays the details of the selected metrics for the business priorities.

System Tab
You can view the detailed network usage by the system for a specific Edge.

To view the details of system information:

Procedure
1 Inthe Enterprise portal, click Monitor > Edges.

2 Click the link to an Edge and click the System tab.

Results

The System tab displays the details of network usage by the system for the selected Edge.
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Moniter r Monior Edge
Network Overview spok&] -1-1
Network Services
Routing s 5 %0
Alerts
Events
Reperts CPU Percentage CPU Core Temperature (*C)
Configure : 10
Test & Troubleshoot
100
Administration 1
Q Configure this Edge b
Q Events from this Edge
o o
9 Remote Actions 12:00 14:00 16:00 18:00 12:00 14:00 16:00 18:00
© Generate Diagnostic Bundle Min 0.0%  Max 1.0%  Aversne 0.5% Min 100 Max 97.00  Aversne 46.31
Q Remeote Diagnostics
Memory Usage Flow Counts
1 2000
WKM M :
o l_II o
12:00 14:00 16:00 18:00 12:00 14:00 16:00 18:00
hin 0.0% Max 1.0% Auerage 0.5% Min 0 Max 160K Averaos TBIGT
Handoff Queue Drops Tunnel Count
40 2
20 _. |
o o
12:00 14:00 16:00 18:00 12:00 14:00 16:00 18:00
bin 1.00 hax 30.00  Averzge 14.06 WP Wi 1.00 hax 1.00 Ayerage 1.00
W  in 0 Max O Auerage 0

The page displays graphical representation of usage details of the following over the period of
selected time duration, along with the minimum, maximum, and average values.

m  CPU Percentage - Percentage of usage of CPU.

m  CPU Core Temperature - The core temperature of the Edge CPU.
m  Memory Usage- Percentage of usage of memory.

s Flow Counts - Count of traffic flow.

m  Handoff Queue Drops — Count of packets dropped due to oversubscription of the Edge
resources.

m  Tunnel Count - Count of tunnel sessions.

Hover the mouse on the graphs to view more details.

VMware SD-WAN Orchestrator Data Retention

Describes the data retention policy for the VMware SD-WAN Orchestrator.
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SD-WAN Data Retention
Table 6-1. SD-WAN Data Retention

SD-WAN Data Date Retention Period
Enterprise Events 1year

Enterprise Alerts 1year

Operator Events 1year

Enterprise Proxy Events 1year

Link Stats 1year

Link QoE 1year

Path Stats 2 weeks

Flow Stats (Low Resolution) 1year - 1 hour rollup
Flow Stats (High Resolution) 2 weeks - 5 minute rollup
Edge Health Stats 1year

Important Notes

m  Currently, as per design, the Edge Stats data is present in monthly partitions. So, if we were
to truncate data older than 2 weeks, it essentially truncates data older than a month and
the SD-WAN Orchestrator Monitor page displays the current and the immediate previous
month's health stats data.

m  For detailed usage information regarding Edge Health Stats, see System Tab and Monitor
System Information of an Edge.
Changing the Flow Stats Retention Period

Operators can change the retention period by creating new System Properties. Follow the steps
below to create new System Properties for high resolution and low resolution retention periods in
days and months.

High Resolution Retention Period

High resolution flow stats retention can be configured anywhere between 1 and 90 days. Follow
the steps below to create a new System Property for the high resolution retention period.

1 From the SD-WAN Orchestrator navigation panel, click System Properties.
2 In the System Properties screen, click the New System Properties button.
3 Inthe New System Property dialog box:

a Type retention.highResFlows.days in the Name text field.

b Inthe Data Type drop-down menu, choose Number.
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¢ Inthe Value text field, enter the retention period in number of days.

Note High resolution retention period has a maximum of 90 days, and the resolution is 5

minutes.

New System Property... ?) %

Name ‘ retention.highResFlows.days

Data Type NUMBER v

Value ‘90

Value is Password O Yes— @ No

ValueisRead-only O Yes— @® No

Description

7
| Save | ‘ Close

4  Click Save.

Low Resolution Retention Period

The low resolution flow stats can be configured to persist anywhere between 1 and 365 days.
Follow the steps below to create a new System Property for the low resolution retention period.

1 From the SD-WAN Orchestrator navigation panel, click System Properties.
2 In the System Properties screen, click the New System Properties button.
3 In the New System Property dialog box:

a In the Name text field, type retention.lowResFlows.months

b In the Data Type drop-down menu, choose Number.

¢ In the Value text field, enter the retention period in number of months.

Note The low resolution retention period has a maximum of 1 year, and the resolution is 1
hour.
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New System Property... ?2 0%
Name ‘ retention.lowResFlows.months
Data Type NUMBER v
Value ‘6
Value is Password O Yes— ® No
Valueis Read-only O Yes— @® No
Description
7
Save | | Close
4  Click Save.

Monitor Network Services

You can view the details of configured network services for an enterprise from the Monitor >
Network Services page in the Enterprise portal.

You can view the configuration details of the following network services:

= Non SD-WAN Destinations via Gateway - Displays the configured Non SD-WAN Destinations
along with the other configuration details such as Name of the Non SD-WAN Destination,
Public IP Address, Status of the Non SD-WAN Destination, Status of the tunnel, L7 health
status, Number of profiles and Edges that use the Non SD-WAN Destination, Last contacted
date and time, and Number of related state change Events.

= Non SD-WAN Destinations via Edge - Displays the configured Non SD-WAN Destinations
along with the other configuration details such as Name of the Non SD-WAN Destination,
Public IP Address, Status of the tunnel, Number of profiles and Edges that use the Non
SD-WAN Destination, Last contacted date and time, and Deployment status.
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m  BGP Gateway Neighbor State - Displays the BGP neighbors connected to Gateways. The
page displays the following details: Gateway name, IPv4 and IPv6 addresses of the BGP
neighbor, State of the neighbor, Date and time of the state change, number of messages
received and sent, number of Events, duration for which the BGP neighbor is Up/Down, and
number of prefixes received.

m  BGP Edge Neighbor State - Displays the BGP neighbors connected to Edges. The page
displays the following details: Edge name, IPv4 and IPv6 addresses of the neighbor, State of
the neighbor, Date and time of the state change, number of messages received and sent,
number of Events, duration for which the BGP neighbor is Up/Down, and number of prefixes
received.

m  Cloud Security Service Sites - Displays the Cloud Security Services configured for the
Enterprise along with the other configuration details such as Name, Type, IP address, Status
of the Cloud Security Service, L7 health status, Status of the Edge using the Cloud Security
Service, Date and Time of the status change, Number of related state change Events, and
Deployment status.

m  Edge VNFs - Displays the configured Edge VNFs along with other configuration details such
as Name of the VNF Service, Number of Edges that use the VNF, and VM status.

m  Edge Clusters - Displays the configured Edge clusters and the usage data along with other
configuration details such as Name of the Edge cluster, Edges available in the cluster,
Percentage of CPU and Memory utilization, Number of tunnels, Flow count, and Number of
handoff queue drops.
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Monitor Network Services

MNetwork Overview
Edges

Routing

Alerts

Events

Firewall Logs
Reports

Configure

Test & Troubleshoot

Administration

MNon SD-WAN Destinations via Gateway

Name

Gatewayld REMOVED

Edge VNFs
Senvice +
1 caM

MMware by Broadcom

Fri Jul 02, 13:42:33 7

Fri Jul 09, 23

Fri Jul 09, 22:16:3G an
Fri Jul 09, 23:16:36 an h

Fri Jul 08, 23:16:56

Gawwavd b
BGP Edge Neighbor State
Edge Name Neighbor IP Saate
bi-hub2 00:172:2 @ ESTASLISH...
bi-hub2 REMGVED Fri Jul 09, 23:
bi-hub2 722141 @ ESTABLISH...
bi-hub2 @ CONNECT
bi-hub3 @ IDLE
bi-hub1 722141, 3
Cloud Security Service Sites
Name Pubic IP Status Tunne! Status
1 Regionl1-Spoks 12.1.1.201 [ ]
12.1.1.200

4 Pubic IP Status 4 Statu:
1 e OO
E c Om
00
3 c O@
Do
4
Mon SD-WAN Destinations via Edge
Name 7R Public IP Tunngl Status
1 NvS-Edge 21.1.50 [ o+ 1]
2 2.1.1.204 m
2.1
BGF Gateway Meighbor State
Neighbor IP SiEte Siate Changsd Time
gateway-3 54.0.89 @ ESTABLISH.. Wed Jul 07
gateway-3 @ ESTABLISH... Fri Jul 02, 13:
tEwayd REM in] Fri Jul 02, 13:42:33
ewayd 211,104 REMOWVED Fri Jul 02, 12:42:33

Szate Changed Time

Service Siatus
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1 Edge View
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Monitor Routing

You can monitor routing for your Enterprise from the(Monitor > Routing tab). The Routing page
displays details such as Multicast Group, Edge information, and BFD sessions on Edges and
Gateways.

Monitor

Routing

Netwark Overview

Edges Muhticast | BFD
Network Services
Alerts | ~ |0 \M Display 2 items
Events Segment T Multicast Group Source Address RP Multicast Edges Created Last Update
Reports
Global Segment 22516207 172187 172.16.200 1Edge (v ayear ago 3 months ago
Configure
Global Segment 225.16.207. . 172.16.200 1Edge (v 2 months ago
Test & Troubleshoot

Administration

Multicast Group Details

v |0 i Refresh Display 0 items

Multicast Edges £ Upsl

Downstream

Select a Multicast Group above to view Multicast Group Details

m  You can view the Multicast PIM neighbors for the selected Edge. See PIM Neighbors View.

m  You can monitor the BFD sessions on Edges and Gateways. See Monitor BFD Sessions.

PIM Neighbors View

The following figure shows the PIM neighbors of the selected Edge (per segment), the interface
where the PIM neighbor was discovered, the neighbor IP address, and time stamps.
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Multicast PIM Neighbors: EDGE7
| v|® |mcos

| 1= Segment |

Edge Name | Interface | Address

1 Global Segment EDGE-3 10.3.01

Display 1 items.

Created Last Update

Sat Apr 07, 00:53:08 23 days ago

Close

Monitor Alerts

SD-WAN Orchestrator provides an alert function to notify one or more Enterprise Administrators

(or other support users) when a problem occurs. You can access this functionality by clicking

Alerts under Monitor in the navigation panel.

You can send Alerts when a SD-WAN Edge goes offline or comes back online, a WAN link goes

down, a VPN tunnel goes down, or when an Edge HA failover occurs. A delay for sending the
alert after it is detected can be entered for each of the alert types. You can configure alerts in

Configure > Alerts and Notifications.
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= - “IENE
L7 Alerts | VeloAcme | VeloCl % Y

&= c http loacmevelocloud.net, A “J,:f'

VeloAcme

Edges
Network Services | Febo, 20151343 e € > YFiter
Events
Firewall Logs Items 1 — 10 of 10. Show[30 | perpage
Configure
Tir Status
Test & Troubleshoot
L Closed
Administration Closed
VeloAcme VPN Edge Closed
v Closed
. 11:02 Edge Dow Closed
. 08:47 Edge Up Closed
Jul0 . 0813 Edge Down Closed
Fri Jul 03 2015.17:10  Edge Down Closed
1610 Edge Up Closed
1501 Edge Down Closed

Note If you are logged in using a user ID that has Customer Support privileges, you will only
be able to view SD-WAN Orchestrator objects. You will not be able to create new objects or
configure/update existing ones.

Monitor Events

The Events page in the navigation panel displays the events generated by the SD-WAN
Orchestrator. These events can help you determine the operational status of the VMware
system.

You can click the link to an Event link displayed in the Events page to view more details.

Monitor Events Q
Network Overview
B e Aug 11. 10:42 ow

Edges T L < 2
Network Services
. Searc (i) s || % Reset view | [ 2 Befre cav Dizplay 19 items
Routing {fa-.hvl {mcD';H‘ﬂES.IhlEf-”u-.E‘\fL'S"IH&\.S-'I Display
Alerts Time + Event Segment Edge User Severity Message
4 Events =
o Wed Aug 12, 17:16:23 Az_Edge2 Waming device settings d
Reports
i Wed Aug 12, 17:16:23 Az _Edgez Info configuration for
Configure
i Wed Aug 12, 17:15:58 Global Segment super@velocioud. Info { Tunnels enabled
Test & Troubleshoot
o . i Wed Aug 12, 17:15:58 super@velocloud Info prol Start Profile] edi
Administration
[B] wedAug 12, 17:15:50 Error io NVS] - Failed
i Wed Aug 12, 17:15:50 Notice Tunnel to [Velo NVS] - Failed
A Wed Aug 12, 17:15:24 Az_Edge2 Waming Inconsistent device settings d
i Wed Aug 12, 17:15:24 Az_Edge2 Info Appiied new configuration for
i Wed Aug 12, 17:15:24 Az_Edge2 Info Applied new configuration for
i Wed Aug 12, 17:15:05 super@velocloud Info profile [Quick Start Profile] ed
-
4 >

The Events feature is useful for obtaining the following information:
= Audit trail of user activity [filter by user]

m Historical record of activity at a given site [filter by site]
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m Record of outages and significant network events [filter by event]

m  Analysis of degraded ISP performance [filter by time period]

Auto Rollback to the Last Known Good Configuration

If an Administrator changes device configuration that cause the Edge to disconnect from the
Orchestrator, the Administrator will get an Edge Down alert. Once the Edge detects that it
cannot reach the SD-WAN Orchestrator, it will rollback to the last known configuration and
generate an event on the Orchestrator titled, “bad configuration.”

The rollback time, which is the time necessary to detect a bad configuration and apply the
previous known “good” configuration for a standalone Edge, is between 5-6 minutes. For HA
Edges, the rollback time is between 10-12 minutes.

Note This feature rolls back only Edge-level device settings. If the configuration is pushed
from the Profile that causes multiple Edges to go offline from the Orchestrator, the Edges will
log “Bad Configuration” events and roll back to the last known good configuration individually.
IMPORTANT: The Administrator is responsible for fixing the Profile accordingly. the Profile
configuration will not roll back automatically.

<>

o (@ |[x= EETen|FX

Monitor Reports

The Monitoring dashboard in the Enterprise portal allows for report generation with overall
network summary along with information on SD-WAN traffic and transport distribution. Reports
allow the analysis of your network.

Note The reports focus on descriptive analytics and cannot be used for troubleshooting
purposes. In addition, these reports are not dashboards that reflect the real-time data from the
network.

In the Enterprise portal, click Monitor > Reports.
To create a new report:
1 In the Reports window, click New Report.

2 Inthe New Report window, enter a descriptive name for the report and choose the start and
end dates.

3 Click Create.
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New Report x

Plaase note that reporting is limited in this release

1. Reports have a 14-day maximum time frame

2. Reports will time out after 3 hours

3. Reposts are not allowed with more than 600 Edges
4. Reporting will retain up to 10 reports in total

[Report_oct
[10/03/2018 10:42 =

=]

| gee | conce

Note You can generate a report only for a duration of 14 days and for a maximum of 600 Edges.
The report generation times out after 3 hours. The Reports table retains only the latest 10 reports
at a time.

The Status of the report generation is displayed in the window. Once completed, you can
download the report by clicking the Completed link.

LS Reports

Network Overview
Edges I

| w o ._: et View ;.C Reiresh | Sisplay 3 tems.

Metwork Services
Status Name Created By Credled Dale + Report Period
Raouting
Alerts In progress Report_0ct super@veiocioud net FriDec 13, 1004342 Tue Ocd 01, 10:42-00 - Mon Oct 14, 10:42:00

Events & Compigtod Repori_Sep super@veiocicad nel FriDec 13, 1004135 Sun Sep 15, 10:41:00 - Sat Sep 28, 10:41:00

& Reports
_ E 3 Completed Repor_Aug super@veiacioud net Fri Dec 13, 1004109 Thu Aug 01, 10040:00 - Wed Aug 14, 10.40:00

Configure
Test & Troubleshoot

Administration

The Download Report window provides the following options:

Download Report... *®

Close

You can download the report as a PDF that provides an overall summary of the traffic and
transport distribution, represented as a pie chart. This report also provides the list of top 10
applications by the traffic and transport type.

You can choose to download the reports by transport or traffic distribution, as a CSV file.

m  The transport distribution report displays the details of time, transport type, applications,
name and description of the edges, and the bytes sent and received.

m  The traffic distribution report displays the details of time, flow path, applications, name and
description of the edges, and the bytes sent and received.
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Monitor Enterprise using New

Orchestrator Ul

VMware SD-WAN allows an Enterprise user to monitor the events and services using a

redesigned portal.

In the Enterprise portal, click Monitor from the top menu. The following screen appears:

Monitor Configure Diagnostics Settings

«

€ Network Overview .
Activated Edges

Edges

&
& Network Services
ES
0

Routing
A Alerts 5
@ Events
[ Reports
Edge Name
b4-edgel
b3-edgel
bl-edgel
b2-edgel
b5-edgel

COLUMNS C REFRESH

Network Overview

5

Connected

Hubs

[o]

Connected

Status

® Connected

® Connected

® Connected

® Connected

® Connected

o} o}
Degraded Offiine
o} [}
Degraded Offline

HA

Links

Cluster Name

None

None

None

None

None

Links

-

®

@
®

8 o}
.
Stable Degraded
Hubs Links
o [}
.
Stable Degraded

Activated

Sep 7, 2022, 1:55:43 PM

Sep 7, 2022, 1:55:42 PM

Sep 7, 2022, 1:55:44 PM

Sep 7, 2022, 1:55:43 PM

Sep 7, 2022, 1:55:42 PM

Down

[¢]

Down

50f 5 items

VIEW ALL

You can explore each monitoring option and click the graphs to view more detailed drill-down

reports.

Each monitoring window consists of the following options:

m  Search - Enter a term to search for specific details. Click the Filter icon to filter the view by a

specific criterion.

m  Column - Click and select the columns to be shown or hidden in the view.

m  Refresh - Click to refresh the details displayed with the most current data.

Read the following topics next:
m  Monitor Network Overview
= Monitor Edges

m  Monitor Network Services
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m  Monitor Routing Details
= Monitor Alerts

m  Monitor Events

m  Enterprise Reports

m View Analytics Data

Monitor Network Overview

The Network Overview page displays the overall summary of the network, like activated Edges,
links, top applications, and other configured data.

To view the Network Overview summary:
In the Enterprise portal, click Monitor > Network Overview.

The Network Overview page displays the summary of the network.
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vmw Orchestrator SD-WAN

Monitor  Configure  Diagnostics  Service Settings

€ Network Overview
@ Network Overview
Activated Edges

© Edges
& Network Services = s
& Rerg Connected
& Alerts

5 Hubs
@ Events
O Reports 2

Connectea

3

Application Analytics 7

Branch Analytics 7

®

Edge Name. Status

bi-edgel

b2-edgel

b5-edgel  Connected
b3-edgel ® Connected
columns  (C REFRESH

Top Apps by Data Volume

.
Offine

Links
2 o o
. . .
offine Stable Degraded Down
12 Hubs Links
5 o o
. .
Stable Degraded Down
Cluster Name Links Activated
None (3) Oct 27,2022, 81101 PM
None (3) Oct 27,2022, 8101 PM
None (2) Oct 27,2022, 1101 PM
None ) Oct 27,2022, 81100 PM
None (2) Oct 27,2022, 81101 PM
Sofstems
Past 2 weeks Top Edges by Data Volume Past 2 weeks

s conet _ bt

U e _

o g 5
byes  G8  G8  GB  G8  GB  GB

Configuration data

Profiles used

m
N

2
100% . oo
o
Unused
Edges with Enabled VNF
Error off on
o o o

The following details are displayed:

Option

Activated Edges

Links

VMware by Broadcom

bi-edgel

pedaet _

50 a2 0 ' 2 3 4 5 6 / s 9 10 1"
GG bytes G G5 s @ s a5 a5 G a8 s s
Segments Activated Software Version (_Up (o cate
= 3 = 5
Total Total
3 5
. .
Activated Up to date
o o
Other Outdated
Edges with Enabled A-S Pair Non SD-WAN Destinations via Gateway
Pending Ready Total Connected offiine
o o o 0 o
Description

Displays the number of Edges and Hubs that are
connected, degraded, and down, along with a graphical
representation. Click the link to a number and details of
the corresponding Edges or Hubs are displayed in the
bottom panel.

In the bottom panel, click the link to the Edge or the
cluster name to navigate to the corresponding tabs.

Displays the number of links and hub links that are
stable, degraded, and down, along with a graphical
representation. Click the link to a number and details of
the corresponding links or Hub links are displayed in the
bottom panel.

In the bottom panel, click the link to the Hub name to
navigate to the corresponding tab.
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Option

Top Apps by Data Volume
Top Edges by Data Volume
Profiles

Segments

Software Version

Edges with Enabled VNF

Edges with Enabled A-S Pair

Non SD-WAN Destinations via Gateway

Description

Displays the top 10 applications sorted by volume of data.

Displays the top 10 Edges sorted by volume of data.
Displays the details of used and unused profiles.
Displays the details of activated and other segments.

Displays the details of software versions of the Edges,
that are up to date and outdated.

Displays the number of Edges activated with VNF, that
are with status Error, Off, and On.

Displays the number of Edges activated as Active-
Standby pair, that are with status Failed, Pending, and
Ready.

Displays the number of non SD-WAN destinations that
are connected and offline.

Hover the mouse on the graphs to view more details.

Monitor Edges

You can monitor the status of Edges and view the details of each Edge, like the WAN links, top

applications used by the Edges, usage data through the network sources and traffic destinations,
business priority of network traffic, system information, details of Gateways connected to the

Edge, and so on.

To monitor the Edge details:

In the Enterprise portal, click Monitor > Edges to view the Edges associated with the Enterprise.

The page displays the details of the Edges, like the status, links, Gateways, and other information.

« Edges

(@ Network Overview A

° a v o
Edges

P — > Map Distribution

“ Routing Name Status

Alerts

B

@ Events

b2-hub! [HUB-CLUSTER2]
Firewall Logs

Reports b7-edget

@ Appication Anaiytcs! [V —

@ Branch Analytics 1
bl-hub3 [HUB_CLUSTERT,
b2-hub2 [HUB-CLUSTER?)
b2-hub3 [CLUSTERS]
bg-edgel
b10-edget

spoke-t-1-7

bihub! [HUB_CLUSTERT] ® Connecte

spoke-11-2 ® Connecte

Cluster

Cluster

Cluster

Cluster

Unknown

® Standby reacy

VNE VM Status VNF Type Gateways Last Contact

View Dec 2020, 10:28:46 PM

View Dec 82020, 10:28:41 PM

View Dec 82020, 10:28:41 PM

View Dec 2020, 10:28:46 PM

View Dec 82020, 10:2839 PM

View Dec 8, 2020, 10:28:39 PM

View Dec 82020, 10:28:42 PM

View Dec 82020, 10:28:38 PM

View Dec 2020, 10:28:40 PM

View Dec 82020, 10:28:47 PM

View Dec 82020, 10:28:27 PM

Click the CSV option to download a report of the Edges in CSV format.
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You can click the link to View option in the Gateways column to view the details of Gateways
connected to the corresponding Edge.

Click the link to an Edge to view the details pertaining to the selected Edge. Click the relevant
tabs to view the corresponding information. Each tab displays a drop-down list at the top which
allows you to select a specific time period. The tab displays the details for the selected duration.

Some of the tabs provide drop-down menu of metrics parameters. You can choose the metrics
from the list to view the corresponding data. The following table lists the available metrics:

Metrics Option Description

Average Throughput Total bytes in a given direction divided by the total time.
The total time is the periodicity of statistics uploaded
from the Edge. By default, the periodicity in SD-WAN
Orchestrator is 5 minutes.

Total Bytes Total number of bytes sent and received during a
network session.

Bytes Received/Sent Split up details of number of bytes sent and received
during a network session.

Total Packets Total number of packets sent and received during a
network session.

Packets Received/Sent Split up details of number of packets sent and received
during a network session.

Bandwidth The maximum rate of data transfer across a given path.
Displays both the upstream and downstream bandwidth
details.

Latency Time taken for a packet to get across the network, from

source to destination. Displays both the upstream and
downstream Latency details.

Jitter Variation in the delay of received packets caused by
network congestion or route changes. Displays both the
upstream and downstream Jitter details.

Packet loss Packet loss happens when one or more packets fail to
reach the intended destination. A lost packet is calculated
when a path sequence number is missed and does not
arrive within the re-sequencing window. A “very late”
packet is counted as a lost packet.

For each Edge, you can view the following details:
m  Monitor overview of an Edge

= Monitor QoE

m  Monitor Links of an Edge

= Monitor Path Visibility

m  Monitor Flow Visibility
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m  Monitor Edge Applications

= Monitor Edge Sources

m  Monitor Edge Destinations

m  Monitor Business Priorities of an Edge

m  Monitor System Information of an Edge

Select an Edge and click the Shortcuts option at the top to perform the following activities:

= Configure - Navigates to the Configuration tab of the selected Edge. See Configure Edges
with New Orchestrator Ul.

m  View Events - Displays the Events related to the selected Edge.

m  Remote Diagnostics — Allows to run the Remote Diagnostics tests for the selected Edge. See

Run Remote Diagnostics with new Orchestrator Ul.

m  Generate Diagnostic Bundle - Allows to generate Diagnostic Bundle for the selected Edge.

See Diagnostic Bundles for Edges with new Orchestrator Ul.

= Remote Actions - Allows to perform the Remote actions for the selected Edge. See Remote

Actions with New Orchestrator Ul
m  View Profile — Navigates to the Profile page, that is associated with the selected Edge.
m  View Gateways - Displays the Gateways connected to the selected Edge.
The following are the other options available on this page:

Option Description

Search Enter a search term to search for the matching text across the page. Use the advanced search option to
narrow down the search results.

Columns Click and select the columns to be displayed or hidden on the page.

Refresh Click to refresh the page to display the most current data.

Monitor overview of an Edge

The Overview tab of an Edge in the monitoring dashboard displays the details of WAN links
along with bandwidth consumption and network usage.

To view the information of an Edge:

Procedure

1 In the Enterprise portal, click Monitor > Edges to view the Edges associated with the
Enterprise.

2 Click the link to an Edge and the Overview tab is displayed by default.

VMware by Broadcom
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Results

The Overview tab displays the details of links with status and the bandwidth consumption.

Monitor  Configure

@ Network Overview

Edges

2 B

P

Network Services
< Routing

Alerts

3

@ Events

Reports

® B

Application Analytics 2

5

Branch Analytics 7

Diagnostics

«

Service Settings
Edges / bi-edgel

bl-edgel v (eomeea)

Past 12 Hours v
Overview  QoE  Links  Paths

Links Status

Link Status.

o Stable
® Stable

® Stable

cotumys Live data

Top Consumers

Applications
500 MB
400 M5
200MB

Obytes
SD-WAN Control

VIEW DETAILS

Operating Systems

750 MR

Flows

Applications

Interface (WAN Type)

GE3 (Ethernet)

GEA4 (Ethernet)

GES (Ethernet)

Sources

Nov 10, 2022, 5:55:01 AM to Nov 10, 2022, 5:55:01 PM

Destinations

Kops T 257.01 Mbps

17186 kips b 274315 Mbps.

3315 kbps 1 265,619 Mbps
5445 Kbps b 268,446 Mops

Business Priority

system

Total: 526.835 MB

Categories
7s0ME
500 B
250 MB

0 bytes
SD-WAN

VIEW DETAILS

Sources

750 B

SHORTCUTS v

Live Mode @D @

Packet Loss.
Tox

v os
+ox
4ox

o
vox

sources [T

You can choose whether to view the Edge information live using the Live Mode option. When
this mode is ON, live monitoring of the Edge happens and the data in the page is updated
whenever there is a change. The live mode is automatically moved to offline mode after a period
of time to reduce the network load.

The Links Status section displays the details of Links, Link Status, WAN Interface, Throughput,
Bandwidth, Signal, Latency, Jitter, and Packet Loss. For more information on these parameters,
see Monitor Edges.

The Top Consumers section displays graphical representation of bandwidth and network usage
of the following: Applications, Categories, Operating Systems, Sources, and Destinations of the
Edges. Click View Details in each panel to navigate to the corresponding tab and view more

details.

Hover the mouse on the graphs to view more details.

Note The minimum amount of data consumption for SD-WAN control traffic on a link is 1.5 - 2
GB per month depending on the number of paths.

Monitor QoE

The Quality of Experience (QoE) tab shows the Quality Score for different applications. The

Quality score rates an application's quality of experience that a network can deliver for a period
of time. The QOE is calculated based on the best score comparing all the Static tunnels (Edge to
Gateways and Edge to Hubs) and then displays the best performing tunnel.

To view the QOE report of an Edge:
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Procedure

1 Inthe Enterprise portal, click Monitor > Edges to view the Edges associated with the
Enterprise.

2 Click the link to an Edge, and then click the QoE tab.

Results

The QoE tab displays the quality score of applications for different traffic types.

« Edges / b7-edgel - -
verview b7-edgel v
Past 12 Hours
erview  QOE  Links  Paths  Applcations  Sources  Destinations  Business Priority  System
Guality Score Voice Video Transactional
Y 10 A 10 A 10 A

D Reports

@ Application Analytics (7 .
10 :
@ Branch Analytics [ &

ate 172.27.1.2 g
© — :
o o700 o500 05100 1000 100 1200 1300 1400 1500 1600 1700 1600

o0

Before: Displays the Link readiness for traffic based on the actual measured jitter, latency & packet-ioss.
After: Displays the qualty of experience for this Edge after optimizations have been applied.

The following traffic types are supported: Voice, Video, and Transactional. Click the link to a
traffic type displayed at the top, to view the corresponding data.

The QoE graphs display the quality scores of the selected Edge before and after the SD-WAN
optimization.

You can hover the mouse on a WAN network link or an aggregate link to display a summary of
Latency, Jitter, and Packet Loss.

Monitor Links of an Edge

You can monitor the WAN links connected to a specific Edge along with the status, interface
details, and other metrics.

To view the details of Links and Transport groups used by the traffic:

Procedure

1 Inthe Enterprise portal, click Monitor > Edges to view the Edges associated with the
Enterprise.

2 Click the link to an Edge, and then click the Links tab.

Results

The Links tab displays the details of WAN links connected to the selected Edge.
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vmw Orchestrator - v SD-WAN Open Clas:

Monitor  Configure  Diagnostics  Service Settings

K| Edges/br-edger SHORTCUTS v
& Network Overview bl-edgel v
& Edges
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SRECORER TS Past 12 Hours v Novil, 2022, 2:43:41 AM to Nov T, 2022, 2:43:41 PM
4 Routing
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~ 0 byes
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Mg
0 bytes
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Name Link status Interface (WAN Type) Total Bytes (4485 MB) Bytes Received (222,062 M) Bytes Sent (226.437 MB)
> fdoorttt:2 o Stable GE3 245018 MB  (54.63%) 109,688 M8 (49.395%) 13533 M8 (59.765%)
169.254.7.10 (Ethemet)
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At the top of the page, you can choose a specific time period to view the details of the priorities
for the selected duration.

By default, the Scale Y-axis evenly check box is selected. This option synchronizes the Y-axis
between the charts. If required, you can turn off this option.

Hover the mouse on the graphs to view more details.

Click Transport Groups to view the links grouped into one of the following categories: Public
Wired, Public Wireless, or Private Wired.

You can choose whether to view the information live using the Live Mode option. When this
mode is ON, you can view live monitoring of the links and the transport groups.

Choose the metrics from the drop-down to view the details related to the selected parameter.
For more information on the metrics parameters, see Monitor Edges.

The bottom panel displays the details of the selected metrics for the links or the transport
groups. You can view the details of a maximum of 4 links at a time.

Click the arrow prior to the link name or the transport group to view the break-up details. To view
drill-down reports with more details, click the links displayed in the metrics column.

The following image shows a detailed report of transport groups with top applications and links.
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Transport Groups x
Jul 1, 2020, 6:15:42 AM - Jul 2, 2020, 615:42 PM

Top Applications =3

SO-WaN Conerol [N s ECE]
1ANA Internat Frot.. [ 1.409 GB
User Datagram Pro... | 277212 MR

SD-WAN Managem... | 120.5632 ME

Links

PUBLIC WIRED 10.18 GB
Public - 1 via L2 10.17 GB

.PRIVATE WIRED 767.779 MB

Public-2 9.627 ME

CLOSE

Click the arrow next to Top Applications to navigate to the Applications tab.

Monitor Path Visibility

Path is a tunnel between two endpoints. Path visibility is a report on utilization and quality of the
paths between an Edge and its SD-WAN peers. SD-WAN Orchestrator allows an Enterprise user
to monitor the Path visibility using the monitoring dashboard.

For a selected Edge, you can monitor the Path information for the SD-WAN peers with traffic
flow observed for a specific period.

Procedure

1 In the Enterprise portal, click Monitor > Edges to view the Edges associated with the
Enterprise.

2 Click the link to an Edge, and then click the Paths tab.

Results

For the selected Edge, the Paths tab displays the details of SD-WAN peers with traffic flow
observed for specified period.

Note The Paths tab is available only for Edges with software image version 4.0 or later.
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Monitor  Configure  Diagnostics  Service Settings
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At the top of the page, you can choose a specific time period to view the details of the priorities
for the selected duration.

To get a report of an SD-WAN peer in CSV format, select the SD-WAN peer and click Export
Path Statistics.

Click the link to an SD-WAN peer to view the corresponding Path details as follows:

m  All the SD-WAN peers that have traffic observed during the selected time period

m  The status of the paths available for a selected peer

m  Overall Quality score of the paths for a selected peer for video, voice, transactional traffic

m Time series data for each path by metrics like: Throughput, Latency, Packet loss, Jitter, and
so on. For more information on the parameters, see Monitor Edges.

vmw Orchestrator : SD-WAN

Monitor  Configure  Diagnostics  Service Settings

« bl-edgel~

@ Network Overview
Past 12 Hours v NovTi, 2022, 6:27:20 AM to Nov 11, 2022, 6:27:20 PM
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& Alerts
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200K8
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Path Name 1P Version ® 1P Preference @ Average GoE Path Status Total Bytes (4264 MB) Bytes Recelved (21.448 MB) Bytes Sent (21191 M8)
fdOO:1:1:1:2 IPve IPve * 10 @ Unknown 27.694 MB (64.9%) 13.975 MB (65.2%) 13.719 MB (64.7%)
fdoO:1:1:2:2 IPv6 IPve * 10 @ Unknown 14.946 MB (35.1%) 7.474 MB (34.8%) 7.472 MB (35.3%)

The metrics time-series data is displayed in graphical format. You can select and view the details
of a maximum of 4 paths at a time.
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By default, the Scale Y-axis evenly check box is selected. This option synchronizes the Y-axis
between the charts. If required, you can turn off this option.

Hover the mouse on the graphs to view more details.

Click the DOWN arrow in the Quality Score pane at the top, to view the Path score by the traffic
types.

Configure  Diagnostics.

« | bl-edgel~
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You can click an SD-WAN peer displayed at the left pane to view the corresponding Path details.

Monitor Flow Visibility

The Flow Visibility feature introduces a new Flows tab to the New Orchestrator Ul in the 5.1.0
release, which provides detailed data on each traffic flow for each Edge. The comprehensive
end-to-end flow is built based on certain flow parameters, such as Source IP, Destination IP &
Port, and Protocol. These parameters are displayed in a single view table format, which can assist
with monitoring and troubleshooting efforts.

Procedure

1 In the Enterprise portal, click Monitor > Edges to view the Edges associated with the
Enterprise.

2 Click the link of an Edge, and then click the Flows tab.
Results
For the selected Edge, the Flows tab displays the details of the SD-WAN Edge for a specified

period. See image below.

Note For the Flows feature, the unselected table fields are only available for Edges with
software image version 5.1 or later.
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@ Network Overview Edges / APISIM-1-10-SCALE SHORTCUTS v

APISIM-1-10-SCALE ~

& Edges
& Network Services

< Routing

Past 12 Hours Aug 4, 2022, 5:33:24 AM to Aug 4, 2022, 5:33:24 PM
A Alerts
@ Events Overview QoE Links Paths Applications Sources Destinations Business Priority System
D Reports a ©v
Source IP Destination IP Destination Port Protocol Segment Link Host Name Application 1
10.0.9.178 32.23.94.2 53 N/A Global Segme. INTERNET1 test6.company.co... Domain Name Servi
10.0.9.158 32.23.945 53 N/A Global Segme. INTERNET2 test6.company.co... Domain Name Servi
>
n COLUMNS C REFRESH 1- 20 of 183330 items >
G

The Flows tab displays detailed flow information about an Edge. See the table below for a
description of the text fields, icons, and columns in the Flows tab area.

Table 7-1. Flows Tab Description

Field Item Description

Specified Time text field Provides time filter capabilities from the past 60 minutes
to 1 year (from 0-14 days, high resolution data is
displayed, after which low resolution data up to one year
is displayed). Custom filter capabilities are also available.
At the top of the page, choose a specific time period to
view the details of the priorities for the selected duration.

Search Provides Search capabilities to find a specific flow
parameter. Enter a search string to find text that matches
in the Source IP, Destination IP, Destination FQDN, and
Destination Domain fields. Use the Advanced Search
feature for more advanced filtering criteria.

Filter Provides Filter capabilities based on Flow parameters;
such as, Source IP, Destination IP, Destination Port,
Segment, Host Name, Application, Category, Destination
FQDN, Destination Domain, and Next Hop.

Note The client device table filters hostname; however,
the values are shown in accordance with what was
uploaded by the flow stats that were uploaded to the
flow stats table. As a result, the hostname can be null,

or it might not correspond to the hostname that is being
filtered. In essence, it displays the value submitted at the
time the flow was uploaded.

Export Provides capability to create customized reports by
exporting flow data in CVS format. NOTE: A user
can download the first 60K records matching the filter/
quickSearch/sortBy/startTime/endTime criteria when the
metrics/getEdgeFlowVisibilityMetrics request was made.
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Table 7-2. Flows Parameter Description

Field Item

Source IP

Destination IP

Destination Port

Protocol
Segment
Link

Host Name

Application

Application Category

Destination FQDN

Next Hop

Route

Start Time

End Time

Total Bytes

Bytes Received

Bytes Sent

Total Packets

VMware by Broadcom

Description

Displays the IP address that owns the flow item. This
information is also available on the Source tab and can
be mapped to the name of the client device/operating
system.

Displays flow data of the Destination (Domain, FQDN, and
IP). This information can also be found in the Destination
tab.

Displays the destination port number, which identifies the
process that is to receive the data.

Displays Protocols (e.g. UDP, TCP).
Routing domain. Each segment has a unique routing table.
Underlying link through which the flow stats are reported.

The hostname associated with the source device of the
flow.

Column that displays the application. This information can
also be found in the Application tab.

Similar applications that are used by a specific Edge can
be grouped into a category.

The Fully Qualified Domain Name (FQDN) of the
Destination to which the traffic flow was directed.

The name of Next Hop device for the flow (i.e., The name
of the Gateway if the route is Cloud via Gateway). See the
Route to Nexthop Mapping table in the section below.

The path taken to the next hop across one or more
networks.

The timestamp of when the Edge started the flow stats
aggregation period.

The timestamp of when the Edge ended the flow stats
aggregation period. The difference between start and end
times equals the amount of time a flow stat record was
aggregated for.

Displays the total number of bytes sent and received
during a flow.

Displays details of the number of bytes received during a
flow.

Displays details of the number of bytes sent during a flow.

Total number of packets sent and received during a flow.
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Table 7-2. Flows Parameter Description (continued)

Field Item Description

Packets Received Displays details of the number of packets received during
a flow.

Packets Sent Displays details of the number of packets sent during a
flow.

Table 7-3. Route to Nexthop Mapping Table

Route Name Nexthop
cloudViaGateway The name of the Gateway that routes traffic to the cloud.
internetViaDirectBreakout Nexthop has no name. The traffic is coming from the

Internet directly.

branchToBranch (Gateway) The name of the Gateway responsible for routing traffic
to the other branch.

branchToBranch (Edge) The name of the Edge that was used to route traffic to
the other branch.

branchToNVSDirect The name of the HUB device serving as the nexthop
Edge.

branchToNVSViaGateway The name of the Gateway that routes traffic to NVS.

branchToBackhaul The name of the Edge or enterprise object that is used to

route traffic to a non-velocloud site.

cloudViaGateway (Edge - to Partner Gateway) The nexthop is the name of the Partner Gateway that will
route the traffic.

branchRouted Nexthop has no name. For basic routed traffic, there is no
destination object, specifically, via an Edge router.

internetViaBranchCSS Name of enterprise object used to route traffic to a non-
velocloud branch.

Monitor Edge Applications

You can monitor the network usage of applications or application categories used by a specific
Edge.

To view the details of applications or application categories:

Procedure

1 Inthe Enterprise portal, click Monitor > Edges to view the Edges associated with the
Enterprise.

2 Click the link to an Edge, and then click the Applications tab.

Results

The Applications tab displays the details of the applications used by the selected Edge.

VMware by Broadcom 124



VMware SD-WAN Administration Guide

vmw Orchestrator g " v SD-WAN
Monitor  Configure  Diagnostics  Service Settings
« Edges / bi-edgel SHORTCUTS ¥
@ Network Overview b1fedge1 i
= Edges
@ Network Services

Past 12 Hours ~  Novil, 2022, 9:28:01 AM to Nov 11, 2022, 9:28:01 PM
< Routing
Overview — QoE  Links  Paths  Flows  Applications ~ Sources  Destinations  Business Priority ~ System

& Alerts
FERs Y | @
@ Events
) Reports
@ Application Analytics 7
@ Branch Analytics (7 e 3
@ Domain Name Service @ 5D-WAN Management @ SD-WAN Control
oms %
@ Domain Name Service @ SD-WAN Management @ SD-WAN Control
SD-WAN Control SD-WAN 376.222 MB (83.8%) 188.554 MB (86%) 187.668 MB (81.8%)
SD-WAN Management SD-WAN 72528 MB (16.2%) 30692 MB (14%) 41837 MB (18.2%)
Domain Name Service Network Service 1.427 KB (0%) o 1.427 KB (0%)

At the top of the page, you can choose a specific time period to view the details of the priorities
for the selected duration.

Click Filter to define a criteria and view the application details filtered by the specified criteria.

By default, the Scale Y-axis evenly check box is selected. This option synchronizes the Y-axis
between the charts. If required, you can turn off this option.

Click Categories to view similar applications grouped into categories.
Hover the mouse on the graphs to view more details.

Choose the metrics from the drop-down to view the details related to the selected parameter.
For more information on the metrics parameters, see Monitor Edges.

The bottom panel displays the details of the selected metrics for the applications or categories.
You can select and view the details of a maximum of 4 applications at a time. Click Columns to
select the columns to be shown or hidden in the view.

To view drill-down reports with more details, click the links displayed in the metrics column.

The following image shows a detailed report of top applications.
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Top Applications X
Nov 11, 2022, 1:39:55 PM

Transport Groups
Public Wired 1/72.588 MB|

Private Wired . 14.951 MB

Top Devices @
SD-WAN CONTROL 1.432 MB
. SD-WAN MANAGEMENT 227.168 KB
Edge
. DOMAIN NAME SERVIC.. O BYTES
Top Destinations by Domain ©)
velocloud.net 187.539 MB
CLOSE

Click the arrows displayed next to Transport Groups, Top Devices, or Top Destinations to
navigate to the corresponding tabs.

Monitor Edge Sources

You can monitor the network usage of devices and operating systems for a specific Edge.

To view the details of devices and operating systems:

Procedure

1 Inthe Enterprise portal, click Monitor > Edges to view the Edges associated with the
Enterprise.

2 Click the link to an Edge, and then click the Sources tab.
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Results

The Sources tab displays the details of the client devices used by the selected Edge.

vmw Orchestrator customer v SD-WAN
Monitor  Configure  Diagnostics  Service Settings
<< Edges / bl-edgel SHORTCUTS v
@ Network Overview bj,edge'] v
@ Edges
& Network Services

Past 12 Hours v NovTl, 2022, 9:44:55 AM to Nov 11, 2022, 9:44:55 PM

< Routing
Overview  QoE  Links  Paths  Flows  Applications  Sources  Destinations  Business Priority  System

& Alerts

Q@ Events FUERs Y | ©

O Reports BYTES RECEIVED/SENT v Scale Y-axis evenly () pevices RS
@ Application Analytics 7 amn

@ Branch Analytics 7 . ‘

0bytes
1000 AM 11:00 AM 1700 M 100 M 200 M 300 M 400 PM 500 PM 600 PM 700 M &00PM 200 PM 10:00 P11

® VM-AUTON-blel-client! @ tdooinn:2 ® Edge

10.00 AM 11.00 AM 12,00 pM 100 P 2006m 200PM 1.00M 5.00 M 6.00 oM 7000m 800 M 9.00 M oo
® vM-AUTOTI-blet-client] ® qooit2 ® Edge
A
Client 1P address MAC address 05 name Total Bytes (447.814 MB) Bytes Received (218.256 MB) Bytes Sent (229,558 MB)
Edge © 1d00:11:4:2 00:50:56:08:20:13 Edge 447.803 M8 (100%) 218256 MB (100%) 229.547 MB (100%)
d00:1:1:2 @ dO0:1:1:2 00:00:00:00:00:00 Other/Unidentified 4767 KB (0%) o 4767 KB (0%)
VM-AUTOT-blel-clientl W) 100125 00:50:56:08:42:3c Linux 6.66 KB (0%) o 6.66 KB (0%)

At the top of the page, you can choose a specific time period to view the details of the priorities
for the selected duration.

By default, the Scale Y-axis evenly check box is selected. This option synchronizes the Y-axis
between the charts. If required, you can turn off this option.

Hover the mouse on the graphs to view more details.
Click Filter to define a criteria and view the application details filtered by the specified criteria.
Click Operating Systems to view the report based on the Operating Systems used in the devices.

Choose the metrics from the drop-down to view the details related to the selected parameter.
For more information on the metrics parameters, see Monitor Edges.

The bottom panel displays the details of the selected metrics for the devices or operating
systems. You can select and view the details of a maximum of 4 client devices at a time. Click
Columns to select the columns to be shown or hidden in the view.

To view drill-down reports with more details, click the links displayed in the metrics column.

The following image shows a detailed report of top clients.
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Click the arrows displayed next to Top Applications or Top Destinations to navigate to the
corresponding tabs.

Monitor Edge Destinations

You can monitor the network usage data of the destinations of the network traffic.

To view the details of destinations:

Procedure

1 Inthe Enterprise portal, click Monitor > Edges to view the Edges associated with the
Enterprise.

2 Click the link to an Edge, and then click the Destinations tab.

Results

The Destinations tab displays the details of the destinations of the network traffic for the
selected Edge.
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At the top of the page, you can choose a specific time period to view the details of the priorities
for the selected duration.

Click Filter to define a criteria and view the application details filtered by the specified criteria.

By default, the Scale Y-axis evenly check box is selected. This option synchronizes the Y-axis
between the charts. If required, you can turn off this option.

You can view the report of Destinations by Domain, FQDN, or IP address. Click the relevant type
to view the corresponding information.

Hover the mouse on the graphs to view more details.

Choose the metrics from the drop-down to view the details related to the selected parameter.
For more information on the metrics parameters, see Monitor Edges.

The bottom panel displays the details of the selected metrics for the destinations by the selected
type. You can select and view the details of a maximum of 4 destinations at a time. Click Columns
to select the columns to be shown or hidden in the view.

To view drill-down reports with more details, click the links displayed in the metrics column.

The following image shows a detailed report of top destinations.
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Click the arrows displayed next to Top Applications or Top Devices to navigate to the
corresponding tabs.

Monitor Business Priorities of an Edge

You can monitor the Business policy characteristics according to the priority and the associated
network usage data for a specific Edge.

To view the details of business priorities of the network traffic:

Procedure

1 Inthe Enterprise portal, click Monitor > Edges to view the Edges associated with the
Enterprise.

2 Click the link to an Edge, and then click the Business Priority tab.

Results

The Business Priority tab displays the details of the priorities of the network traffic for the
selected Edge.
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At the top of the page, you can choose a specific time period to view the details of the priorities
for the selected duration.

Choose the metrics from the drop-down to view the details related to the selected parameter.
For more information on the metrics parameters, see Monitor Edges.

By default, the Scale Y-axis evenly check box is selected. This option synchronizes the Y-axis
between the charts. If required, you can turn off this option.

Hover the mouse on the graphs to view more details.

The bottom panel displays the details of the selected metrics for the business priorities.

Monitor System Information of an Edge

You can view the detailed network usage by the system for a specific Edge.
To view the details of system information:

Procedure

1 Inthe Enterprise portal, click Monitor > Edges to view the Edges associated with the
Enterprise.

2 Click the link to an Edge, and then click the System tab.

Results

The System tab displays the details of network usage by the system for the selected Edge.
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CPU Core Temperature (‘C)

Memory Utilization Flow Count

Handoff Queue Drops Tunnel Count

hd hoaiied (s bab bl dik -

The page displays graphical representation of usage details of the following over the period of
selected time duration, along with the minimum, maximum, and average values.

CPU Utilization - Percentage of usage of CPU.
CPU Core Temperature — The core temperature of the Edge CPU.

Note The "CPU Core Temperature" feature is supported only for Edges running 5.1 and later
versions.

Memory Utilization- Percentage of usage of memory.
Flow Count - Count of traffic flow.

Handoff Queue Drops - Total number of packets dropped due to over capacity since the
last sync interval. Occasional drops are expected, usually caused by a large burst of traffic.
However, a consistent increase in drops usually indicates an Edge capacity issue.

Tunnel Count - Count of tunnel sessions.

Hover the mouse on the graphs to view more details.

Monitor Network Services

You can view the details of configured network services for an Enterprise.

In the Enterprise portal, click Monitor > Network Services. You can view the configuration details
of the following network services:

Monitor Non SD-WAN Destinations through Gateway
Monitor Cloud Security Service Sites
Monitor Edge Clusters

Monitor Edge VNFs
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Monitor Non SD-WAN Destinations through Gateway

You can view the configured Non SD-WAN Destinations along with the VPN Gateways, Site
Subnets, and other configuration details.

To view the configured Non SD-WAN Destinations:

In the Enterprise portal, click Monitor > Network Services. The Non SD-WAN Destinations via
Gateway tab is displayed.

The Non SD-WAN Destinations via Gateway tab displays the details of already configured Non
SD-WAN Destinations. To configure the Non SD-WAN Destinations via Gateway, see Configure
Non SD-WAN Destinations via Gateway.

S Network Services

Non SD-WAN Destinations via Gateway ~ Non SD-WAN Destinations via Edge  Cloud Security Service Sites  EdgeClusters  Edge VNFs

Status Tumeistates  |ueassy v | Lastcontact

0 nvscsR 211100 o Comnected

<  Connected 15 Profiles Dec9, 2020, 12258 AM
211101 ® Connect

a
ed ® Connected 26 Edges

211102
1211103

Name NVS-CSR Location Lat, Lng: 37.402889, 12216859

Enable Tunnel(s): Site Subnets

eeeeeeee

Primary VPN Gateway

> Public IP: 1211100

Secondary VPN Gateway

> Public IP:

Redundant Cloud VPN

The page displays the following details: Name of the Non SD-WAN Destination, Public IP
Address, Status of the Non SD-WAN Destination, Status of the tunnel, Number of profiles and
Edges that use the Non SD-WAN Destination, and last contacted date and time.

You can also sort the report by clicking the header of each column. You can use the Filter Icon
displayed next to the header to filter the details by specific Name, IP address, or Status.

Click a Non SD-WAN Destination to view the following details in the bottom panel:

m  General - Displays the Name, Type, IP address and tunnel settings of Primary and Secondary
VPN Gateways, location details, and Site subnet details.

m |IKE/IPSec Configuration - Click the tab to view sample configuration template for Primary
and Secondary VPN Gateways. You can copy the template and customize the settings as per
your requirements.

m  Events - Click the tab to view the events related to the selected Non SD-WAN Destination.
Click the arrow displayed in the first column to view more details of an event.

Monitor Cloud Security Service Sites
You can view the details of Cloud Security Services configured for the Enterprise.

To monitor the Cloud Security Services:
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In the Enterprise portal, click Monitor > Network Services > Cloud Security Service Sites.

The Cloud Security Service Sites tab displays the already configured Cloud Security Services. To
configure a Cloud Security Service, see Cloud Security Services.

€ Network Services

) Network Overview
Non SD-WAN Destinations via Gateway ~ Non SD-WAN Destinations via Edge  Cloud Security Service Sites  Edge Clusters  Edge VNFs

Edges
Name Type Publc P Status Edge Status State Changed Time o #Events
@ Network Services
©  Regont-Spoke Zscaler Cloud Security Service 1211200 Partia 3Down Dec 9,2020, 128:56 AM (3 minutes ago) 936
“ Routing 1211201 1Standoy
4Up
Alerts

) Events

%) Branch Analytics (1
coLumns

Related State Change Events

Publc 1P state State Changed Time
1211201
1211201
1211201
1211201
1211201

1211201

The page displays the following details: Name, Type, IP address, Status of the Cloud Security
Service, Status of the Edge using the Cloud Security Service, Date and Time of the status change,
and the number of Events.

You can also sort the report by clicking the header of each column. You can use the Filter Icon
displayed next to the header to filter the details by specific Name, Type, IP address, or Status.

Click a Cloud Security Service to view the related Events along with the IP address and State, in
the bottom panel.

Monitor Edge Clusters

You can view the details of the configured Edge Clusters and the usage data.

To view the details of Edge clusters:

In the Enterprise portal, click Monitor > Network Services > Edge Clusters.

The Edge Clusters tab displays the details of already configured Edge clusters. To configure the
clusters, see Configure Clusters and Hubs.

@ Network Overview Non SD-WAN Destinations via Gateway ~ Non SD-WAN Destinations via Edge ~ Cloud Security Service Sites  Edge Clusters  Edge VNFs

Cluster Name. Edges CPU Utilization Memory Utilization # Tunnels. Flow Count
@ Network Services
HUB_CLUSTER! bi-hubt 4.00% 13.00%
< Routing
bl-hub2 4.00% 13.00% 182 2837
Alerts
bl-hub3 5.00% 13.00% 214
@ Events
HUB-CLUSTER2 b2-hubt 2.00% 14.00% 62, m
D orts
b2-hub2 - 13.00% 2 99
@ Application Analytics (7
USTER3 b2-hub3 - 13.00% 1] 4

7 Branch Analytics

This page displays the following details:
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Option Description

Cluster Name Name of the Cluster as configured under Configure >
Network Services > SD-WAN Destinations > Clusters and
Hubs.

Edges Name of the Hub Edges that are a part of this Cluster.

CPU Utilization Percentage value of CPU utilization of the corresponding
Edge.

Memory Utilization Percentage value of memory utilization of the

corresponding Edge.

# Tunnels Number of tunnels associated with the Hub Edge that is a
part of the Cluster.

Flow Count Number of flows associated with the Hub Edge that is a
part of the Cluster.

# Handoff Queue Drops Number of packets that are dropped when they exceed
over capacity of Hub Edge in the Cluster.

Monitor Edge VNFs

You can view the details of the configured Edge VNFs and the VM status.
To view the Edge VNFs:
In the Enterprise portal, click Monitor > Network Services > Edge VNFs.

The Edge VNFs tab displays the details of already configured VNFs. To configure VNF on an
Edge, see Configure Edge Services.

@ Network Overview

Nor SO-WAN Destratons via Gateviey  Non SD-WAN Destinations va Sdge  Cloud Securty Service Sites  Ede Custers  Edge VNFS
Service Used By Edge VM Status

ioe @ Powered On (insertion Enabled) 1 Edge

cPm 10 Powered On (Insertion Enabled) 1 £
cr ity Firewall

 Routing

Alerts
T Events

Reports
@ Application Analytics 7

7 Branch Analytics 7

VNF Edge Deployments
Edge Name Edge VM Status

p6-edgel-E840 @ Powered On (Insertion Enabled

The page displays the following details: Name of the VNF Service, Number of Edges that use the
VNF, and VM status.

Click a VNF to view the corresponding VNF Edge deployment details.

Monitor Routing Details

You can view the routing services configured in the Enterprise.
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In the Enterprise portal, click Monitor > Routing. You can view the details of following routing
services:

= Monitor Multicast Groups

= Monitor PIM Neighbors

m  Monitor BGP Edge Neighbor State
= Monitor BFD

m  Monitor BGP Gateway Neighbor State

Monitor Multicast Groups

You can view the multicast groups configured for the Enterprise.

To view the multicast groups:

In the Enterprise portal, click Monitor > Routing. The Multicast Groups tab is displayed.

The Multicast Groups displays the details of already configured multicast group settings. To
configure multicast groups, see Configure Multicast Settings.

Routing

) Erri@enE Multicast Groups ~ PIM Neighbors  BGP Edge Neighbor State  BFD BGP Gateway Nel

Source Address

10 hours ago

2240140 e 111 2Edges

Muiticast Group Members

Upstream

The page displays the following details: multicast group address, segment that consist of the
multicast group, Source IP address, RP address, number of Edges in the multicast group, created
time period, and the last updated time period.

Click a multicast group to view the details of the Edges in the group, along with the upstream
and downstream information. Click View PIM Neighbors to view the detail of the PIM neighbors
connected to a specific Edge.

Monitor PIM Neighbors

You can view the details of Edges and the PIM neighbors available in the multicast groups.
To view the PIM neighbors:

In the Enterprise portal, click Monitor > Routing > PIM Neighbors.

The PIM Neighbors tab displays the Edges available in the multicast groups.
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letwork Overview Multicast Groups PIM Neighbors ~ BGP Edge Neighbor State  BFD BGP Gateway Neighbor State

PIM Neighbors

Segment EdgeNeme ¢ | interface Address Created Last Update

bt-hubt 10111 Dec 8, 2020, 10:0417 AM Dec 8, 2020, 418:31 PM

bl-ub2 10121 Dec 8, 2020, 246229 PM Dec 8,2020, 417:23 PM

Select an Edge to view the PIM neighbors connected to the Edge. The PIM Neighbors section
displays the following details: Segment of the multicast group, Edge name, Interface details, IP
address of the neighbor, created and last updated date with time.

Monitor BGP Edge Neighbor State

You can view the details BGP neighbors connected to Edges.
To view the BGP neighbors connected to Edges:
In the Enterprise portal, click Monitor > Routing > BGP Edge Neighbor State.

The BGP Edge Neighbor State tab displays the Edges connected as BGP neighbors, when you
have configured BGP settings on the Edges.

Routing

The page displays the following details: Edge name, IPv4 and IPv6 address of the neighbor, State
of the neighbor, Date and time of the state change, number of messages received and sent,
number of Events, duration for which the BGP neighbor is Up/Down, and number of prefixes
received.

Click an Edge name to view the corresponding event details. The Related State Change Events
section displays the change in the state and other details for the selected Edge.

Note You can click the Filter Icon next to the Search option to filter the details by Edge Name,
Neighbor IP, Neighbor IP Type, and Status.
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Monitor BFD

You can view the BFD sessions on Edges and Gateways.
To view the BFD sessions:
In the Enterprise portal, click Monitor > Routing > BFD.

The BFD tab displays the details of already configured BFD sessions. To configure BFD, see
Configure BFD.

@ Network Overview Muiticast Groups ~ PIMNeighbors ~ BGP Edge Neighbor State ~ BFD  BGP Gateway Neighbor State
Edge BFD Sessions Y ®

Peer Address Local Address
11991 17221120
11991 7221110
11991 722112
1411 141100
1411 141100
14121 141102

1911 191100

722111 7221110 Down £ 1000ms / tx: 1000ms

coumNs  (C ReFRESH

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

The page displays the following details for the Edges and Gateways: Name of the Edge or
Gateway, Segment name, Peer IP address, Local IP address, State of the BFD session, Remote
and Local timers, number of Events, and duration of the BFD session.

Click the link to an event number to view the break-up details of the events.

Monitor BGP Gateway Neighbor State

You can view the details BGP neighbors connected to Gateways.
To view the BGP neighbors connected to Gateways:
In the Enterprise portal, click Monitor > Routing > BGP Gateway Neighbor State.

Click a Gateway name to view the corresponding event details. The Related State Change Events
section displays the change in the state and other details for the selected Gateway.

The page displays the following details: Gateway name, IP address of the BGP neighbor, State
of the neighbor, Date and time of the state change, number of messages received and sent,
number of Events, duration for which the BGP neighbor is Up/Down, and number of prefixes
received.

The BGP Gateway Neighbor State tab displays the details of Gateways connected to BGP
neighbors.
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<" Routing

3 Mg Received Mg sent

2178 22100
22100
213
22100

Ueroown

2a3iam

2013m3m

# Prefx Received

3 prefix eceived

Monitor Alerts

SD-WAN Orchestrator allows to configure alerts that notify the Enterprise Administrators or
other support users, whenever an event occurs.

In the Enterprise portal, click Monitor > Alerts.

The Alerts window displays the alerts received for different type of events:

@ Network Overview

Edges

®

Network Services
% Routing

Alerts

o B

Events

Reports

@ Branch Analytics 7

K Alerts
Past 12 Hours

v o =l

Trigger Time Category Type

Dec 8, 2020, 55126 PM Customer Edge CSS Tunnel Down

@ Applcation Analytics 7

> Decg,2020,55015PM Dec8,2020 Customer HA Failover

> Decg, 2020, 51150 PM Dec 8, 2020, 5140 Customer Edge CSS Tunnel Down
> Dec,2020,511:00 PM Dec 8, 2020, 51203 PM Customer Link Up

> Dec,2020,51045PM Pending Customer Link Down

> Decg,2020,51015PM Dec 8,2020, 51123 PM Customer HA Failover

> Decg,2020,50939 PM Dec 8,2020, 51143 PM Customer Tunnel Down
> Decg,2020,50840 PM Dec 8, 2020, 510:43 PM Customer Edge CSS Tunnel Down
> Decg,2020,507:30 PM Dec 8, 2020, 5:09:33 PM Customer Link Down

> Dec,2020,50715PM Pending Customer Link Down

> Decg,2020,50641PM Dec 8,2020, 508:43 PM Customer Tunnel Down
>  Decg,2020,50533PM Dec 8,2020, 507:33PM Customer CSS Tunnel Down
> Dec&,2020, 50505 PM pending Customer Edge CSS Tunnel Down
> Dec8,2020,4:4255PM Dec 8, 2020, 4:45:03 PM Customer Edge CSS Tunnel Up

N pandina Customar Eeiae CSS Tunnel Down

S Tunnel Down on

1 Up on
0

Status

Closed

Closed

Closed

Closed

Closed

Closed

Closed

Closed

Closed

Closed

Closed

Closed

Closed

Closed

Clnsed

You can choose a specific time period from the drop-down menu, to view the alerts for the

selected

To view details of specific alerts, you can use the filter option. Click the Filter icon in the Search

duration.

option to define the criteria.

Click the CSV option to download a report of the Alerts in CSV format. You can also choose to

include the Operator alerts.
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The Alerts window displays the following details:

Option

Trigger Time

Notification Time

Category

Type

Description

Status

Prerequisites

Description

Time at which the alert got triggered.

Time at which the operator or customer received the
alert. The notification time depends on the delay time
configured in the Alerts & Notifications page.

Indicates whether the alert is received by the Operator or
the Customer.

Displays the alert type.

Displays the details of Edge or link related to the alert.
Click the link displayed in this column to view the details
of the Edge or link.

Status of the alert as Active, Closed, or Pending.

Ensure that you have configured the relevant alerts, along with the notification delay, in
Configure > Alerts & Notifications. See Chapter 31 Configure Alerts and Notifications with New

Orchestrator UL.

Monitor Events

The Events page displays the events generated by the SD-WAN Orchestrator. These events help
to determine the operational status of the system.

To view the Events page:
In the Enterprise portal, click Monitor > Events.

The Events page displays the list of events.

<7 Events

B

Netwer Ouere Past 12 Hours

vo

Event User

& Network Services

< Routing Segment Edge

& Aerts Edge SSH login

@ Events Edge SSH login

O Reports Edge SSH login

BGP session established to edge bi-hubt
bor

@ Application Analytics [7
neighbor

 Branch Analytics (7
BGP session established to edge bi-hubt
neighibor

BGP session estabished to edge bi-hubt
neighibor

EDGE_BFD_NEIGHBOR_UP
Edge SsHlogin
Edge SsHlogin
Edge SsHlogin
Edge SSHlogin
Edge SsHlogin
Edge SsHlogin
Edge SsHlogin
Edge SsHlogin

Edge SSH login

EDGE_BFD_NEGHEOR_DOWN

Info Dec 9, 2020, 154:48 AM

Info Dec 9, 2020, 154:48 AM

Info Dec 9, 2020, 1:54:46 AM

Info Dec 9, 2020, 1:54:46 AM

Info Dec 9, 2020, 154:45 AM

Info Dec 9, 2020, 154:45 AM

Info Dec 9, 2020, 154:43 AM

everity Time 4| Message

pam for root from 172.18.0.254 port 56900 ssh2

oot from 172.18.0.254 px

am for root from 17218.0.254 port 44958 ssh2

Info Dec 9, 2020, 154:48 AM tabiisned for edge [bl-hub1] to neighbor: [11.99.1]
Info Dec 9, 2020, 154:48 AM tablished for edge [bl-hub1] to neighbor: [172.21111
info Dec 9, 2020, 1:54:48 AM tabiished for edge [oi-hub1] to neighbor: [172.2112.1]
Info Dec 9, 2020, 154:48 AM

info Dec 9, 2020, 154:47 AM

info Dec 9, 2020, 154:47 AM

am for root from 10.1.2.25 port 39991

/e/pam for root from 17218.0.254 port 34

ive/pam for root from 1

Ssnd[22275] Accepted keyboarc: for root from 1

ot from 17218.0.254 port 40644 ssh:

BFD session down for edge [04-n 0] to peer: [1411]
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You can choose a specific time period from the drop-down list, to view the events for the
selected duration. Click the link to an event name to view more details.

To view details related to specific events, you can use the filter option. Click the Filter Icon in the
Search option to define the criteria.

Click the CSV option to download a report of the events in CSV format.

The Events window displays the following details:

Option Description

Event Name of the event

User Name of the user for events that involve the user.

Segment Name of the segment for segment related events.

Edge Name of the Edge for Edge related events.

Severity Severity of the event. The available options are: Alert,
Critical, Debug, Emergency, Error, Info, Notice, and
Warning.

Time Date and time of the event.

Message A brief description of the event.

Enterprise Reports

VMware SD-WAN allows you to generate Enterprise reports for the analysis of your network.
You can generate reports including all the data or configure them to include customized data.

You can also create a recurring schedule to generate the reports during specified time period.

Note By default, the SD-WAN Orchestrator stores 50 reports at a time for an
Enterprise. An Operator can modify the number of reports using the system property,
vco.reporting.maxReportsPerEnterprise.

To access the Enterprise reports:

In the Enterprise portal, click Monitor > Reports.

Note You can also create and view the Reports in the Monitor > Reports page in the Enterprise
portal. However, it is recommended to use the New Orchestrator Ul to create reports with
customizable options.

In the Reports page, you can create a new report, customize the report, and schedule report
generation for a recurring period.
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Customer

vmw SD-WAN

5-site
«
Reports

9 Network Overview Q Y @ (m) X
2 Edges

S Nebwotkservices + NEW REPORT [%] RECURRING REPORTS

+  Routing
Name Created By Created Date Report Period Status

A Alerts

@ Events S/

o
1)

COLUMNS (C REFRESH O items

For more information, see Create a New Enterprise Report.

Create a New Enterprise Report

You can either generate a consolidated Enterprise report or configure the settings to generate a
customized Enterprise report.

Procedure

1 Inthe Enterprise portal, click Monitor > Reports.

2 In the Reports page, click New Report.
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3 Inthe New Report page, you can configure to generate a consolidated report or a
customized report.

New Report Select Report

eale & quick reporn of continue the wizard 1o CUSTOMIZE your report
1 Select Report

Details

Quick Report Custom Report

]
L T
- v

8
N

L]
b3

- -
a#F "

4 Click Quick to generate a consolidated report with the settings displayed in the Quick Report
pane. By default, this report includes data for the last 30 days, with breakdown details of the
following:

Top 10 applications and the top 10 Edges using each application.

SD-WAN consumption based on traffic distribution with top 10 applications for each
traffic type.

SD-WAN consumption based on transport distribution with top 10 applications for each
transport type.

Top backup links based on traffic with top 5 applications for each of the backup links.

Top Non SD-WAN destinations directly from the VMware SD-WAN Edges with top 5
Edges for each destination.

Top Non SD-WAN destinations using VMware SD-WAN Gateways with top 5 Edges for
each destination.

Top clients across Edges with top 5 applications for each client.

5 In the Submit Report window that appears, enter the Report Name, choose the Format to be
either PDF or PDF and CSV, select the language of the Report, and choose whether to send
the generated report as Email and specify the Email IDs. See Submit Report.

6 Inthe window Your Report is on its way that appears, click Done.
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Results

Once you submit the report, the Report details are displayed with the status in the Reports
window.

« | Reports

What to do next
Your report is generated and is displayed in the Reports page. See Monitor Enterprise Reports.

To generate a customized report with specific values, see Create Customized Report.

Create Customized Report

You can create an Enterprise report with customized settings by specifying the time range,
required data, and Edges.

Procedure
1 Inthe Enterprise portal, click Monitor > Reports.
2 Click New Report.

3 Inthe New Report page, click Custom.

What to do next

Follow the instructions on the screen to select the configuration settings for the custom report.
See Select Time Range.

Select Time Range

You can customize a report for a selected time period. In addition, you can schedule a report to
run on recurring basis.
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Procedure

1 When you choose to customize the Enterprise report and click Custom in Create Customized
Report, the Select Time Range window appears.

New Report Select Time Range X

Create 3 one-time report or schedule a recurring report. Select the time range to analyze
1 Select Report

Details
2 Select Time Range

The report will include all data within your selected time penod

© Create 3 one-time report

Schedule a recurring report

05/24/2020 0533 to 06/24/2020 0533

QR choose from a pre-determined time range Past 31 Days

Past 7 Days

Past 2 Weeks
Past 31 Days
Past & Months

Past 12 Months

2 The Create a one-time Report option is selected by default. You can either enter the start
and end date for which the report should be generated, or choose the time range from the
list.
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3 To configure a scheduled report, choose Schedule a recurring report and select the schedule
period and time from the list.

New Report Select Time Range X

Create a one-time report or schedule a recurring report, Select the time range 1o analyze
1 Select Report

Details
2 Select Time Range

The

will include all data within your selected time period

Create a one-time report
© Schedule a recurring report

Generate a report for the Last Week

Repeat every week

Monday

CANCEL BACK NEXT

4 Click Next.

What to do next

See Select Data.

Select Data

You can select the data to be included in a custom report.
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Procedure

1

When you click Next after selecting the time range in Select Time Range, the Select Data
window appears.

New Report Select Data %

Select the items to include in the report from the list below.
1 Select Report

Details
2 Select Time Range
g Each report encapsulates unique insights into your network, click on each description fitle to know more.
3 Select Data

ltems

Brief Description

EDGES BY APPLICATION

w

Edges by Application

Applications by Traffic

v

APPLICATIONS BY TRAFFIC

Applications by Transport

v

APPLICATIONS BY TRANSPORT Backup Link Usage

W

Top Non SD-WAN Destinations (Direct)

w

BACKUP LINK USAGE _— .
» Top Non SD-WAN Destinations (via VMware SD-

WAN Gateway)

TOP NON SD-WAN DESTINATIO. 5 Top Talkers

TOP NON SD-WAN DESTINATIO_

a

TOP TALKERS

CANCEL BACK NEXT

Select the checkboxes of the data that you want to include in the report from the following
available options:

m Edges by Application - Breakdown details of top 10 applications and the top 10 Edges
using each application.

m  Applications by Traffic - Breakdown details of SD-WAN consumption based on traffic
distribution with top 10 applications for each traffic type.

= Applications by Transport — Breakdown details of SD-WAN consumption based on
transport distribution with top 10 applications for each transport type.

m  Backup Link Usage - List of top backup links based on traffic with top 5 applications for
each backup link.

m  Top Non SD-WAN Destinations (Direct) - List of top Non SD-WAN destinations directly
from the VMware SD-WAN Edges with top 5 Edges for each destination.

m  Top Non SD-WAN Destinations (via SD-WAN Gateway) - List of top Non SD-WAN
destinations via VMware SD-WAN Gateways with top 5 Edges for each destination.

m  Top Talkers - List of top clients across Edges with top 5 applications for each client.

Click Next.
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What to do next

See Select Edges.

Select Edges

You can select to generate an Enterprise report including all the Edges or choose to include
specific Edges.

Procedure

1 When you click Next after selecting the data to be included in the report in Select Data, the
Select Edges window appears.

New Report Select Edages ®

; Include all Edges or select specific Edges for your report
1 Select Report

Details

2 Select Time Range
3 Select Data

4 Select Edges

Available Edges

TR Selected Edges
5

Excluded Edges

CANCEL | sack | M4

2 By default, the Include all edges option is selected. This option generates the report including
data from all the Edges in the Enterprise.

3  You can choose Include specific edges to generate the report with data from specific Edges.
Select the appropriate condition from the list to include the corresponding Edges. You can
click the Plus (+) Icon to include more conditions. After specifying the conditions, click Apply
and the details of Edges selected according to the conditions are displayed at the right side.

4 Click Next.

What to do next

See Submit Report.

Submit Report

After configuring all the settings, you can generate the Enterprise report.
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Procedure

1  When you click Quick to create a Quick Report in Create a New Enterprise Report, or click
Next after selecting the Edges in Select Edges, the Submit Report window appears.

New Report Submit Report

Flease name your report and review your selections

1 Select Report

Details

‘ou may click the back button to change selections

Report Name
Format:

5 Submit Report
Report Language:

B send email
o st

Report Summary

selected Name

selected Edge Devices:

selected Notifications:

2 Configure the following:

ACME Report

PDF aAnd C_.

English

admin@acme.com

CANCEL

m  Report Name: Enter a name for the report.

-

BACK SUBMIT

m  Format: Choose the format of the report from the list, as PDF or PDF and CSV.

m  Report Language: Choose the language in which you want to generate the report.
Currently the following languages are supported: English, Simplified Chinese, Czech,

Italian, French, and German.

= Send email to list: If you want to send the generated report through Email, select the
checkbox and enter the Email addresses separated by comma. The report is attached to

the Email that is sent.

3 In the Report Summary verify the settings and click Submit.

4 In the window Your Report is on its way that appears, click Done.
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Results

Once you submit the report, the Report details are displayed with the status in the Reports
window.

What to do next

Your report is generated and is displayed in the Reports page. See Monitor Enterprise Reports.

Monitor Enterprise Reports

You can generate a Quick report using the default values or a custom report with specified
values. You can also schedule a custom report to run on a recurring basis. All the reports are
displayed in the Reports page, where you can download and view the report data. You can also
view the scheduled reports in this page.

In the Enterprise portal, click Monitor > Reports. The page displays all the generated reports.

< Reports

T o (=D

300:00PM

To download a report, click the Completed link of the report. The report downloads as a ZIP file,
which consists of the PDF format of the report. If you have configured to export the report to
CSV format, the ZIP file consists of both the PDF and CSV files.

For a custom report, the data in the report may vary according to the customized settings. The
report files consist of the following.

s PDF:

m  Graphical representation of distribution of Enterprise Traffic, Transport, and top
Applications.

m  Top 10 Applications by Traffic and Transport types.

m  Top 10 Edges by Applications.

m  Top Backup links with top Applications.

m  Top Talkers with top Applications.

m  Top Edges in top Non SD-WAN Destinations from Edge.
m  Top Sites in top Non SD-WAN Destinations via Gateway.

The following image shows an example snippet of a PDF report:
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Traffic Distribution

Enterprise Traffic Distribution

® & @

Top Ten Applications by Traffic Type

Cloud Via Gateway
140MB

Spotify

12.5MB

Microsoft Skype for ...
12MB

Internet Control Mes...
11.7MB

Domain Name Service
11.6MB

ShoreTel

11.IMB

Independant Computin...

10.5MB

I Skype Audio
10.4MB

. Microsoft Office 365...
10.1MB

. Pandora Radio
9.84MB

. Skype Chat
9.55MB

. Other
304MB

Internet Via Direct Breakout
74MB

Pandora Radio

6.39MB

Skype Audio

6.18MB

Salesforce

6.09MB

Microsoft Office 365..

5.99MEB

Youtube.com

5.7MB

Facebook
5.62MB

Domain Name Service

5.55MB

Microsoft Skype for ...

5.51MEBE

ShoreTel

5.1MB
Independant Computin...
4.98MB

Other
16.8MB

Cloud Via Gateway (139.8MB) 18.6%
Internet Via Direct Breakout (74.0M8) 9.8%
Internet Via Branch CSS (70.1MB) 9.3%
Branch To Branch (196.6MB) 26.2%

Branch Routed (64.5MB) B.6%

Branch To NVS Via Gateway (68.4MB) 9.1%
Branch To NVS Direct (67.1MB) 8.9%

Branch Te Backhaul (70.7M8) 9.4%

T70.1MB

ShoreTel

6.14MB

Microsoft Office 365...
5.94MB

Youtube.com

5.87MB

Salesforce

5.81MB

Independant Computin...

5.47MB

Domain Name Service
54MB

Internet Control Mes...
5.22MB

Microsoft Skype for ..
5.16MB

Skype Chat

5.06MB

Spatify

4.69MB

Other

153MB

"2V 2" av a0 o 2V o> a’ o as ot e

The Enterprise Traffic distribution lists the following data:

m  Cloud Via Gateway: Internet bound traffic that goes through the SD-WAN Gateway.

m Internet Via Direct Breakout: Internet bound traffic that breaks out directly from branch

and does not go through VMware Tunnels.

Internet Via Branch CSS

m Internet Via Branch CSS: Traffic bound to Cloud Security Services directly from VMware

branch.
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Branch To Branch: Traffic going through SD-WAN Gateway / SD-WAN Hub / dynamic
SD-WAN Tunnels, directly between two VMware branches.

Branch Routed: Traffic bound to local connected / static / routed (underlay) destinations.

Branch To NVS Via Gateway: Traffic bound from branch to Non SD-WAN Destination
through SD-WAN Gateway.

Branch To NVS Direct: Traffic bound from branch to Non SD-WAN Destination over
direct IPsec tunnels.

Branch To Backhaul: Internet bound traffic being backhauled from branch to VMware
SD-WAN Hubs.

m  CSV: The following CSV files are downloaded.

Top Sites by Applications: Lists all the applications, Edge name, Edge description, Bytes
transmitted, and Bytes received.

Traffic Type: Lists all the flow paths, applications, Edge name, Edge description, Bytes
transmitted, and Bytes received.

Transport Type: Lists all the Transport types, applications, Edge name, Edge description,
Bytes transmitted, and Bytes received.

Backup Link Usage: Lists the names of all the Backup links, total bytes and applications
used by the links, Bytes transmitted, and Bytes received.

Non SD-WAN Destinations from Edge: Lists all the Non SD-WAN Destinations connected
directly from the Edges, name and description of the connected Edges, Bytes
transmitted, and Bytes received.

Non SD-WAN Destinations via Gateway: Lists all the Non SD-WAN Destinations
connected through SD-WAN Gateways, name of the Gateway, Bytes transmitted, and
Bytes received. This report also lists the name and description of the Edges connected to
each destination along with the Bytes transmitted, and Bytes received.

Top Talkers: Lists the names of clients, source IP address, source MAC address, name
and description of the Edges connected to each client, total bytes used by the client,
applications, Bytes transmitted, and Bytes received.

The following image shows an example snippet of a CSV report for Top Sites by
Applications:
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File Home Insert Draw Page Layout Formulas Data Review View Help £ Search 15 Share [ Comments

Al 2 Je application v
A B C D E F G H I J K L =

1 [application _| edge name edge description bytesTx bytesRx

2 |SD-WAN Management b3-edgel null 597701239 934689460

3 |SD-WAN Management h5-edgel null 591260533 924932150

4 |SD-WAN Management b4-edgel null 583855260 913713227

5 |SD-WAN Management bl-edgel null 580227094 907978707

6 |SD-WAN Management b2-edgel null 570211413 892110780

7 |SD-WAN Control bd-edgel null 883073607 407330289

8 |SD-WAN Control b2-edgel null 709745212 408807549

9 |SD-WAN Control bl-edgel null 689832100 409380507

10 |SD-WAN Control b5-edgel null 564023796 366809552

Flspfingtopgt &£ Jeodf SNl Lottt £ S LSS

To delete a report, select the report and click DELETE.

To view the scheduled reports, click RECURRING REPORTS.

Recurring Reports e

Hame Created By Created Date Recurrence Recipients

-

CLOSE

The Recurring Reports window displays the details of reports and the recurrence schedule.

To remove a report from the scheduled list, select the report and click DELETE.

View Analytics Data

Once a SD-WAN Edge is provisioned with Analytics, the Analytics functionality collects data
(application-specific Analytics or application and branch Analytics). The collected Analytics data
are then sent directly from the SD-WAN Edge to the Cloud Analytics Engine. Operator Super
User, Operator Standard Admin, Enterprise Super User, Enterprise Standard admin, Partner
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Super User, and Partner Standard Admin can view the Analytics data for a specific customer
in the Analytics portal (https://app.nyansa.comn).

To view the Analytics data, perform the following steps.

Prerequisites

m  Ensure that all the necessary system properties to activate Analytics are properly set in the
SD-WAN Orchestrator. For more information, contact your Operator Super User.

m  Ensure that you have access to the Analytics portal to view the Analytics data.

Procedure

1 Inthe Enterprise portal, click Monitor > Application Analytics to view the Application
Analytics data for the selected Enterprise.

Monitor

€ Network Overview

& Network Overview
Activated Edges Links

Top Apps by Data Volume Past 2 weeks Top Edges by Data Volume Past 2 weeks
Profiles used Segments Activated Software Version (st dste
= 2 = 3 = 5
2 3 5
. . .
o o °
Edges with Enabled VNF Edges with Enabled A-S Pair Non SD-WAN Destinations via Gateway
Error Failed Pending ecte
o o 0 ) 0 ) 0 0
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2 To view Branch Analytics data, click Monitor > Branch Analytics.

When the Analytics menu is clicked, the Analytics portal will be opened in a new browser tab,
where you can view the Analytics data (Application and Branch) of all the Edges configured
for a selected customer. Note that the Browser settings may prevent this action as popups.
You need to allow it when browser shows notification.

What to do next

In the Analytics portal, you can configure additional data sources such as Wi-Fi and Wired
metrics. For more information, see VMware Edge Network Intelligence User Guide available at
https://docs.vmware.com/en/VMware-Edge-Network-Intelligence/index.html.
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Configure Segments

Segmentation is the process of dividing the network into logical sub-networks called Segments
by using isolation techniques on a forwarding device such as a switch, router, or firewall. Network
segmentation is important when traffic from different organizations and/or data types must be
isolated.

In the segment-aware topology, different Virtual Private Network (VPN) profiles can be activated
for each segment. For example, Guest traffic can be backhauled to remote data center firewall
services, Voice media can flow direct from Branch-to-Branch based on dynamic tunnels, and the
PCl segment can backhaul traffic to the data center to exit out of the PCl network.

To activate the segmentation capability for an Enterprise, in the Operator portal,

navigate to System Properties, and then set the value of the system property,
enterprise.capability.enableSegmentation as True. For more information about how to
configure system properties, refer to the "System Properties" section in the VMware SD-WAN
Orchestrator Deployment and Monitoring Guide.

By default, you can configure a maximum of 16 segments per Enterprise. However,

you can choose to increase this default value to a maximum of 128 segments per

Enterprise. Ensure that you define the maximum number of allowed segments in the
enterprise.segments.system.maximum system property. For more information about the
various system properties that you must set up for the segmentation capability, refer to

the "Segmentation" table in the "List of System Properties" section in the VMware SD-WAN
Orchestrator Deployment and Monitoring Guide.

Limitations

Keep in mind the following limitations before you increase the default value to a maximum of 128
segments per Enterprise:

m It is mandatory that you upgrade your SD-WAN Orchestrator and your Edges to version 4.3
or above.

m  After you have configured 128 segments for an Enterprise, you cannot downgrade your
Edges to a version lower than 4.3. If you need to downgrade your Edges, ensure that you
have only 16 segments, which is the default value for any Enterprise and delete the remaining
segments before you downgrade the Edges.
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Configure a New Segment for an Enterprise

To configure a new segment for an enterprise, perform the following steps:

1 From the SD-WAN Orchestrator navigation panel, go to Configure > Segments. The
Segments page for the selected enterprise appears.

Segment Name Description Type Service VLAN Delegate To Partner Delegate To Customer
0 [Default segment for traffic | Regular 5 /@ o (%
Guest |user flows hidden Private 3 -+

2 Click the + button and enter the following details to configure a new segment.

Field Description

Segment Name The name of the segment (up to 256 characters).
Description The description of the segment (up to 256 characters).
Type The segment type can be one of the following:

B Regular - The standard segment type.

m  Private - Used for traffic flows that require limited visibility in order to address end user
privacy requirements.

m  CDE - VMware provides PCI certified SD-WAN service. The Cardholder Data Environment
(CDE) type is used for traffic flows that require PCl and want to leverage the VMware PCI
certification.

Note For Global Segment, you can set the type either to Regular or Private. For non-global
segments, the type can be Regular, CDE, or Private.

Service VLAN The service VLAN identifier. For information, see Define Mapping between Segments and
Service VLANs (Optional) section in Security VNFs.

Delegate To By default, this checkbox is selected. If you unselect it, the Partner cannot change configs
Partner within the segment, including the interface assignment.

Delegate To By default, this checkbox is selected. If you unselect it, the Customer cannot change configs
Customer within the segment, including the interface assignment.

3 Click Save Changes.
If the segment is configured as Private, then the segment:

m  Does not upload user flow stats to Orchestrator except for VMware Control, VMware
Management, and a single IP flow that counts all transmitted and received packets and bytes
sent on the segment. For example, Customer flow stats like Source IP, Destination IP and so
on, are not shown in the Monitor tab for the flows related to Private segment.

m  Does not allow users to view flows in Remote Diagnostics.

m  Does not allow traffic to be sent as Internet Multipath as all business policies that are set to
Internet Multipath are automatically overridden to Direct by the Edge.
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If the segment is configured as CDE, then the VMware hosted Orchestrator and Controller will be
aware of the PCl segment and will be in the PCI scope. Gateways (marked as non-CDE Gateways)
will not be aware or transmit PCI traffic and will be out of PCl scope.
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Configure Segments with New
Orchestrator Ul

Segmentation is the process of dividing the network into logical sub-networks called Segments
by using isolation techniques on a forwarding device such as a switch, router, or firewall. Network
segmentation is required when traffic from different organizations and data types must be
isolated.

In the segment-aware topology, different Virtual Private Network (VPN) profiles can be activated
for each segment. For example, Guest traffic can be backhauled to remote data center firewall
services, Voice media can flow direct from Branch-to-Branch based on dynamic tunnels, and the
PCl segment can backhaul traffic to the data center to exit out of the PCl network.

To configure the Segments using the New Orchestrator Ul:
1 In the Enterprise portal, click Configure > Segments.

2 The Segments page displays the existing Segments.

Customer

vmw Orchestrator
5-site

Monitor ~ Configure  Diagnostics  Service Settings

« Segments

Edge Configuration

e network into logical sub-networks called Segments by using

Edges
ch, router, or fire

Profiles t when traffic from different organizations and/or data types must be isolate
% Object Groups
Segments Number of Profiles in

Segment Name * Description Type Service VLAN Delegate To Partner Delegate To Customer  Use
Overlay Flow Control

@ Default segment f... Regular Enabled Enabled 2

Network Services
segment1 Regular Enabled Enabled 2
segment2 Regular Enabled Enabled 2

3 Click Add to add a new Segment and configure the following details:

Option Description

Segment Name Enter a name for the Segment. The maximum number
of characters allowed is 256.

Description Enter a descriptive text for the Segment. The maximum
number of characters allowed is 256.
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Option Description

Type Choose the Segment type as one of the following:
m  Regular - The standard segment type.

m  Private - Used for traffic flows that require limited
visibility in order to address end user privacy
requirements.

m  CDE - VMware provides PCI certified SD-WAN
service. The Cardholder Data Environment (CDE)
type is used for traffic flows that require PCl and
want to leverage the VMware PCI certification.

Note For Global Segment, you can set the type either
to Regular or Private. For non-global segments, the
type can be Regular, CDE, or Private.

Service VLAN Enter the service VLAN identifier. For more information,
see Define Mapping Segments with Service VLANSs.

Delegate To Partner By default, this checkbox is selected. If this checkbox
is not selected, the Partner cannot change the
configurations within the segment, including the
Interface assignment.

Delegate To Customer By default, this checkbox is selected. If this checkbox
is not selected, the Customer cannot change the
configurations within the segment, including the
Interface assignment.

4  Click Save Changes.

To remove a Segment, select the Segment, and then click Delete. You cannot delete a Segment
used by a Profile.

m  Does not upload user flow stats to Orchestrator except for VMware Control, VMware
Management, and a single IP flow that counts all transmitted and received packets and bytes
sent on the segment. For example, Customer flow stats like Source IP, Destination IP and so
on, are not shown in the Monitor tab for the flows related to Private segment.

m  Does not allow users to view flows in Remote Diagnostics.

m  Does not allow traffic to be sent as Internet Multipath as all business policies that are set to
Internet Multipath are automatically overridden to Direct by the Edge.

If the segment is configured as CDE, then the VMware hosted Orchestrator and Controller will be
aware of the PCl segment and will be in the PCl scope. Gateways (marked as non-CDE Gateways)
will not be aware or transmit PCI traffic and will be out of PCl scope.

For more information, see Chapter 8 Configure Segments.
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As an enterprise user, SD-WAN Orchestrator allows you to configure a number of network
services such as Edge Cluster, Non SD-WAN Destinations, Cloud Security Service (CSS), VNFs
and so on from Configure > Network Services.

Note If you are logged in using a user ID that has Customer Support privileges, you will only
be able to view SD-WAN Orchestrator objects. You will not be able to create new objects or
configure/update existing ones.

You can configure the following Network Services:

Edge Cluster

Cloud VPN Hubs

Non SD-WAN Destinations via Gateway
Non SD-WAN Destinations via Edge
Cloud Security Service

VNFs

VNF Licenses

DNS Services

Netflow Settings

Private Network Names
Authentication Services

Cloud Subscriptions

Note Configuring Network Services are optional and can be configured in any order.
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NSD Dev

Ll Services (7]
Configure

Edges Edge Cluster

Profiles

Name Location Used in Profiles
Object Groups

Segments
Overlay Flow Control

Alerts & Notifications

Customer Cloud VPN Hubs

Test & Troubleshoot Hub Type Used in Profiles Segment VPN Hub @ Backhaul Hub @

Administration

Non SD-WAN Destinations via Gateway

Name Servers Tunnels Pre-Notifications @ Alerts @ Used By
O vmNvs Type: Generic IKEv1 Router Not enabled [T [T
1 Edge
([ Generic IKEv2 Generic IKEV2 Router(Router Based VPN)

Cloud Security Service

Name Type Used By
[ zscaler ¢SS auto Zscaler Cloud Security Service 1 Edge

VNFs

Name Type Used By

VNF Licenses

Name Type Used By

DNS Services

Name Type Servers Used By
[ openbNs Public Primary: 208.67.222.222
Backup: 208.67.220.220
O coogle Public Primary: 8.8.8.8 2 Profiles

Backup: 8.8.4.4

Netflow Settings

Collector Name Collector IP Collector Port ~ Used By

Filter Name Used By

Private Network Names

Name Used By

Authentication Services

Name Servers Used By
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Note SD-WAN Orchestrator does not allow you to configure Cloud VPN Hubs from the Services
screen, but it provides a summary of all configured SD-WAN Edge. The summary information
includes edge type, profile where the edge is used, segment, whether the edge is a VPN Hub
or/and a Backhaul Hub.

Read the following topics next:

= About Edge Clustering

m  Hub or Cluster Interconnect

m  Configure a Non SD-WAN Destination

m  Cloud Security Services

m  Configure DNS Services

m  Configure Netflow Settings

m  Private Network Names

m  Configure Authentication Services

m  Configure Cloud Subscriptions

About Edge Clustering

The size of a single VMware VPN Network with a VMware SD-WAN Hub is constrained by the
scale of the individual Hub. For large networks containing thousands of remote sites, it would
be preferable for both scalability and risk mitigation to use multiple Hubs to handle the Edges.
However, it is impractical to mandate that the customer manage individual separate Hubs to
achieve this. Clustering allows multiple Hubs to be leveraged while providing the simplicity of
managing those Hubs as one common entity with built-in resiliency.

SD-WAN Edge Clustering addresses the issue of SD-WAN Hub scale because it can be used to
easily expand the tunnel capacity of the Hub dynamically by creating a logical cluster of Edges.
Edge Clustering also provides resiliency via the Active/Active High Availability (HA) topology that
a cluster of SD-WAN Edge would provide. A cluster is functionally treated as an individual Hub
from the perspective of other Edges.

The Hubs in a VMware Cluster can be either physical or Virtual Edges. If they are virtual, they
may exist on a single hypervisor or across multiple hypervisors.
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Each Edge in a cluster periodically reports usage and load stats to the SD-WAN Gateway. The
load value is calculated based on Edge CPU and memory utilization along with the number of
tunnels connected to the Hub as a percentage of the Edge model’s tunnel capacity. The Hubs
within the cluster do not directly communicate nor exchange state information. Typically, Edge
Clusters are deployed as Hubs in data centers.

Note Theoretically, Edge Clustering could be used to horizontally scale other vectors, such as
throughput. However, the current Edge Clustering implementation has been specifically designed
and tested to scale at tunnel capacity only.

For more information, see:
m  How Edge Clustering Works
m  Configure Edge Clustering

m  Troubleshooting Edge Clustering

How Edge Clustering Works

This section provides an in-depth overview of how the SD-WAN Edge Clustering functionality
WOrks.

The following are important concepts that describe the SD-WAN Edge Clustering functionality:
m Edge Clustering can be used on Hubs as follows:

m  To allow greater tunnel capacity for a Hub than an individual Edge serving as a Hub can
provide.

m  To distribute the remote Spoke Edges among multiple Hubs and reduce the impact of any
incident that may occur.

m  Cluster Score is a mathematical calculation of the overall utilization of the system as follows:
The three measured utilization factors are CPU usage, memory usage, and tunnel capacity.
m  Each measure of utilization is treated as a percentage out of a maximum of 100%.

m  Tunnel capacity is based on the rated capacity for a given hardware model or Virtual
Edge configuration.

m  All three utilization percentages are averaged to arrive at an integer-based Cluster Score
(1-100).

= While throughput is not directly considered, CPU and memory usage indirectly reflect
throughput and flow volume on a given Hub.

m  For example, on an Edge 2000:
m  CPU usage = 20%
m  Memory usage = 30%

m  Connected Tunnels = 600 (out of a capacity of 6000) =10%
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m  Cluster Score: (20 + 30 +10)/3 =20
m A Cluster Score greater than 70 is considered "over capacity."

m A “logical ID” is a 128-bit UUID that uniquely identifies an element inside the VMware
Network.

m  Forinstance, each Edge is represented by a logical ID and each Cluster is represented by
a logical ID.

= While the user is providing the Edge and Cluster names, the logical IDs are guaranteed to
be unique and are used for internal identification of elements.

m By default, the load is evenly distributed among Hubs. Hence, it is necessary that all Edges
that are part of a cluster must be of the same model and capacity.

Each cluster member will have its own IP addressing for the WAN and LAN Interfaces. All the
VMware SD-WAN Edges in the hub cluster are required to run a dynamic routing protocol, like
eBGP, with the Layer 3 devices on the LAN side with a unique Autonomous System Number
(ASN) for each cluster member. Dynamic routing on the clusters LAN side ensures that traffic
from the DC to a particular Spoke site is routed through the appropriate Edge Cluster member.

Important Hub Edges in a cluster do not connect or communicate with each other through
tunnels or routing protocols. They act as independent Edges for data plane functions. They
depend on the LAN-side BGP peering to the core switch to handle Branch to Branch traffic when
the Branch Edges are connected to different Hub Edges in the cluster.

How are Edge Clusters tracked by the VMware SD-WAN Gateway ?

Once a Hub is added to a VMware SD-WAN Cluster, the Hub will tear down and rebuild tunnels
to all of its assigned Gateways and indicate to each Gateway that the Hub has been assigned to
a Cluster and provide a Cluster logical ID.

I

Hi]

BGP

____________________________________

Cluster of VMware SD-WAN Edges

MPLS Internet
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For the Cluster, the SD-WAN Gateway tracks:

m  The logical ID

m  The name

m  Whether Auto Rebalance is activated

m  Alist of Hub objects for members of the Cluster
For each Hub object in the Cluster, the Gateway tracks:
m  The logical ID

m  The name

m A set of statistics, updated every 30 seconds via a periodic message sent from the Hub to
each assigned Gateway, including:

m  Current CPU usage of the Hub
m  Current memory usage of the Hub
m  Current tunnel count on the Hub
m  Current BGP route count on the Hub
m  The current computed Cluster Score based on the formula provided above.
A Hub is removed from the list of Hub objects when the Gateway has not received any packets
from the Hub Edge for more than seven seconds.
How are Edges assigned to a specific Hub in a Cluster?

In a traditional Hub and Spoke topology, the SD-WAN Orchestrator provides the Edge with the
logical ID of the Hub to which it must be connected. The Edge asks its assigned Gateways for
connectivity information for that Hub logical ID—i.e. IP addresses and ports, which the Edge will
use to connect to that Hub.

From the Edge’s perspective, this behavior is identical when connecting to a Cluster. The
Orchestrator informs the Edge that the logical ID of the Hub it should connect to is the Cluster
logical ID rather than the individual Hub logical ID. The Edge follows the same procedure of
sending a Hub connection request to the Gateways and expects connectivity information in
response.
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Enterprise Hub Clusterid 1
DC . H 1. Usage

L3 Switch

T Tl }) VMware
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3. Connect to ,-°

Hub 1 /

,+° 2. Which hub in Cluster-id 1

do | connect to?
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Branch Edge

4. Tunnel setup
to Hub 1

There are two divergences from basic Hub behavior at this point:
m  Divergence Number One: The Gateway must choose which Hub to assign.

m  Divergence Number Two: Due to Divergence Number One, the Edge may get different
assignments from its different Gateways.

Divergence Number One was originally addressed by using the Cluster Score to assign the
least loaded Hub in a Cluster to an Edge. While in practice this is logical, in the real world, it
turned out to be a less than ideal solution because a typical reassignment event can involve
hundreds or even thousands of Edges and the Cluster Score is only updated every 30 seconds.
In other words, if Hub 1 has a Cluster Score of 20 and Hub 2 has a Cluster Score of 21, for 30
seconds all Edges would choose Hub 1, at which point it may be overloaded and trigger further
reassignments.

Instead, the Gateway first attempts a fair mathematical distribution disregarding the Cluster
Score. The Edge logical IDs, which were generated by a secure random-number generator on
the Orchestrator, will (given enough Edges) have an even distribution of values. That means that
using the logical ID, a fair share distribution can be calculated.

m Edge logical ID modulo the number of Hubs in Cluster = Assigned Hub index
m  For example:

m Four Edges that have logical IDs endingin1, 2, 3, 4

m  Cluster with 2 Hubs

m 1%2=1,2%2=0,3%2=1,4%2=0 (Note: "%” is used to indicate the modulo
operator)

m  Edges 2 and 4 are assigned Hub Index O

m  Edges 1and 3 are assigned Hub Index 1
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Hub Cluster

This is more consistent than a round-robin type assignment because it means that Edges will
tend to be assigned the same Hub each time, which makes assignment and troubleshooting
more predictive.

Note When a Hub restarts (e.g. due to maintenance or failure), it will be disconnected from the
Gateway and removed from the Cluster. This means that Edges will always be evenly distributed
following all Edges restarting (due to the above described logic), but will be unevenly distributed
following any Hub event that causes it to lose connectivity.

What happens when a Hub exceeds its maximum allowed tunnel capacity?

The Edge assignment logic will attempt to evenly distribute the Edges between all available
Hubs. However, after an event (like restart) on the Hub, the Edge distribution will no longer be
even.

Note Generally, the Gateway tries at initial assignment to evenly distribute Edges among Hubs.
An uneven distribution is not considered an invalid state. If the assignments are uneven but no
individual Hub exceeds 70% tunnel capacity, the assignment is considered valid.

Due to such an event on the Hub (or adding additional Edges to the network), Clusters might
reach a point where an individual Hub has exceeded 70% of its permitted tunnel capacity. If

this happens, and at least one other Hub is at less than 70% tunnel capacity, then fair share
redistribution is performed automatically regardless of whether rebalancing is activated on the
Orchestrator. Most Edges will retain their existing assignment due to the predictive mathematical
assignment using logical IDs, and the Edges that have been assigned to other Hubs due to
failovers or previous utilization rebalancing will be rebalanced to ensure the Cluster is returned to
an even distribution automatically.

What happens when a Hub exceeds its maximum allowed Cluster Score?

Unlike tunnel percentage (a direct measure of capacity), which can be acted upon immediately,
the Cluster Score is only updated every 30 seconds and the Gateway cannot automatically
calculate what the adjusted Cluster Score will be after making an Edge reassignment. In the
Cluster configuration, an Auto Rebalance parameter is provided to indicate whether the Gateway
should dynamically attempt to shift the Edge load for each Hub as needed.

If Auto Rebalance is deactivated and a Hub exceeds a 70 Cluster Score (but not 70% tunnel
capacity), then no action is taken.
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If Auto Rebalance is activated and one or more Hubs exceed a 70 Cluster Score, the Gateway will
reassign one Edge per minute to the Hub with the lowest current Cluster Score until all Hubs are
below 70 or there are no more reassignments possible.

Note Auto Rebalance is deactivated by default.

What happens when two VMware SD-WAN Gateways give different Hub
assignments?

As is the nature of a distributed control plane, each Gateway is making an individual
determination of the Cluster assignment. In most cases, Gateways will use the same mathematical
formula and thus arrive at the same assignment for all Edges. However, in cases like Cluster
Score-based rebalancing this cannot be assured.

If an Edge is not currently connected to a Hub in a Cluster, it will accept the assignment from any
Gateway that responds. This ensures that Edges are never left unassigned in a scenario where
some Gateways are down and others are up.

If an Edge is connected to a Hub in a Cluster and it gets a message indicating it should choose an
alternate Hub, this message is processed in order of “Gateway Preference.” For instance, if the
Super Gateway is connected, the Edge will only accept reassignments from the Super Gateway.
Conflicting assignments requested by other Gateways will be ignored. Similarly, if the Super
Gateway is not connected, the Edge would only accept reassignments from the Alternate Super
Gateway. For Partner Gateways (where no Super Gateways exist), the Gateway Preference is
based on the order of configured Partner Gateways for that specific Edge.

Note When using Partner Gateways, the same Gateways must be assigned to both the Hubs in
a Cluster and the Spoke Edges, otherwise a scenario may arise where a Spoke Edge is not able
to receive Hub assignments because the Spoke Edge is connected to a Gateway that is not also
connected to the Hubs in a Cluster.

What happens when a VMware SD-WAN Gateway goes down?

When a SD-WAN Gateway goes down, Edges may be reassigned if the most preferred Gateway
was the one that went down, and the next most preferred Gateway provided a different
assignment. For instance, the Super Gateway assigned Hub A to this Edge while the Alternate
Super Gateway assigned Hub B to the same Edge.

The Super Gateway going down will trigger the Edge to fail over to Hub B, since the Alternate
Super Gateway is now the most preferred Gateway for connectivity information.

When the Super Gateway recovers, the Edge will again request a Hub assignment from this
Gateway. In order to prevent the Edge switching back to Hub A again in the scenario above, the
Hub assignment request includes the currently assigned Hub (if there is one). When the Gateway
processes the assignment request, if the Edge is currently assigned a Hub in the Cluster and
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that Hub has a Cluster Score less than 70, the Gateway updates its local assignment to match
the existing assignment without going through its assignment logic. This ensures that the Super
Gateway, on recovery, will assign the currently connected Hub and prevent a gratuitous failover
for its assigned Edges.

What happens if a Hub in a Cluster loses its dynamic routes?

As noted above, the Hubs report to the SD-WAN Gateways the number of dynamic routes they
have learned via BGP every 30 seconds. If routes are lost for only one Hub in a Cluster, either
because they are erroneously retracted or the BGP neighborship fails, the SD-WAN Gateways
will failover Spoke Edges to another Hub in the Cluster that has an intact routing table.

As the updates are sent every 30 seconds, the route count is based on the moment in time when
the update is sent to the SD-WAN Gateway. The SD-WAN Gateway rebalancing logic occurs
every 60 seconds, meaning that users can expect failover to take 30-60 seconds in the unlikely
event of total loss of a LAN-side BGP neighbor. To ensure that all Hubs have a chance to update
the Gateways again following such an event, rebalancing is limited to a maximum of once per 120
seconds. This means that users can expect failover to take 120 seconds for a second successive
failure.

Note Routes received from BGP over IPsec/GRE are not accounted for LAN side failure
detection. When BGP over IPsec/GRE session goes down, the issue is not detected by LAN side
failure and therefore this does not trigger cluster failover.

How to configure Routing on Cluster Hubs?

As the Gateway can instruct the spokes to connect to any member Hub of the Cluster, the
routing configuration should be mirrored on all the Hubs. For example, if the spokes must reach a
BGP prefix 192.168.2.1 behind the Hubs, all the Hubs in the cluster should advertise 192.168.2.1 with
the exact same route attributes.

BGP uplink community tags should be used in the cluster deployment. Configure the cluster
nodes to set the uplink community tag when redistributing routes to BGP peers.
What happens if a Hub in a Cluster fails?

The SD-WAN Gateway will wait for tunnels to be declared dead (7 seconds) before failing over
Spoke Edges. This means that users can expect failover to take 7-10 seconds (depending on
RTT) when an SD-WAN Hub or all its associated WAN links fail.

Configure Edge Clustering
You can configure Edge clusters by following the steps in this section.

1 To access the Edge Cluster area, go to Configure > Network Services.
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Edge Cluster New Cluster Delete Cluster

Name Location Used in Profiles

East Coast DC Cluster na 1 Profile
1 Edge

2 To add new Cluster:
a From the Edge Cluster area, click the New Cluster button.

b In the Edge Cluster dialog box, enter the name and description in the appropriate text
boxes.

c Activate Auto Rebalance if needed, as this feature is not activated by default.

Note If this option is activated, when an individual Edge in a Hub Cluster exceeds a
Cluster Score of 70, Spokes will Rebalance at the rate of one Spoke per minute until the
Cluster Score is reduced to below 70. When a Spoke Edge is reassigned to a different
Hub, the Spoke Edge's VPN tunnels will disconnect and there may be up to 6-10 seconds
of downtime. If all of the Hubs in a Cluster exceed a 70 Cluster Score, no rebalancing will
be performed. For more information, see How Edge Clustering Works.

Edge Cluster x

* Name [pe-Cluster-1
Description [Data Center
Auto ReBalance: 0b <

Available Edges & Edges In Cluster

Branch-1-Edge DC-Edge-1
Branch-2-Edge DC-Edge-2

Save Changes Cancel

d In the Available Edges section, select an Edge and move it to the Edges In Cluster
section, by using the > button.

e Click Save Changes. The configured Edge Cluster will appear under Available Edges &
Clusters area of the Manage Cloud VPN Hubs screen for the selected profile.

Note Edges used as a Hub or in Hub Clusters, or configured as an Active/Standby HA pair
are not displayed in the Available Edges list area.
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Manage Cloud VPN Hubs for Quick Start Profile 2 %
Available Edges & Clusters Hubs Backhaul Hubs
bS-edgel Cluster Edge_Cluster_A @)W (@ 1 — 8) [ouster| Edge,_Cluster A
= uster - .
bd-edge1 @)V T
»
Enable Conditional BackHaul @
:

3 From the Manage Cloud VPN Hubs screen, you can configure an Edge Cluster and an
individual Edge simultaneously as Hubs in a branch profile. Once Edges are assigned to a
Cluster, they cannot be assigned as individual Hubs. Choose an Edge Cluster as a Hub in the
Branch Profile.

4 In order to configure Branch to Branch VPN using Hubs that are also Edge Clusters, you
would first select a Hub from the Hubs area, and then move it to the Branch to Branch VPN
Hubs area.

5 Hub Clusters can also be configured as Internet Backhaul Hubs in the Business Policy
configuration by first selecting a Hub from the Hubs area and then moving it to the Backhaul
Hubs area.

6 To activate Conditional Backhaul, select the Enable Conditional BackHaul checkbox. With
Conditional Backhaul (CBH) activated, the Edge will be able to failover Internet-bound traffic
(Direct Internet traffic, Internet via SD-WAN Gateway and Cloud Security Traffic via IPsec) to
MPLS links whenever there is no Public Internet links available. When Conditional Backhaul
is activated, by default all Business Policy rules at the branch level are subject to failover
traffic through Conditional Backhaul. You can exclude traffic from Conditional Backhaul based
on certain requirements for selected policies by deactivating this feature at the selected
business policy level. For more information, see Conditional Backhaul.

Note It is mandatory to run a dynamic routing protocol, like eBGP, on the LAN side of the
clusters.

Troubleshooting Edge Clustering

This section describes the troubleshooting enhancements for Edge Clustering.
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Overview

Edge Clustering includes a troubleshooting feature to rebalance VMware SD-WAN Spoke Edges
within a Cluster. The rebalancing of the Spokes can be performed on any of the Hubs within the
Cluster. There are two methods to rebalance Spokes:

m  Evenly rebalance Spokes across all the Hubs in the Cluster.

m  Exclude one Hub and rebalance the Spokes across the remaining Hubs in the Cluster.

Rebalancing Spokes on the Hub Using the VMware SD-WAN Orchestrator

An administrator may rebalance Spokes in a Cluster via Remote Diagnostics on the VMware

SD-WAN Orchestrator. When an SD-WAN Edge is deployed as a Hub in a Cluster, a new Remote

Diagnostics option will appear named Rebalance Hub Cluster, which offers users two choices.

Redistribute Spokes in Hub Cluster

m  This option will attempt to evenly re-distribute Spoke Edges among all Hub Edges in the
Cluster.

Redistribute Spokes excluding this Hub

= This option will attempt to evenly re-distribute Spokes among Hubs in the Cluster,
excluding the Hub Edge from which a user is running the Redistribute Spokes utility.

m  This option can be used for troubleshooting or maintenance to remove all Spokes from this
Hub Edge.

Shown below is an image of the Remote Diagnostics section of the Hub.

Rebalance Hub Cluster

Redistribute Spokes uniformly among Hubs in given cluster. Also choose to exclude this Hub and redistribute Spokes uniformly among other Hubs in the cluste

\ Redistribute Spokes in Hub Cluster (default) v |

Redistribute Spokes in Hub Cluster (default)

Redistribute Spokes excluding this Hub

Note Rebalancing Spokes will cause a brief traffic interruption when the Spoke is moved to
a different Hub in the Cluster. Therefore, it is highly recommended to use this troubleshooting
mechanism during a maintenance window.

Note In case of Partner Gateway setups, the "Rebalance Hub Cluster" from Remote Diagnostics
would not take effect if the Primary Gateway of the Spoke and the Hub are not common.

For such scenarios, customers are expected to reach out to VMware support for manually
rebalancing the Spoke from it's Primary Gateway.
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Hub or Cluster Interconnect

VMware SD-WAN supports interconnection of multiple Hub Edges or Hub Clusters to increase
the range of Spoke Edges that can communicate with each other. This feature allows
communication between the Spoke Edges connected to one Hub Edge or Hub Cluster and
the Spoke Edges connected to another Hub Edge or Hub Cluster, using multiple overlay and
underlay connections.

When a Spoke Edge tries to connect to a Hub Cluster, one of the members from the Hub
Cluster is selected as the Hub to the Spoke Edge. If this Hub goes down, another member

from the same Hub Cluster is automatically selected to serve the Spoke Edge, without any user
configuration. The Hub Cluster members are connected to each other via underlay (BGP), and
can exchange the routes and data using this underlay connection. Spoke Edges connected to
different members of the same Hub Cluster can then communicate with each other using this
underlay connection. This solution provides better resiliency.

When two Hub Clusters are connected to each other, one Cluster acts as a Hub to the other
Cluster (and the reverse relation can also exist, depending on the configuration). The VCEs from
one Cluster get their own Hubs from the other Cluster. The end Spoke Edges connected to these
Hub Clusters can then communicate with each other through these two Hub Clusters and the
intermediate VCRP (VeloCloud Route Protocol) hops.

The below diagram explains this concept:

Cluster1

L3 Switch

Cluster2
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In this example, Cluster 1 (C1) and Cluster 2 (C2) are Hub Clusters, and S1 and S2 are the set
of Spoke Edges connected to C1 and C2 respectively. ST can communicate with S2 through the
following connections:

m  Overlay connection between S1and Cl.

m  Overlay connection between S2 and C2.

m  Overlay connection between C1 and C2.

m  Underlay connection within C1.

m  Underlay connection within C2.

In this way, the Hub Clusters can exchange routes with each other, providing a way for the

packets to flow between Spoke Edges connected to different Hub Clusters.

Note Customers can deactivate this feature if they do not want all their Spoke Edges to
communicate with all other Spoke Edges connected across Hub Clusters.

Limitations
When the Hub or Cluster Interconnect feature is activated:
m Only those branches that are configured for Edge-to-Hub can still get Edge-to-Edge routes.

m When a route is exchanged between the Hub Clusters with a common Layer 3 device, the
BGP metric is overwritten by the Cluster metric.

= Dynamic tunnels between Spoke Edges connected to different Hub Clusters are not
supported.

m  Hub or Cluster Interconnect through Gateway is not supported.

m Edge-to-Edge through Hub and Gateway is not supported.

m  Exchanging routes between Hub Cluster members using OSPF is not supported.
m  Community strings are added to all the routes to assist with interconnect routing.

Configuring Hub or Cluster Interconnect

Prerequisites

Ensure that the Cloud VPN service is activated for the Cluster Profile associated with the Edge
Cluster.

Note Activating Hub or Cluster Interconnect feature introduces a fundamental change to the
VMware SD-WAN Routing Protocol where it allows packets to traverse more than one hop in
the network. While this change has been tested in representative topologies, it is not possible to
test this change for all the encountered routing scenarios. As a result, VMware is releasing this
feature as an Early Access and will closely monitor the deployments, where it is activated, for
unexpected routing behavior.
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Procedure
1 Create new Clusters:
a Inthe Enterprise portal, go to Configure > Network Services > Clusters and Hubs.
b Click New to create new Clusters.
c Associate the available Edges to these Clusters.
d Click Save Changes.
2 Create a Profile for each of these Clusters:
a Go to Configure > Profiles.

b Create a separate Profile for each new Cluster. For information on how to create a Profile,
see Create Profile with New Orchestrator Ul.

3 Designate Hub to the Cluster Profile:

a On the Profile Device Settings screen, go to VPN Services and turn on the Cloud VPN
service.

v VPN Services

v Cloud VPN ® on @

Edge to SD-WAN Sites

Branch to Hub Site (Permanent VPN) Hubs Designation

¥ Enable Branch to Hubs
¢ EDIT HUBS

Hubs Hub Order @

2 items

Conditional Backhaul Enabled

Branch to Branch VPN (Transit & Dynamic)

Branch to Branch VPN Hub Designation
Enable Branch to Branch VPN

(O cloud Gateways
© Hubs for VPN ZEDIT HuBS

Isolate profile Hubs Hub Order @

Enable Dynamic Branch to Branch VPN via:
Oitems

Edge to Non SD-WAN Sites

Enable Edge to Non SD-WAN via Gateway

b Select Enable Branch to Hubs and Enable Branch to Branch VPN check boxes.

c Select Hubs for VPN, and then click Edit Hubs located under Branch to Branch VPN Hub
Designation.

d You can choose the Clusters to act as Hubs to each other as shown below:

VMware by Broadcom 176



VMware SD-WAN Administration Guide

Add Hubs X

Add Hubs for PC1
Available Edges & Clusters Hubs | | Backhaul Hubs
[ e i [ ce®a
Y
a7
11
No Backhaul Hubs

1-10f 1items 1-10f 1items 1-20 of O items

Enable Conditional Backhaul ®

| | Branch to Branch VPN Hubs

0 e®

1-10f 1items

Auto Select VPN Hub ®

UPDATE HUBS

In this example, Cluster 1 (C1) acts as a Hub to Cluster 2 (C2).
e Click Update Hubs.

4 Assign Profiles to the Edges: Navigate to Configure > Edges to assign Profiles to the
available Edges.

Edges
® Y
+ ADD EDGE ~ V/ ASSIGN PROFILE  / ASSIGN EDGE LICENSE ~ J DOWNLOAD ++*MORE
| | Name Certificates Profile Operator Profile | Analytics HA Device Business Policy | Firewall Alerts Operator Alerts
bl-edgel[.. O Quick Start Profile  5-site-Operator ~ None Cluster X, View © View & View @ Enabled & Enabled
b2-edgel [. O Quick Start Profile  5-site-Operator ~ None Cluster A View @ View & View @ Enabled @ Enabled
] b3-edgel [.. (o) Quick Start Profile  5-site-Operator ~ None Cluster A, View @ View @& View @ Enabled @ Enabled
~| | b4-edgell. O Quick Start Profile  5-site-Operator ~ None Cluster X, View @ View @ View @ Enabled @ Enabled
| | b5-edgel[. O Quick Start Profile ~ 5-site-Operator ~ None Cluster %, View © View & View & Enabled @ Enabled
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Activate 'Hub or Cluster Interconnect' feature: On the Profile Device Settings screen,
navigate to Hub or Cluster Interconnect located under VPN Services, and then select the
Enable check box.

> Non SD-WAN Destination via Edge

v Hub or Cluster Interconnect
Enable

> Cloud Security Service © C) Off

Activating or deactivating the Hub or Cluster Interconnect feature causes all Edge
devices associated with the Profile to restart. Hence, it is recommended to configure the
feature only in a maintenance mode to prevent traffic disruption.

This activates the feature and creates a tunnel between the Hub Clusters which allows their
respective Spoke Edges to communicate with each other.

Configure a Non SD-WAN Destination

The Non SD-WAN Destination (earlier known as Non VeloCloud Site (NVS) functionality consists
of connecting a VMware network to an external Network (for example: Zscaler, Cloud Security
Service, Azure, AWS, Partner Datacenter and so on). This is achieved by creating a secure
Internet Protocol Security (IPsec) tunnel between a VMware entity and a VPN Gateway at the
Network Provider.

VMware allows the Enterprise users to define and configure a datacenter type of Non SD-WAN
Destination instance and establish a secure tunnel directly to an External network in the following
two ways, Non SD-WAN Destinations via Gateway and Non SD-WAN Destinations via Edge as
described below.

Non SD-WAN Destinations via Gateway - Allows a SD-WAN Gateway to establish an IPsec
tunnel directly to a Non SD-WAN Destination. VMware supports the following Non SD-WAN
Destination configurations through SD-WAN Gateway:

s AWS VPN Gateway

Note The AWS VPN Gateway type is new from the 4.3 release.

m  Check Point

m  Cisco ASA

m  Cisco ISR

m  Generic IKEv2 Router (Route Based VPN)
m  Microsoft Azure Virtual Hub

= Palo Alto

s SonicWALL
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m  Zscaler
m  Generic IKEv1 Router (Route Based VPN)

m  Generic Firewall (Policy Based VPN)

Note VMware supports both Generic Route-based and Policy-based Non SD-WAN
Destination from Gateway.

= Non SD-WAN Destinations via Edge - Allows a SD-WAN Edge to establish an IPsec tunnel
directly to a Non SD-WAN Destination (AWS and Azure Datacenter).

Note VMware supports only Generic IKEv2 Router (Route Based VPN) and Generic IKEv1
Router (Route Based VPN) Non SD-WAN Destination from the SD-WAN Edge.
Non SD-WAN Destination Configuration Workflow

m  Configure a Non SD-WAN Destination Network Service
m  Associate a Non SD-WAN Destination Network Service to a Profile or Edge
m  Configure Tunnel Parameters: WAN link selection and Per tunnel credentials

m  Configure Business Policy

VPN Workflow

This is an optional service that allows you to create VPN tunnel configurations to access one or

more Non SD-WAN Destinations. The VMware provides the configuration required to create the

tunnel(s) - including creating IKE IPsec configuration and generating a pre-shared key.

Overview

The following figure shows an overview of the VPN tunnels that can be created between the
VMware and a Non SD-WAN Destination.
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SD-WAN Edge
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Note It is required that an IP address be specified for a Primary VPN Gateway at the Non
SD-WAN Destination. The IP address is used to form a Primary VPN Tunnel between a SD-WAN
Gateway and the Primary VPN Gateway.

Optionally, an IP address can be specified for a Secondary VPN Gateway to form a Secondary
VPN Tunnel between a SD-WAN Gateway and the Secondary VPN Gateway. Using Advanced
Settings, Redundant VPN Tunnels can be specified for any VPN tunnels you create.

Add Non SD-WAN Destination VPN Gateway

Enter a Name and choose a Gateway Type. Specify the IP address for the Primary VPN Gateway
and, optionally, specify an IP address for a Secondary VPN Gateway.

New Non SD-WAN Destination via Gateway... ? 0%
* Name ‘ NVS AWS VPN Gateway Site02
* Type | AWS VPN Gateway v

VPN Gateways &

* Primary VPN Gateway ‘10.10.10.1
Secondary VPN Gateway ‘10.1.0.1

Next

Configure Non SD-WAN Destination Subnets

Once you have created a Non SD-WAN Destination configuration, you can add site subnets and
configure tunnel settings.

Click the Advanced button to configure tunnel settings for VPN Gateways, and to add Redundant
VPN tunnel(s).
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NSD_AWS_GW
* Name |NSD- AWS GW Location @ Lat,Lng: 37.402889, -122.116859
Type AWS VPN Gateway Update Location...
Enable Tunnel(s) @
Tunnel mode Active/Hot-Standby Local Auth id € FQDN e
|\relc.com

*

Primary VPM Gateway

Public IP |54.183.9.183

Tunnel Settings @

PSK |uuuuuuuuuuu- @@
Encryption

DH Group

PFS

-
Authentication Algorithm |SHA 1 ~
IKE SA Lifetime(min) |1440

IPsec SA Lifetime(min) 480

DPD Type

DPD Timeout(sec) |20

Secondary VPN Gateway Remove
Public IP [54.183.9.185
Tunnel Settings @

PSK |....... P —
Encryption
DH Group
prs ~
Authentication Algorithm  [SHA 1
IKE SA Lifetime(min) |1440

IPsec SA Lifetime(min) 480

DPD Type

DPD Timeout(s=c) |20

*

Redundant VeloCloud Cloud VPN €

Primary VPN Gateway

Public IP 54.183.9.183

Tunnel Settings @

BSK .
Encryption

DH Group

PFS

Authentication Algorithm |SHA 1 W

IKE SA Lifetime(min) 1440

IPsec SA Lifetime(min) 480
DPD Type
CPD Timegut(sec) |20

Secondary VPN Gateway Restore

Site Subnets @

Subnet Description

[10.1.2.0/24 |
Deactivate Site Subnets @ [J

| Advanced || View IKE/IPSec Template |

View IKE IPsec Configuration, Configure Non SD-WAN Destination Gateway

[isevechonges.] [ cese | |

If you click the View IKE IPsec Configuration button, the information needed to configure the Non

SD-WAN Destination Gateway appears. The Gateway administrator should use this information
to configure the Gateway VPN tunnel(s).
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IKE IPSec Configuration

Primary VPN Gateway Config Secondary VPN Gateway Config

=== Primary Gateway Config

=== IKE Security Association ===

Authentication Method : Pre-Shared Key

Primary tunnel Pre-Shared Key : 1f3a262a%aed68d713164e437778ec48bh7e468c0
Authentication Algorithm : SHAl

Encryption Algorithm : AES-128-CBC

Lifetime : 86400 seconds

Authentication Time: 172800 seconds

Phase 1 Negotiation Mode : main

=== IPSec Security Association ===
Protocol : ESP

Authentication Algorithm : SHA_1
Encryption Algorithm : AES-128-CBC
Lifetime : 28800 seconds

Mode : tunnel

Perfect Forward Secrecy (PFS) : 2

=== IPSec Dead Peer Detection (DPD) Setting ===
DPD Type: onDemand

DPD Interval : 10

DPD Retries : 3

DPD Timeout: 20 seconds

=== Fragmentation Avoidance ===

TCP MSS Adjustment : 1320 bytes

Clear Don't Fragment (DF) Bit : enabled

Fragmentation Style : Before Encryption / Look Ahead Fragmention

=== Tunnel Interface ===

Tunnel interface MTU : 1328 bytes

Outside IP Addresses

- Datacenter Gateway : 10.10.10.1 (No NAT allowed)
- SD-WAN Gateway : 20.5.0.2

Inside IP Addresses

- Datacenter Gateway : 169.254.0.74

- SD-WAN Gateway : 169.254.0.73

Enable IPsec Tunnel

The Non SD-WAN Destination VPN tunnel is initially deactivated. You must activate the tunnel(s)
after the Non SD-WAN Destination Gateway has been configured and before first use of the
Edge-to- Non SD-WAN Destination VPN.

Important Beginning with the 4.0 release, it is required that the AES-NI instruction set be
supported by the CPU on all types of Virtual Machines.

Configure Non SD-WAN Destinations via Gateway

VMware allows the Enterprise users to define and configure a Non SD-WAN Destination instance
and establish a secure IPsec tunnel to a Non SD-WAN Destination through a SD-WAN Gateway.

The Orchestrator selects the nearest Gateway for the Non SD-WAN Destination with its
configured IP address, using geolocation service.

You can configure Non SD-WAN Destination via Gateway only at the Profile Level and cannot
override at the SD-WAN Edge level.

To configure a Non SD-WAN Destination via Gateway:

Procedure

1 Login to the SD-WAN Orchestrator as an Enterprise user.
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2 Inthe SD-WAN service of the Enterprise portal, go to Configure > Network Services.
The Services screen appears.
3 Inthe Non SD-WAN Destinations via Gateway area, click the New button.

The New Non SD-WAN Destinations via Gateway dialog box appears.

New Non SD-WAN Destination via Gateway... ? %

|
|Seact... o

VPN Gateways @

4 In the Name text box, enter a name for the Non SD-WAN Destination.
5 From the Type drop-down menu, select an IPsec tunnel type.

VMware supports the following Non SD-WAN Destination type configurations through SD-
WAN Gateway:

= AWS VPN Gateway

Note AWS VPN Gateway is new in the 4.3 release. In addition, Customers can use
different primary Public IPs and Secondary Public IPs for NVS Gateways for AWS.

m  Check Point

m  Cisco ASA

m  Cisco ISR

m  Generic IKEv2 Router (Route Based VPN)
m  Microsoft Azure Virtual Hub

= Palo Alto

= SonicWALL

m  Zscaler

m  Generic IKEv1 Router (Route Based VPN)
m  Generic Firewall (Policy Based VPN)

Note VMware supports both Generic Route-based and Policy-based Non SD-WAN
Destination from Gateway.
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6 Enter an IP address for the Primary VPN Gateway (and the Secondary VPN Gateway if

necessary), and click Next.
A Non SD-WAN Destination is created.
Note To support the datacenter type of Non SD-WAN Destination, besides the IPsec

connection, you will need to configure Non SD-WAN Destination local subnets into the
VMware system.

What to do next

Configure tunnel settings for your Non SD-WAN Destination. For more information about
configuring tunnel settings for various IPsec tunnel types, see the following sections:

m  Configure a Non VMware SD-WAN Site of Type AWS VPN Gateway

m  Configure a Non SD-WAN Destination of Type Check Point

m  Configure a Non SD-WAN Destination of Type Cisco ASA

m  Configure a Non SD-WAN Destination of Type Cisco ISR

m  Configure a Non SD-WAN Destination of Type Generic IKEv2 Router via Gateway

m  Configure a Microsoft Azure Non SD-WAN Destination via Gateway

m  Configure a Non SD-WAN Destination of Type Palo Alto

m  Configure a Non SD-WAN Destination of Type SonicWALL

m  Configure a Non SD-WAN Destination of Type Zscaler

m  Configure a Non SD-WAN Destination of Type Generic IKEv1 Router via Gateway

m  Configure a Non SD-WAN Destination of Type Generic Firewall (Policy Based VPN)
Associate your Non SD-WAN Destination to a Profile. For more information, see:

m  Configure a Tunnel Between a Branch and a Non SD-WAN Destinations via Gateway
m  Configure a Tunnel Between a Branch and a Non SD-WAN Destinations via Edge

Configure Business Policy. (Configuring Business Policy is not mandatory for this feature, but
if you are going to configure it and would like information, see Create Business Policy Rules.

Configure a Non VMware SD-WAN Site of Type AWS VPN Gateway
Describes how to configure a Non VMware SD-WAN Site of the type AWS VPN Gateway.

About This Task

You can configure Non SD-WAN Destinations via the Gateway only at the Profile Level and
cannot override at the SD-WAN Edge level.

Procedure

1

From the navigation panel in the SD-WAN Orchestrator, go to Configure > Network Services.
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The Services screen appears.

2 Inthe Non SD-WAN Destinations via Gateway area, click the New button.

The New Non SD-WAN Destinations via Gateway dialog box appears.
3 In the Name text box, enter the name for the Non SD-WAN Destination.

4  From the Type drop-down menu, select AWS VPN Gateway.

New Non SD-WAN Destination via Gateway... ? 0%
* Name ‘ NVS AWS VPN Gateway Site02
* Type | AWS VPN Gateway v

VPN Gateways &

* Primary VPN Gateway ‘ 10.10.10.1
Secondary VPN Gateway ‘ 10.1.0.1

5 Enter the IP address for the Primary VPN Gateway, and click Next.

A Non SD-WAN Destination of type AWS VPN Gateway is created and a dialog box for your

Non SD-WAN Destination appears.

6 To configure tunnel settings for the Non SD-WAN Destination’s Primary VPN Gateway, click

the Advanced button.
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NSD_AWS_GW ? %
* Name |NSD- AWS GW Location @ Lat,Lng: 37.402889, -122.116859
Type AWS VPN Gateway Update Location...
Enable Tunnel(s) @
Tunnel mode Active/Hot-Standby Local Auth id € FQDN e
|\relc.com

Primary VPM Gateway

*

Public IP |54.183.9.183
Tunnel Settings @

Authentication Algarithm
IKE SA Lifetime(min) |1440

BSK |uuuuuuuuuuu. @

~
SHA 1 w

IPsec SA Lifetime(min) 480

DPD Type

DPD Timeout{sec) |20

Secondary VPN Gateway Remove
Public IP [54.183.9.185
Tunnel Settings @

PSK |....... P —
Encryption
DH Group
prs ~
Authentication Algorithm  [SHA 1
IKE SA Lifetime(min) |1440

IPsec SA Lifetime(min) 480

DPD Type

DPD Timeout(s=c) |20

Primary VPN Gateway

Redundant VeloCloud Cloud VPN €

Authentication Algorithm  |SHA 1

* Public IP 54.183.9.183
Tunnel Settings @
BSK .
Encryption
DH Group
PFS

IKE SA Lifetime(min) 1440

IPgec SA Lifetime(min) |4SD

DPD Type

DPD Timeout{sec) |20

Secondary VPN Gateway Restore

Site Subnets @

Subnet Description

[10.1.2.0/24 |
Deactivate Site Subnets @ [J

| Advanced || View IKE/IPSec Template |

[isevechonges.] [ cese | |

7 Inthe Primary VPN Gateway area, you can configure the following tunnel settings:

Field

Tunnel Mode

PSK

Encryption

VMware by Broadcom

Description

Active-Hot-Standby is supported on the SD-WAN
Gateway. Active/Hot-Standby automatically displays
indicating that if the Active tunnel goes down, the
Standby (Hot-Standby) tunnel takes over and becomes
the Active tunnel.

The Pre-Shared Key (PSK), which is the security key

for authentication across the tunnel. The SD-WAN
Orchestrator generates a PSK by default. If you want to
use your own PSK or password, enter it in the textbox.

Select either AES 128 or AES 256 as the AES algorithms
key size to encrypt data. The default value is AES 128.
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Field

DH Group

PFS

Authentication Algorithm

IKE SA Lifetime(min)

IPsec SA Lifetime(min)

VMware by Broadcom

Description

Select the Diffie-Hellman (DH) Group algorithm to be
used when exchanging a pre-shared key. The DH Group
sets the strength of the algorithm in bits. The supported
DH Groups are 2, 5, and 14. It is recommended to use DH
Group 14.

Select the Perfect Forward Secrecy (PFS) level for
additional security. The supported PFS levels are 2 and
5. The default value is Deactivated.

The authentication algorithm for the VPN header. Select
one of the following supported Secure Hash Algorithm
(SHA) function from the drop-down menu list:

m SHA'1

m  SHA 256
m SHA 384
m  SHA 512

The default value is SHA 1.

Time when Internet Key Exchange (IKE) rekeying is
initiated for SD-WAN Edges. The minimum IKE lifetime
is 10 minutes and maximum is 1440 minutes. The default
value is 1440 minutes.

Time when Internet Security Protocol (IPsec) rekeying

is initiated for Edges. The minimum IPsec lifetime is 3
minutes and maximum is 480 minutes. The default value
is 480 minutes.
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Field

DPD Type

DPD Timeout(sec)

Description

The Dead Peer Detection (DPD) method is used to
detect if the Internet Key Exchange (IKE) peer is alive
or dead. If the peer is detected as dead, the device
deletes the IPsec and IKE Security Association. Select
either Periodic or on Demand from the list. The default
value is on Demand.

Enter the DPD timeout value. The DPD timeout value will
be added to the internal DPD timer, as described below.
Wait for a response from the DPD message before

considering the peer to be dead (Dead Peer Detection).

Prior to the 5.1.0 release, the default value is 20 seconds.
For the 5.1.0 release and later, see the list below for the
default value.

m  Library Name: Quicksec

m  Probe Interval: Exponential (0.5 sec, 1sec, 2 sec, 4
sec, 8 sec, 16 sec)

m  Default Minimum DPD Interval: 47.5sec (Quicksec
waits for 16 seconds after the last retry. Therefore,
0.5+1+2+4+8+16+16 = 47.5).

m  Default Minimum DPD interval + DPD Timeout(sec):
67.5 sec

Note Prior to the 5.1.0 release, you can deactivate

DPD by configuring the DPD timeout timer to O seconds.
However, for the 5.1.0 release and later, you cannot
deactivate DPD by configuring the DPD timeout timer
to O seconds. The DPD timeout value in seconds will get
added onto the default minimum value of 47.5 seconds).

8 To create a Secondary VPN Gateway for this site, click the Add button next to Secondary
VPN Gateway. In the pop-up window, enter the IP address of the Secondary VPN Gateway

and click Save Changes.

The Secondary VPN Gateway will be created immediately for this site and will provision a

VMware VPN tunnel to this Gateway.

9 Select the Redundant VeloCloud Cloud VPN checkbox to add redundant tunnels for each
VPN Gateway. Any changes made to Encryption, DH Group, or PFS of Primary VPN Gateway
will also be applied to the redundant VPN tunnels, if configured.

10 After modifying the tunnel settings of the Primary VPN Gateway, save the changes and then
click View IKE/IPsec Template to view the updated tunnel configuration.
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IKE IPSec Configuration

Primary VPN Gateway Config Secondary VPN Gateway Config

=== Primary Gateway Config

=== IKE Security Association ===

Authentication Method : Pre-Shared Key

Primary tunnel Pre-Shared Key : 113a2b62a9aed68d713164e437778ec48b7e468c0
Authentication Algorithm : SHA1

Encryption Algorithm : AES-128-CBC

Lifetime : 86400 seconds

Authentication Time: 172800 seconds

Phase 1 Negotiation Mode : main

=== IPSec Security Association ===
Protocol : ESP

Authentication Algorithm : SHA_1
Encryption Algorithm : AES-128-CBC
Lifetime : 28800 seconds

Mode : tunnel

perfect Forward Secrecy (PFS) : 2

=== IPSec Dead Peer Detection (DPD) Setting ===
DPD Type: onDemand

DPD Interval : 10

DPD Retries : 3

DPD Timeout: 20 seconds

=== Fragmentation Avoidance ===

TCP M55 Adjustment : 1320 bytes

Clear Don't Fragment (DF) Bit : enabled

Fragmentation Style : Before Encryption / Look Ahead Fragmention

=== Tunnel Interface ===

Tunnel interface MTU : 1328 bytes

Outside IP Addresses

- Datacenter Gateway : 10.10.10.1 (No NAT allowed)
- SD-WAN Gateway : 20.5.0.2

Inside IP Addresses

- Datacenter Gateway : 169.254.0.74

- SD-WAN Gateway : 169.254.0.73

1 Click the Update location link, located in the top, right corner of the Non SD-WAN
Destination Via Gateway dialog, to set the location for the configured Non VMware SD-WAN
Site. The latitude and longitude details are used to determine the best SD-WAN Edge or
SD-WAN Gateway to connect to in the network.

12 Under the Site Subnets area, you can add subnets for the Non VMware SD-WAN Site by
clicking the + button. Use Custom Source Subnets to override the source subnets routed to
this VPN device. Normally, source subnets are derived from the SD-WAN Edge LAN subnets
routed to this device.

Note Site Subnets should be deactivated for enabling a tunnel if there are no site subnets
configured.

13 Check the Enable Tunnel(s) checkbox once you are ready to initiate the tunnel from the
SD-WAN Gateway to the AWS VPN Gateways.

14 Click Save Changes.

15 Assign the newly created Non SD-WAN Site Network Service to a Profile by navigating to
Configure >Profiles in the SD-WAN Orchestrator. See Configure a Tunnel Between a Branch
and a Non SD-WAN Destinations via Gateway.

16 Return to the Non SD-WAN Destinations via Gateway area in the SD-WAN Orchestrator by
going to Configure > Network Services.

17 In the Non SD-WAN Destinations via Gateway area, scroll to the name of your Non SD-WAN
Site, and then click the Edit link in the BGP column.
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18 Configure the BGP based on the AWS values for the following mandatory fields: Local
ASN, Tunnel Type, Neighbor IP, and Local IP (from the Advanced Options section). NOTE:
Tunnel type is updated by default. Refer to the AWS documentation if needed. For more
information, see Configure BGP over IPsec from Gateways.

19 Click the OK button to save your changes.

20 In the Non SD-WAN Destinations via Gateway area, click the Edit link in the BFD column
for a Non SD-WAN Destination, to configure the BFD settings. For more information, see
Configure BFD for Gateways.

What to do next
You can check the overall status of the Non SD-WAN Sites in the monitoring tab. See:
m  Monitor Network Services

m  Monitor Non SD-WAN Destinations through Gateway

Configure Check Point

The SD-WAN Gateway connects to the Check Point CloudGuard service using IKEv1/IPsec. There
are two steps to configure Check Point: Configuring the Checkpoint CloudGuard service and
Configuring Checkpoint on the SD-WAN Orchestrator. You will perform the first step on the
Check Point Infinity Portal and the second step on the SD-WAN Orchestrator.

Click the links for the following sections below to complete the instructions to configure Check
Point.

Step 1:Configure the Check Point CloudGuard Connect

Step 2: Configure a Non SD-WAN Destination of Type Check Point

Prerequisites

You must have an active Check Point account and login credentials to access Check Point's
Infinity Portal.

Configure the Check Point CloudGuard Connect

Instructions on how to configure the Check Point CloudGuard Service.

You must have an active Check Point account and login credentials to access Check Point's
Infinity Portal.

Procedure

1 To configure the Check Point CloudGuard service, login to Check Point’s Infinity Portal at
(https://portal.checkpoint.com/).
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Once logged in, create a site at Check Point's Infinity Portal via the following
link: https://scl.checkpoint.com/documents/integrations/VeloCloud/check-point-VeloCloud-
integration.html

After you create a site at Check Point's Infinity Portal, Configure a Non SD-WAN Destination
of Type Check Point

Configure a Non SD-WAN Destination of Type Check Point

After you create a site at Check Point's Infinity Portal, configure a Non SD-WAN Destination of
type Check Point in the SD-WAN Orchestrator.

To configure a Non SD-WAN Destination of type Check Point in the SD-WAN Orchestrator,
perform the following steps:

Procedure

1

From the navigation panel in the SD-WAN Orchestrator, go to Configure > Network Services.
The Services screen appears.

In the Non SD-WAN Destinations via Gateway area, click the New button.

The New Non SD-WAN Destinations via Gateway dialog box appears.

In the Name text box, enter the name for the Non SD-WAN Destination.

From the Type drop-down menu, select Check Point.

Enter the IP address for the Primary VPN Gateway (and the Secondary VPN Gateway if
necessary), and click Next.

A Non SD-WAN Destination of type Check Point is created and a dialog box for your Non
SD-WAN Destination appears.
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CPM
* Name \CPM
Type Check Point
Enable Tunnel(s) € a
Tunnel mode Active/Hot-Standby

Primary VPN Gateway

* Public IP 54.183.9.191

Secondary VPN Gateway | Remove

Public IP 54.183.9.192

Redundant VeloCloud Cloud VPN €

| Advanced || View IKE/IPSec Template ‘

Location € Lat,Lng: 37.402889,-122.116859

Update Location..

Local Auth Id @ | Default v

Site Subnets @
Subnet Description Advertise

| -®

Deactivate Site Subnets @ (J

| Save Chianges | | Close

6 To configure tunnel settings for the Non SD-WAN Destination’s Primary VPN Gateway, click

the Advanced button.

7 Inthe Primary VPN Gateway area, you can configure the following tunnel settings:

Field

PSK

Encryption

DH Group

PFS
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Description

The Pre-Shared Key (PSK), which is the security key

for authentication across the tunnel. The Orchestrator
generates a PSK by default. If you want to use your own
PSK or password then you can enter it in the textbox.

Select either AES 128 or AES 256 as the AES algorithms
key size to encrypt data. The default value is AES 128.

Select the Diffie-Hellman (DH) Group algorithm to be
used when exchanging a pre-shared key. The DH Group
sets the strength of the algorithm in bits. The supported
DH Groups are 2, 5, and 14. It is recommended to use DH
Group 14.

Select the Perfect Forward Secrecy (PFS) level for
additional security. The supported PFS levels are 2 and
5. The default value is 2.
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If you want to create a Secondary VPN Gateway for this site, then click the Add button next
to Secondary VPN Gateway. In the pop-up window, enter the IP address of the Secondary
VPN Gateway and click Save Changes.

The Secondary VPN Gateway will be created immediately for this site and will provision a

VMware VPN tunnel to this Gateway.

Note For Checkpoint Non SD-WAN Destination, by default, the local authentication ID value
used is SD-WAN Gateway Interface Public IP.

Select the Redundant VeloCloud Cloud VPN checkbox to add redundant tunnels for each
VPN Gateway.

Any changes made to Encryption, DH Group, or PFS of Primary VPN Gateway will also be
applied to the redundant VPN tunnels, if configured. After modifying the tunnel settings of
the Primary VPN Gateway, save the changes and then click View IKE/IPSec Template to
view the updated tunnel configuration.

Click the Update location link to set the location for the configured Non SD-WAN Destination.
The latitude and longitude details are used to determine the best Edge or Gateway to
connect to in the network.

Local authentication ID defines the format and identification of the local gateway. From the
Local Auth Id drop-down menu, choose from the following types and enter a value that you
determine:

= FQDN - The Fully Qualified Domain Name or hostname. For example, google.com.

m  User FQDN - The User Fully Qualified Domain Name in the form of email address. For
example, user@google.com.

m  IPv4 - The IP address used to communicate with the local gateway.
If you do not specify a value, Default is used as the local authentication ID.

Under Site Subnets, you can add subnets for the Non SD-WAN Destination by clicking the +
button. If you do not need subnets for the site, select the Deactivate Site Subnets checkbox.

Check the Enable Tunnel(s) checkbox once you are ready to initiate the tunnel from the
SD-WAN Gateway to the Check Point VPN gateways.

Click Save Changes.

Configure a Non SD-WAN Destination of Type Cisco ASA

Describes how to configure a Non SD-WAN Destination of type Cisco ASA in SD-WAN
Orchestrator.

Procedure

1

From the navigation panel in the SD-WAN Orchestrator, go to Configure > Network Services.

The Services screen appears.
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2 Inthe Non SD-WAN Destinations via Gateway area, click the New button.

The New Non SD-WAN Destinations via Gateway dialog box appears.

3 In the Name text box, enter the name for the Non SD-WAN Destination.

4 From the Type drop-down menu, select Cisco ASA.

5 Enter the IP address for the Primary VPN Gateway, and click Next.

A Non SD-WAN Destination of type Cisco ASA is created and a dialog box for your Non

SD-WAN Destination appears.

NSD_Cisco_ASA

* Name [nsD_cisco_asa
Type Cisco ASA
Enable Tunnel(s) &

Tunnel mode Active/Hot-Standby

Brimary VBN Gateway

* Public IP 10.10.10.7

This iz &

Redundant VeloCloud Cloud VFN &

| Advanced || View IKE/IPSec Template |

Location € LatLng: 37.402889,-122.116859
Update Location..

Local Auth Id €@

[velo.com
Site Subnets @
Subnet Description Advertise
[10.1.2.0/24 | ~ ()

Deactivate Site subnets € [

Custom Source Subnets @
Subnet Description Advertise

| - (#)

[LSave Changes ] | G

6 To configure tunnel settings for the Non SD-WAN Destination’s Primary VPN Gateway, click

the Advanced button.

7 Inthe Primary VPN Gateway area, you can configure the following tunnel settings:

Field

PSK

Encryption
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Description

The Pre-Shared Key (PSK), which is the security key

for authentication across the tunnel. The Orchestrator
generates a PSK by default. If you want to use your own
PSK or password then you can enter it in the textbox.

Select either AES 128 or AES 256 as the AES algorithms
key size to encrypt data. The default value is AES 128.
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Field Description

DH Group Select the Diffie-Hellman (DH) Group algorithm to be
used when exchanging a pre-shared key. The DH Group
sets the strength of the algorithm in bits. The supported
DH Groups are 2, 5, and 14. It is recommended to use DH
Group 14.

PFS Select the Perfect Forward Secrecy (PFS) level for
additional security. The supported PFS levels are 2 and
5. The default value is deactivated.

Note
m  The Secondary VPN Gateway is not supported for the Cisco ASA network service type.

m  For Cisco ASA Non SD-WAN Destination, by default, the local authentication ID value
used is the Local IP address of the SD-WAN Gateway.

Select the Redundant VeloCloud Cloud VPN checkbox to add redundant tunnels for each
VPN Gateway.

Any changes made to Encryption, DH Group, or PFS of Primary VPN Gateway will also be
applied to the redundant VPN tunnels, if configured. After modifying the tunnel settings of
the Primary VPN Gateway, save the changes and then click View IKE/IPSec Template to
view the updated tunnel configuration.

Click the Update location link to set the location for the configured Non SD-WAN Destination.
The latitude and longitude details are used to determine the best Edge or Gateway to
connect to in the network.

Local authentication ID defines the format and identification of the local gateway. From the
Local Auth Id drop-down menu, choose from the following types and enter a value that you
determine:

s FQDN - The Fully Qualified Domain Name or hostname. For example, google.com.

m  User FGDN - The User Fully Qualified Domain Name in the form of email address. For
example, user@google.com.

m  IPv4 - The IP address used to communicate with the local gateway.

Note If you do not specify a value, Default is used as the local authentication ID. The default
local authentication ID value will be the SD-WAN Gateway Interface Public IP.

Under Site Subnets, you can add subnets for the Non SD-WAN Destination by clicking the +
button. If you do not need subnets for the site, select the Deactivate Site Subnets check box.

Use Custom Source Subnets to override the source subnets routed to this VPN device.
Normally, source subnets are derived from the edge LAN subnets routed to this device.

Check the Enable Tunnel(s) checkbox once you are ready to initiate the tunnel from the
SD-WAN Gateway to the Cisco ASA VPN gateways.

Click Save Changes.
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Configure a Non SD-WAN Destination of Type Cisco ISR

Describes how to configure a Non SD-WAN Destination of type Cisco ISR in SD-WAN
Orchestrator.

Procedure

1 From the navigation panel in the SD-WAN Orchestrator, go to Configure > Network Services.

The Services screen appears.

2 Inthe Non SD-WAN Destinations via Gateway area, click the New button.
The New Non SD-WAN Destinations via Gateway dialog box appears.

3 In the Name text box, enter the name for the Non SD-WAN Destination.

4 From the Type drop-down menu, select Cisco ISR.

5 Enter the IP address for the Primary VPN Gateway, and click Next.

A Non SD-WAN Destination of type Cisco ISR is created and a dialog box for your Non

SD-WAN Destination appears.

NSD_ISR ? %
* Mame |NSD_ISR Location € Lat,Lng: 37.402889, -122.116859

Type Cisco ISR Update Location..

Enable Tunnel(s) @

Tunnel mode Active/Hot-Standby

Primary VPN Gateway Site Subnets @
% Public P 54.183.9.185 Subnet Descripticn Advertise
Tunnel Settings @ | | \t

Secondary VPN Gateway | Remove

Public IP 54.183.9.187

ungs @

| [EEvV]

Redundant VeloCloud Cloud VPN €

| Advanced || View IKE/IPSec Template | Save Changes Close

6 To configure tunnel settings for the Non SD-WAN Destination’s Primary VPN Gateway, click

the Advanced button.
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In the Primary VPN Gateway area, you can configure the following tunnel settings:

Field Description

Tunnel Mode Active-Hot-Standby is supported on the SD-WAN
Gateway. Active/Hot-Standby automatically displays
indicating that if the Active tunnel goes down, the
Standby (Hot-Standby) tunnel takes over and becomes
the Active tunnel.

PSK The Pre-Shared Key (PSK), which is the security key
for authentication across the tunnel. The Orchestrator
generates a PSK by default. If you want to use your own
PSK or password then you can enter it in the text box.

Encryption Select either AES 128 or AES 256 as the AES algorithms
key size to encrypt data. The default value is AES 128.

DH Group Select the Diffie-Hellman (DH) Group algorithm to be
used when exchanging a pre-shared key. The DH Group
sets the strength of the algorithm in bits. The supported
DH Groups are 2, 5, and 14. It is recommended to use DH
Group 14.

PFS Select the Perfect Forward Secrecy (PFS) level for
additional security. The supported PFS levels are 2 and
5. The default value is deactivated.

If you want to create a Secondary VPN Gateway for this site, then click the Add button next
to Secondary VPN Gateway. In the pop-up window, enter the IP address of the Secondary
VPN Gateway and click Save Changes.

The Secondary VPN Gateway will be created immediately for this site and will provision a
VMware SD-WAN VPN tunnel to this Gateway.

Note For Cisco ISR Non SD-WAN Destination, by default, the local authentication ID value
used is SD-WAN Gateway Interface Local IP.

Select the Redundant VeloCloud Cloud VPN check box to add redundant tunnels for each
VPN Gateway.

Any changes made to Encryption, DH Group, or PFS of Primary VPN Gateway will also be
applied to the redundant VPN tunnels, if configured. After modifying the tunnel settings of
the Primary VPN Gateway, save the changes and then click View IKE/IPsec Template to view
the updated tunnel configuration.

Click the Update location link to set the location for the configured Non SD-WAN Destination.
The latitude and longitude details are used to determine the best SD-WAN Edge or SD-WAN
Gateway to connect to in the network.

Under Site Subnets, add subnets for the Non SD-WAN Destination by clicking the + button.

Note For Cisco ISR, Site Subnets are mandatory to be configured.
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12 Check the Enable Tunnel(s) check box once you are ready to initiate the tunnel from the
SD-WAN Gateway to the Cisco ISR VPN Gateways.

13 Click Save Changes.

14 Assign the newly created Non SD-WAN Site Network Service to a Profile by navigating to
Configure >Profiles in the SD-WAN Orchestrator. See Configure a Tunnel Between a Branch
and a Non SD-WAN Destinations via Gateway.

15 Return to the Non SD-WAN Destinations via Gateway area in the SD-WAN Orchestrator by
going to Configure > Network Services.

16 In the Non SD-WAN Destinations via Gateway area, scroll to the name of your Non SD-WAN
Site, and then click the Edit link in the BGP column.

17 Configure the BGP based on the Cisco ISR values for the following mandatory fields: Local
ASN, Tunnel Type, Neighbor IP, and Local IP (from the Advanced Options section). Refer to
the Cisco documentation if needed. For more information, see Configure BGP over IPsec from
Gateways.

Note The VTIIP (private IP) assigned by the SD-WAN Orchestrator can be used for peer
ship in Single-Hop BGP.
18 Click OK to save your changes.

19 In the Non SD-WAN Destinations via Gateway area, click the Edit link in the BFD column
for a Non SD-WAN Destination, to configure the BFD settings. For more information, see
Configure BFD for Gateways.

What to do next
You can check the overall status of the Non SD-WAN Sites in the monitoring tab. See:
m  Monitor Network Services

m  Monitor Non SD-WAN Destinations through Gateway

Configure a Non SD-WAN Destination of Type Generic IKEv2 Router via
Gateway

Describes how to configure a Non SD-WAN Destination of type Generic IKEv2 Router (Route
Based VPN) in SD-WAN Orchestrator.

Note To configure a Generic IKEv2 Router (Route Based VPN) via Edge, see Configure a
Non-VMware SD-WAN Site of Type Generic IKEv2 Router via Edge.

Procedure
1 From the navigation panel in the SD-WAN Orchestrator, go to Configure > Network Services.

The Services screen appears.
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2 Inthe Non SD-WAN Destinations via Gateway area, click the New button.

The New Non SD-WAN Destinations via Gateway dialog box appears.

3 In the Name text box, enter the name for the Non SD-WAN Destination.

4 From the Type drop-down menu, select Generic IKEv2 Router (Route Based VPN).

5 Enter the IP address for the Primary VPN Gateway (and the Secondary VPN Gateway if

necessary), and click Next.

A route-based Non SD-WAN Destination of type IKEV2 is created and a dialog box for your

Non SD-WAN Destination appears.

NSD_IKEv2

* Name [msD_tkev2
Type
Generic IKEVZ Router (Route Based VPN)
Enable Tunnel(s) @
Tunnel mode Active/Hot-Standby

Primary VPN Gateway

Public IP 54.183.5.180

*

[Z¥]

Secondary VPN Gateway | Remave

Public IP 54.183.9.181

Redundant VeloCloud Cloud VPN €

| Advanced || View IKE/IPSec Template |

?) %
Location € LatLng: 37.402889,-122.116859
Update Location....
Local Authid €@ | FODN v
|vel0.com
Site Subnets €@

Subnet Description Advertise
10.1.2.0/24 | - (#)

Deactivate Site Subnets @ [

| savechanges || close

6 To configure tunnel settings for the Non SD-WAN Destination’s Primary VPN Gateway, click

the Advanced button.

VMware by Broadcom

200



VMware SD-WAN Administration Guide

7 Inthe Primary VPN Gateway area, you can configure the following tunnel settings:

Field

Tunnel Mode

PSK

Encryption

DH Group

PFS

Authentication Algorithm

IKE SA Lifetime(min)

IPsec SA Lifetime(min)

VMware by Broadcom

Description

Active-Hot-Standby is supported on the SD-WAN
Gateway. Active/Hot-Standby automatically displays
indicating that if the Active tunnel goes down, the
Standby (Hot-Standby) tunnel takes over and becomes
the Active tunnel.

The Pre-Shared Key (PSK), which is the security key

for authentication across the tunnel. The Orchestrator
generates a PSK by default. If you want to use your own
PSK or password then you can enter it in the textbox.

Select either AES 128 or AES 256 as the AES algorithms
key size to encrypt data. The default value is AES 128.

Select the Diffie-Hellman (DH) Group algorithm to be
used when exchanging a pre-shared key. The DH Group
sets the strength of the algorithm in bits. The supported
DH Groups are 2, 5, and 14. It is recommended to use DH
Group 14.

Select the Perfect Forward Secrecy (PFS) level for
additional security. The supported PFS levels are 2 and
5. The default value is 2.

The authentication algorithm for the VPN header. Select
one of the following supported Secure Hash Algorithm
(SHA) function from the list:

. SHA'1

m  SHA 256
m SHA 384
m  SHA 512

The default value is SHA 1.

Time when Internet Key Exchange (IKE) rekeying is
initiated for Edges. The minimum IKE lifetime is 10
minutes and maximum is 1440 minutes. The default value
is 1440 minutes.

Time when Internet Security Protocol (IPsec) rekeying

is initiated for Edges. The minimum IPsec lifetime is 3
minutes and maximum is 480 minutes. The default value
is 480 minutes.
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Field Description

DPD Type The Dead Peer Detection (DPD) method is used to
detect if the Internet Key Exchange (IKE) peer is alive
or dead. If the peer is detected as dead, the device
deletes the IPsec and IKE Security Association. Select
either Periodic or on Demand from the list. The default
value is on Demand.

DPD Timeout(sec) Enter the DPD timeout value. The DPD timeout value will
be added to the internal DPD timer, as described below.
Wait for a response from the DPD message before
considering the peer to be dead (Dead Peer Detection).

Prior to the 5.1.0 release, the default value is 20 seconds.
For the 5.1.0 release and later, see the list below for the
default value.

m  Library Name: Quicksec

m  Probe Interval: Exponential (0.5 sec, 1sec, 2 sec, 4
sec, 8 sec, 16 sec)

m  Default Minimum DPD Interval: 47.5sec (Quicksec
waits for 16 seconds after the last retry. Therefore,
0.5+1+2+4+8+16+16 = 47.5).

m  Default Minimum DPD interval + DPD Timeout(sec):
67.5 sec

Note Prior to the 5.1.0 release, you can deactivate

DPD by configuring the DPD timeout timer to O seconds.
However, for the 5.1.0 release and later, you cannot
deactivate DPD by configuring the DPD timeout timer
to O seconds. The DPD timeout value in seconds will get
added onto the default minimum value of 47.5 seconds).

Note When AWS initiates the rekey tunnel with a VMware SD-WAN Gateway (in Non
SD-WAN Destinations), a failure can occur and a tunnel will not be established, which can
cause traffic interruption. Adhere to the following:

m |Psec SA Lifetime(min) timer configurations for the SD-WAN Gateway must be less than
60 minutes (50 minutes recommended) to match the AWS default IPsec configuration.

m  DH and PFS DH groups must be matched.

8 If you want to create a Secondary VPN Gateway for this site, then click the Add button next
to Secondary VPN Gateway. In the pop-up window, enter the IP address of the Secondary
VPN Gateway and click Save Changes.

The Secondary VPN Gateway will be created immediately for this site and will provision a
VMware VPN tunnel to this Gateway.
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Select the Redundant VeloCloud Cloud VPN check box to add redundant tunnels for each
VPN Gateway.

Any changes made to Encryption, DH Group, or PFS of Primary VPN Gateway will also be
applied to the redundant VPN tunnels, if configured. After modifying the tunnel settings of
the Primary VPN Gateway, save the changes and then click View IKE/IPsec Template to view
the updated tunnel configuration.

Click the Update location link to set the location for the configured Non SD-WAN Destination.
The latitude and longitude details are used to determine the best Edge or Gateway to
connect to in the network.

Local authentication ID defines the format and identification of the local gateway. From the
Local Auth Id drop-down menu, choose from the following types and enter a value that you
determine:

m  FQDN - The Fully Qualified Domain Name or hostname. For example, google.com.

m  User FGDN - The User Fully Qualified Domain Name in the form of email address. For
example, user@google.com.

m  IPv4 - The IP address used to communicate with the local gateway.

Note For Generic route based VPN, if the user does not specify a value, Default is used
as the local authentication ID. The default local authentication ID value will be the SD-WAN
Gateway Interface Public IP.

Under Site Subnets, you can add subnets for the Non SD-WAN Destination by clicking the +
button. If you do not need subnets for the site, select the Deactivate Site Subnets check box.

Check the Enable Tunnel(s) check box once you are ready to initiate the tunnel from the
SD-WAN Gateway to the Generic IKEv2 VPN gateways.

Click Save Changes.

Assign the newly created Non SD-WAN Site Network Service to a Profile by navigating to
Configure >Profiles in the SD-WAN Orchestrator. See Configure a Tunnel Between a Branch
and a Non SD-WAN Destinations via Gateway.

Return to the Non SD-WAN Destinations via Gateway area in the SD-WAN Orchestrator by
going to Configure > Network Services.

In the Non SD-WAN Destinations via Gateway area, scroll to the name of your Non SD-WAN
Site, and then click the Edit link in the BGP column.

Configure the BGP values for the following mandatory fields: Local ASN, Tunnel Type,
Neighbor IP, and Local IP (from the Advanced Options section). For more information, see
Configure BGP over IPsec from Gateways.

Note The VTIIP (private IP) assigned by the SD-WAN Orchestrator can be used for peer
ship in Single-Hop BGP.
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19 Click OK to save your changes.

20 In the Non SD-WAN Destinations via Gateway area, click the Edit link in the BFD column

for a Non SD-WAN Destination, to configure the BFD settings. For more information, see
Configure BFD for Gateways.

What to do next

You can check the overall status of the Non SD-WAN Sites in the monitoring tab. See:

Monitor Network Services

Monitor Non SD-WAN Destinations through Gateway

Configure a Microsoft Azure Non SD-WAN Destination

Describes how to configure a Non SD-WAN Destination of type Microsoft Azure Virtual Hub in
SD-WAN Orchestrator.

To configure a Non SD-WAN Destination of type Microsoft Azure Virtual Hub from SD-WAN
Gateway:

Prerequisites

Ensure you have configured a Cloud subscription. For steps, see Configure a Cloud
Subscription Network Service.

Ensure you have created Virtual WAN and Hubs in Azure. For steps, see Configure Azure
Virtual WAN for Branch-to-Azure VPN Connectivity.

Procedure

1

2

From the navigation panel in the SD-WAN Orchestrator, go to Configure > Network Services.
The Services screen appears.
In the Non SD-WAN Destinations via Gateway area, click the New button.

The New Non SD-WAN Destinations via Gateway dialog box appears.
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New Non SD-WAN Destination via Gateway... ? 0%
* Name: |Ve|0 NVS
* Type: Microsoft Azure Virtual Hub v

Virtual Hub Configuration

Subscription: Pay-As-You-Go(Converted to | ¥
Virtual WAN: [ Bala_Virtual_Wan1 v |
Resource Group: Bala_NVS_RG
Virtual Hub: |Azure_Hub_CentraI_Indial v |
Azure Region Central India
Enable Tunnel(s): @ Zi

Next

3 In the Name text box, enter the name for the Non SD-WAN Destination.
4 From the Type drop-down menu, select Microsoft Azure Virtual Hub.
5 From the Subscription drop-down menu, select a subscription.
The application fetches all the available Virtual WANs dynamically from Azure.
6 From the Virtual WAN drop-down menu, select a virtual WAN.
The application auto-populates the resource group to which the virtual WAN is associated.
7 From the Virtual Hub drop-down menu, select a Virtual Hub.
The application auto-populates the Azure region corresponding to the Hub
8 Select the Enable Tunnel(s) checkbox to enable VMware VPN Gateways initiate VPN

connections to the target Virtual Hub as soon as the site is successfully provisioned.

Note VMware VPN Gateways will not initiate IKE negotiation until this Non SD-WAN
Destination is configured on at least one profile.

Note For Microsoft Azure Non SD-WAN Destination, by default, the local authentication ID
value used is SD-WAN Gateway Interface Public IP.

9 Click Next.

The SD-WAN Orchestrator automatically initiates deployment, provisions Azure VPN Sites,
and downloads the VPN Site Configuration for the newly configured sites and stores

the configuration in the SD-WAN Orchestrator’s Non SD-WAN Destination configuration
database.
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New Non SD-WAN Destination via Gateway... 7 *

A deployment is in progress. Please allow up to 10 minutes
for the following changes to take effect

Action Status
1 Provisioning Azure VPN Sites @ Done
2 Initiating deployment @ Done
3 Fetching VPN configuration @ Done

Results

Once the Azure VPN sites are provisioned at the SD-WAN Orchestrator side, you can view the
VPN sites (Primary and Redundant) in the Azure portal by navigating to your Virtual WAN page
> Virtual WAN architecture > VPN sites.

What to do next

Associate the Microsoft Azure Non SD-WAN Destination to a Profile to establish a tunnel
between a branch and Azure Virtual Hub. For more information, see Associate a Microsoft
Azure Non SD-WAN Destination to a Profile.

You must add SD-WAN routes into Azure network manually. For more information, see Edit a
VPN Site.

After associating a Profile to the Microsoft Azure Non SD-WAN Destination, you can return
to the Non SD-WAN Destinations via Gateway section by navigating to Configure > Network
Services and configure the BGP settings for the Non SD-WAN Destination. Scroll to the name
of your Non SD-WAN Destination, and then click the Edit link in the BGP column. For more
information, see Configure BGP over IPsec from Gateways.

In the Non SD-WAN Destinations via Gateway area, click the Edit link in the BFD column
for a Non SD-WAN Destination, to configure the BFD settings. For more information, see
Configure BFD for Gateways.

For information about Azure Virtual WAN Gateway Automation, see Configure SD-WAN
Orchestrator for Azure Virtual WAN IPsec Automation from SD-WAN Gateway.

Configure a Non SD-WAN Destination of Type Palo Alto

Describes how to configure a Non SD-WAN Destination of type Palo Alto in SD-WAN
Orchestrator.
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Procedure

1 From the navigation panel in the SD-WAN Orchestrator, go to Configure > Network Services.
The Services screen appears.

2 Inthe Non SD-WAN Destinations via Gateway area, click the New button.
The New Non SD-WAN Destinations via Gateway dialog box appears.

3 In the Name text box, enter the name for the Non SD-WAN Destination.

4 From the Type drop-down menu, select Palo Alto.

5 Enter the IP address for the Primary VPN Gateway, and click Next.

A Non SD-WAN Destination of type Palo Alto is created and a dialog box for your Non
SD-WAN Destination appears.

NVS Palo Alto Site01 ?) %
* Name |NVS Palo Alto Site01 Location @ Lat,Lng: 37.402889,-122.116859
Type Palo Alto Update Location...

Enable Tunnel(s) @

Primary VPN Gateway Site Subnets @

% Public IP 10.10.10.8 Subnet Description Advertise -

T [10.0.2.0/24 | - ®

[

AES 128 v
Group [2_ v |
RS s v

Secondary VPN Gateway | Add

Redundant VeloCloud Cloud VPN @ [J

| Advanced || View IKE/IPSec Template | Savecw Close

6 To configure tunnel settings for the Non SD-WAN Destination’s Primary VPN Gateway, click
the Advanced button.

7 Inthe Primary VPN Gateway area, you can configure the following tunnel settings:

Field Description

PSK The Pre-Shared Key (PSK), which is the security key
for authentication across the tunnel. The Orchestrator
generates a PSK by default. If you want to use your own
PSK or password then you can enter it in the textbox.

Encryption Select either AES 128 or AES 256 as the AES algorithms
key size to encrypt data. The default value is AES 128.
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Field Description

DH Group Select the Diffie-Hellman (DH) Group algorithm to be
used when exchanging a pre-shared key. The DH Group
sets the strength of the algorithm in bits. The supported
DH Groups are 2, 5, and 14. It is recommended to use DH
Group 14.

PFS Select the Perfect Forward Secrecy (PFS) level for
additional security. The supported PFS levels are 2 and
5. The default value is 2.

If you want to create a Secondary VPN Gateway for this site, then click the Add button next
to Secondary VPN Gateway. In the pop-up window, enter the IP address of the Secondary
VPN Gateway and click Save Changes.

The Secondary VPN Gateway will be created immediately for this site and will provision a
VMware VPN tunnel to this Gateway.

Note For Palo Alto Non SD-WAN Destination, by default, the local authentication ID value
used is SD-WAN Gateway Interface Public IP.

Select the Redundant VeloCloud Cloud VPN checkbox to add redundant tunnels for each
VPN Gateway.

Any changes made to Encryption, DH Group, or PFS of Primary VPN Gateway will also be
applied to the redundant VPN tunnels, if configured. After modifying the tunnel settings of
the Primary VPN Gateway, save the changes and then click View IKE/IPSec Template to
view the updated tunnel configuration.

Click the Update location link to set the location for the configured Non SD-WAN Destination.
The latitude and longitude details are used to determine the best Edge or Gateway to
connect to in the network.

Under Site Subnets, you can add subnets for the Non SD-WAN Destination by clicking the +
button.

Check the Enable Tunnel(s) checkbox once you are ready to initiate the tunnel from the
SD-WAN Gateway to the Palo Alto VPN gateways.

Click Save Changes.

Configure a Non SD-WAN Destination of Type SonicWALL

Describes how to configure a Non SD-WAN Destination of type SonicWALL in SD-WAN
Orchestrator.

Procedure

1

From the navigation panel in the SD-WAN Orchestrator, go to Configure > Network Services.

The Services screen appears.
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2 Inthe Non SD-WAN Destinations via Gateway area, click the New button.
The New Non SD-WAN Destinations via Gateway dialog box appears.

3 In the Name text box, enter the name for the Non SD-WAN Destination.

4 From the Type drop-down menu, select SonicWALL.

5 Enter the IP address for the Primary VPN Gateway, and click Next.

A Non SD-WAN Destination of type SonicWALL is created and a dialog box for your Non
SD-WAN Destination appears.

NVS Sonicwall sitel 2, 0%
* Name |NVS Sonicwall sitel Location @ Lat,Lng: 37.402889,-122.116859
Type SonicWALL Update Location...

Enable Tunnel(s) @

Primary VPN Gateway Site Subnets @
% Public IP 10.10.10.5 Subnet Description Advertise -
e e [10.0.2.0/24 | -@®

PSK [ enesssessassesnuseens @

p AES 128 W

Secondary VPN Gateway @ Add

Redundant VeloCloud Cloud VPN @ [

| Advanced H View IKE/IPSec Template | Savecw Close

6 To configure tunnel settings for the Non SD-WAN Destination’s Primary VPN Gateway, click
the Advanced button.

7 In the Primary VPN Gateway area, you can configure the following tunnel settings:

Field Description

PSK The Pre-Shared Key (PSK), which is the security key
for authentication across the tunnel. The Orchestrator
generates a PSK by default. If you want to use your own
PSK or password then you can enter it in the textbox.

Encryption Select either AES 128 or AES 256 as the AES algorithms
key size to encrypt data. The default value is AES 128.
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10

1

12

13

Field Description

DH Group Select the Diffie-Hellman (DH) Group algorithm to be
used when exchanging a pre-shared key. The DH Group
sets the strength of the algorithm in bits. The supported
DH Groups are 2, 5, and 14. It is recommended to use DH
Group 14.

PFS Select the Perfect Forward Secrecy (PFS) level for
additional security. The supported PFS levels are 2 and
5. The default value is 2.

If you want to create a Secondary VPN Gateway for this site, then click the Add button next
to Secondary VPN Gateway. In the pop-up window, enter the IP address of the Secondary
VPN Gateway and click Save Changes.

The Secondary VPN Gateway will be created immediately for this site and will provision a
VMware VPN tunnel to this Gateway.

Note For SonicWALL Non SD-WAN Destination, by default, the local authentication ID value
used is SD-WAN Gateway Interface Public IP.

Select the Redundant VeloCloud Cloud VPN checkbox to add redundant tunnels for each
VPN Gateway.

Any changes made to Encryption, DH Group, or PFS of Primary VPN Gateway will also be
applied to the redundant VPN tunnels, if configured. After modifying the tunnel settings of
the Primary VPN Gateway, save the changes and then click View IKE/IPSec Template to
view the updated tunnel configuration.

Click the Update location link to set the location for the configured Non SD-WAN Destination.
The latitude and longitude details are used to determine the best Edge or Gateway to
connect to in the network.

Under Site Subnets, you can add subnets for the Non SD-WAN Destination by clicking the +
button.

Check the Enable Tunnel(s) checkbox once you are ready to initiate the tunnel from the
SD-WAN Gateway to the SonicWALL VPN gateways.

Click Save Changes.

Zscaler and VMware SD-WAN Integration

Enterprises can take advantage of secure local Internet breakout by using VMware SD-WAN
integrated with Zscaler. Using VMware SD-WAN, the network administrator can decide what
traffic should be forwarded to Zscaler, using IPsec tunnels (with NULL encryption).
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Prerequisites
The prerequisites to provision a new service with Zscaler and VMware SD-WAN are:
m  Zscaler Internet Access (ZIA)
m A working instance of ZIA (any cloud)
= Administrator login credentials
s VMware SD-WAN Orchestrator
m  Enterprise account access to VMware SD-WAN Orchestrator
m  Administrator login credentials

s One or more VMware SD-WAN Edge appliances with “Online” status in VMware SD-WAN
Orchestrator

Zscaler SD-WAN Gateway Selection and Routing Behavior

The VMware SD-WAN Orchestrator configuration process for building tunnels to Zscaler does
not require the manual selecting of specific VMware SD-WAN Gateways. Using a geo-IP lookup
process, the VMware SD-WAN Gateways are dynamically chosen based on proximity to the
provided Zscaler IP endpoint. Operator and Partner Administrators with sufficient permissions
can manually override the SD-WAN Orchestrator-default Gateway selections. Normally, this is
not necessary, and the recommended best-practice is to accept the SD-WAN Gateways as
chosen by the system. After the Zscaler configuration has been completed on the SD-WAN
Orchestrator and the tunnels are up and active, Operator and Partner Administrators (with
sufficient permissions can verify which SD-WAN Gateways were chosen. To verify which SD-
WAN Gateways were selected, login to the Orchestrator and go to Operator > Gateways. Click
on a specific SD-WAN Gateway and look for “Secure VPN Gateway”. Listed beside “Secure VPN
Gateway” will be the name of the Zscaler setup as set during the configuration process. The
primary SD-WAN Gateway will be denoted with the Zscaler_Name and the redundant SD-WAN
Gateway will be denoted as Zscaler_Namelredundant].

Primary SD-WAN Gateway

Customer Usage
| I Customer | Pool | Gateway Type
1 SEC Production On Premise Gateway & 1
2 SEC Production Secura VPN Gateway (# Zac
3 sEC Production Securs VPN Gateway (£ 7 | |

Redundant SD-WAN Gateway

Customer Usage
| I& Customer | Pool | Gateway Type
1 SEC Production Super Gateway
2 SEC Production On Pramise Gateway (& 1
3 SEC Production Sacure VPN Gateway (& Zscaler [reciund
4 SEC Production Secure VPN Gateway [# 2.
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To set the Zscaler tunnel to a specific SD-WAN Gateway, you must first locate which SD-WAN
Gateway has the tunnel by following the process above. From there you can click on “Secure
VPN Gateway” and move/assign the tunnel to a different SD-WAN Gateway.

1 Locate current tunnel location.

Custbmer Usage
| 12 Customer Pool | Gateway Type
1 SEC Production On Premise Gateway (£ 1
2 SEC Production Sacura VPN Gateway [ 2.
a SEC Production Secure VPN Gateway [# 7.

2 Click on Secure VPN Gateway.

Customer Usage
& Customer | Pool Gateway Type
1 SEC Production ¢lick on Secure On Premise Gateway [
2 SEC Production VPN Gateway Secure VPN Gateway (@
3 SEC Production Secure VPN Gateway ([ Zscale

3 Select a SD-WAN Gateway.

Assign Secure VPN Gateway for Zscaler' *

Gateway
VCG1

0 VvCGz
@

Select an available VCG from
the list

Map data ©2018 Google  Terms of Use  Report & map effer
@ = in service Gateway
Dﬂ = primary/secondary Non-VeloCloud Site

Note Assigning/Moving a tunnel to a different SD-WAN Gateway is service affecting. The
existing tunnel connection will terminate and a new tunnel from the newly assigned SD-WAN
Gateway will be established.

During the VMware SD-WAN Edge configuration/activation process, each Edge is assigned
a pair of cloud SD-WAN Gateways or a set of Partner SD-WAN Gateways, in accordance
with the device configuration. If the SD-WAN Gateways used by the Edge are not the

same SD-WAN Gateways which contain the Zscaler tunnels, the Edge will automatically build
VCMP tunnels to the SD-WAN Gateways that connect to Zscaler in addition to the SD-WAN
Gateways that are selected during the activation process. This ensures the Edge has a path
to reach Zscaler.

Zscaler Setup Examples

Example 1: Primary Zscaler tunnel to 1.1.1.1 with NO Redundant Velocloud Cloud VPN Selected

VMware by Broadcom 212



VMware SD-WAN Administration Guide

Zscaler
* Name: | Zscaler Location: @ Set location...
Type: Zscaler

Enable Tunnel(s): @

Zscaler IP

Primary VPN Gateway: / il

* PublicIP: Authentication: € | User FQDN
Ti s 0 | :

PR sessssasssssssssan @

Secondary VPN Gateway.  add

Unchecked = No VCG
< Redundancy

Redundant VeloCloud Cloud VPN: ©

Internet

IPSEC
Primary Path

b D

Primary Secondary
SD-WAN _Gateway SD-WAN_Gateway
VCMP 1 VCMP
R EELRtEt [ SRR :

In this example, only one Zscaler VPN tunnel is created, and the Redundant Velocloud Cloud VPN
checkbox is not selected. A single Gateway (Primary SD-WAN Gateway in this case) selected
based on the proximity to the remote VPN Gateway (as determined via Geo-IP lookup), will
create an IPsec tunnel to the Zscaler VPN endpoint. Dependent on Business Policy configuration,
traffic will flow from the SD-WAN Edge, to the Primary SD-WAN Gateway and then on to Zscaler.
Even though the SD-WAN Edge always has VCMP tunnels to at least two SD-WAN Gateways,
there is no redundancy in this design. Since the Redundant Velocloud Cloud VPN checkbox is not
selected, there will not be a backup SD-WAN Gateway tunnel to Zscaler. If either Zscaler or the
primary SD-WAN Gateway fails or if the IPsec tunnel between the two goes down for any reason
traffic to Zscaler will be dropped.

Example 2: Primary Zscaler tunnel to 1.1.1.1 with Redundant Velocloud Cloud VPN Selected
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Zscaler

* Name: | Zscaler Location: @ Set location...

Type: Zscaler
Enable Tunnel(s): @&

Zscaler IP
Primary VPN Gateway: / Address
* Public IP: —' Authentication: © | User FQDN $
Tunnel Settings: @ ,7—

sessssnssssnnsnsns &

Secondary VPN Gateway:  Add

Chacked = VCG
e
Redundant VeloCloud Cloud VPN: & Redundancy

Internet

IPSEC

, \ IPSEC
Primary Path !

Secondary Path

_________

Primary Secondary
SD-WAN Gateway SD-WAN Gateway
VCMP 1 VCMP
i [ SEPEEEE :

In this example, only one Zscaler VPN tunnel is created, and the Redundant Velocloud Cloud VPN
checkbox is selected. Two SD-WAN Gateways selected based on the proximity to the remote
VPN Gateway (as determined via Geo-IP lookup) that are the closest to the Zscaler location will
build IPsec tunnels to Zscaler. Both of these tunnels are active, however all traffic to Zscaler will
traverse through the Primary SD-WAN Gateway. If the Primary SD-WAN Gateway fails traffic will
then shift to the Secondary SD-WAN Gateway. Since only a single Zscaler endpoint is defined if it
goes down traffic to Zscaler will be dropped.

Example 3: Primary Zscaler tunnel to 1.1.1.1, Secondary Zscaler tunnel to 2.2.2.2 with NO
Redundant Velocloud Cloud VPN Selected
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Zscaler
* Name: Zscaler Location: @ Set location..,
Type: Zscaler

Enable Tunnel(s): ©
Zscaler Primary IP Address

Primary VPN Gateway: 4—""’
* Public IP: 1.1.1.1 Authentication: @ | User FQDN

Zscaler Secondary IP Address
Secondary VPN Gateway: Remcwe‘/

Public IP: 2222

W

Unchecked = No VCG
Redund
Redundant VeloCloud Cloud VPN: @ I"""'—H scxincency

AN

| —
Internet
_______ Zscaler Zscaler
' 1.1.1.1 2222
:
IPSEC . IPSEC '
Primary Path ! Secondary Path I

Primary Secondary
SD-WAN Gateway SD-WAN Gateway
VCMP | 1 VCMP
R ERLEEt T SRR PR :

In this example, redundant IPsec tunnels to Zscaler are configured in the SD-WAN Orchestrator
by adding a secondary Zscaler IP address, however Redundant Velocloud Cloud VPN checkbox
is not selected. A single SD-WAN Gateway selected based on the proximity to the remote VPN
Gateway (as determined via Geo-IP lookup), will create an IPsec tunnel to both Zscaler VPN
endpoints. Both of these tunnels are active, but by configuration settings the SD-WAN Gateway
knows which IPsec tunnel to Zscaler is the primary path and will send traffic through that tunnel.
Zscaler does not mark primary or backup IPsec tunnels. Zscaler will simply return traffic via the
SD-WAN Gateway that originated the request. Should the primary Zscaler location go down,

VMware by Broadcom 215



VMware SD-WAN Administration Guide

traffic from the SD-WAN Gateway will shift to the secondary Zscaler IPsec tunnel. Since the
Redundant Velocloud Cloud VPN checkbox is not selected, there are no redundant SD-WAN
Gateway connections to Zscaler. If the SD-WAN Gateway fails, then traffic to Zscaler will be
dropped.

Example 4: Primary Zscaler tunnel to 1.1.1.1, Secondary Zscaler tunnel to 2.2.2.2 with
Redundant Velocloud VPN Selected

Zscaler
* Name: }Zscaler Location: @ Set location...
Type: Zscaler

Enable Tunnel(s): @

Zscaler Primary IP Address
Primary VPN Gateway:

* Public IP: [111.1 Authentication: ©® | User FQDN 4|

e

Zscaler Secondary IP Address
Secondary VPN Gateway: Remove/

Public IP: -2.2‘2.2

IRedundant VeloCloud Cloud VPN: @ I «—

Checked = VCG Redundancy

N

—
Internet

Zscaler Zscaler

1.1.11

IPSEC IPSEC

Primary Path-1 ;

IPSEC
------------------ Secondary Path-2

IPSEC

Primary Secondary
SD-WAN _Gateway SD—WAN_Gateway
VCMP, 1 VCMP
R i PEPPPPEEE :
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In this example, redundant IPsec tunnels to Zscaler are configured in the SD-WAN Orchestrator
by adding a secondary Zscaler IP address and Redundant Velocloud Cloud VPN checkbox is
selected. Two SD-WAN Gateways selected based on the proximity to the remote VPN Gateway
(as determined via Geo-IP lookup), will create IPsec tunnels to both Zscaler VPN endpoints. All
of these tunnels are active, but by configuration settings the SD-WAN Gateways knows which
of the two is the primary SD-WAN Gateway and which is secondary. The SD-WAN Gateways
also know which of their IPsec tunnels to Zscaler is the primary path and which is the secondary
path. Zscaler does not mark primary or backup IPsec tunnels. Zscaler will simply return traffic via
the SD-WAN Gateway that originated the request. Should the primary Zscaler location go down,
traffic from the primary SD-WAN Gateway will shift to the secondary Zscaler IPsec tunnel. Since
the Redundant Velocloud Cloud VPN checkbox is selected, if the primary SD-WAN Gateway fails
traffic will shift to the secondary SD-WAN Gateway. The secondary SD-WAN Gateway will utilize
the primary IPsec tunnel provided that path is available. If not, it will use the secondary IPsec
tunnel to reach Zscaler.

Layer 7 Health Checks

When you establish an IPsec/GRE tunnel to a given Zscaler datacenter for Zscaler Internet
Access (ZIA), the tunnel is established between the SD-WAN Edge or SD-WAN Gateway, to a
virtual IP (VIP) on a Zscaler load balancer for ZIA. When the end user traffic from the branch
reaches the load balancer, the load balancer distributes traffic to ZIA Public Service Edges. Dead
Peer Detection (DPD) and GRE keepalives can only detect the availability to the public VIP on the
load balancer (since it is the tunnel destination). The public VIP is a highly available endpoint and
does not reflect the availability of a given ZIA Public Service Edge. Layer 7 health checking allows
you to monitor performance and availability of ZIA Edges based on HTTP probes and allows you
to failover to an alternate tunnel based on the results. The SD-WAN Edge or SD-WAN Gateway
sends probe requests periodically to the HTTP probe URL (in the following format) if probe is
activated.

http.//gateway.<zscaler_cloud>.net/vpntest

The probe URL is configurable in the SD-WAN Orchestrator, but the probe interval and number
of retries are currently not editable in the SD-WAN Orchestrator. If the probe fails consecutively
for the number of retries defined, the tunnel is marked down, and the traffic will failover to the
secondary tunnel if defined. The probe failure could be either because the https response (200
OK) is not received, or the latency is greater than the defined threshold. If conditional backhaul
is configured in an Edge, probe failures to both primary and secondary tunnel will trigger traffic
failover to the backhaul hub configured. When the probe is UP again, traffic will fall back to

the CSS tunnel. If Redundant Cloud VPN is configured for Non SD-WAN Destination (NSD) via
Gateway, probe failures to both primary and secondary tunnel from primary gateway will trigger
traffic failover to secondary gateway. When the probe in the primary gateway is UP again, traffic
will fall back to the CSS tunnel on the primary gateway.
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Zscaler and VMware SD-WAN Deployment Configurations

Describes the configuration steps for integrating Zscaler Internet Access (ZIA) and VMware SD-

WAN:

1 Configure Zscaler

2 Configure a Non SD-WAN Destination of Type Zscaler

3 Associate a Non SD-WAN Destination to a Configuration Profile

4 Configure Business Priority Rules

For more information, see https://www.zscaler.com/resources/solution-briefs/partner-vmware-
sdwan-deployment-guide.pdf. This guide will provide GUI examples for configuring Zscaler
Internet Access and VMware SD-WAN Orchestrator.

Layer 7 health check Events

Event

EDGE_NVS_TUNNEL_UP

EDGE_NVS_TUNNEL_DOWN

VPN_DATACENTER_STATUS

Displayed on
Orchestrator Ul
as

Edge Direct IPsec
tunnel up

Edge Direct IPsec
tunnel down

VPN Tunnel state
change

Severity  Notification

INFO

INFO

NOTICE

Configurable

N

N

N

Generated By

SD-WAN
Orchestrator

SD-WAN
Orchestrator

SD-WAN
Gateway

Generated When

A Cloud Security
Service tunnel or
NSD via Edge
tunnel is up.

A Cloud Security
Service tunnel or
NSD via Edge
tunnel is down.

The VPN Tunnel
state is changed.

For information about events related to cloud security services, see Monitor Cloud Security

Services Events.

Configure a Non SD-WAN Destination of Type Zscaler

To create and configure a Non SD-WAN Destination of type Zscaler, perform the following steps:

1 From the navigation panel in the SD-WAN Orchestrator, go to Configure > Network Services.

The Services screen appears.

2 Inthe Non SD-WAN Destinations via Gateway area, click the New button.

The New Non SD-WAN Destinations via Gateway dialog box appears.
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New Non SD-WAN Destination via Gateway... 7%
* Name |Ve|o NVS
* Type | Zscaler v

VPN Gateways &

% Primary VPN Gateway 110.10.10.1
Secondary VPN Gateway |

3 In the Name text box, enter the name for the Non SD-WAN Destination.
4  From the Type drop-down menu, select Zscaler.

5 Enter the IP address for the Primary VPN Gateway (and the Secondary VPN Gateway if
necessary) and click Next. A Non SD-WAN Destination of type Zscaler is created and a dialog
box for your Non SD-WAN Destination appears.

Velo NVS ?) %
¥ Name |Ve|o NVS Location @ Lat,Lng: 37.402889,-122.116859

Type Zscaler Update Location...

Enable Tunnel(s) @

Tunnel mode Active/Hot-Standby

Primary VPN Gateway

* PublicIP 10.10.10.1 Local Auth Id @ FQDN ~

| uddhav.velocloud.net

Secondary VPN Gateway | Add

Zscaler Login URL |https:f,r’admin.zscaler.net
sa5asa Login to Zscaler
L7 Health Check

¥ Zscaler Cloud |zscaler.net v |
HTTP Probe Interval 5 sec

Number of Retries

RTT Threshold

W w

msec

| Advanced H View IKE/IPSec Template | W Close

6 To configure tunnel settings for the Non SD-WAN Destination’s Primary VPN Gateway, click
the Advanced button.
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10

n

12

In the Primary VPN Gateway area, under Tunnel Settings, you can configure the Pre-Shared
Key (PSK), which is the security key for authentication across the tunnel. The Orchestrator
generates a PSK by default. If you want to use your own PSK or password, then you can
enter it in the textbox.

Note Starting from the 4.5 release, the use of the special character "<" in the password is no
longer supported. In cases where users have already used "<" in their passwords in previous
releases, they must remove it to save any changes on the page.

If you want to create a Secondary VPN Gateway for this site, then click the Add button
next to Secondary VPN Gateway. In the pop-up window, enter the IP address of the
Secondary VPN Gateway and click Save Changes. The Secondary VPN Gateway will be
created immediately for this site and will provision a VMware VPN tunnel to this Gateway.

Select the Redundant VeloCloud Cloud VPN checkbox to add redundant tunnels for each
VPN Gateway. Any changes made to PSK of Primary VPN Gateway will also be applied to the
redundant VPN tunnels, if configured. After modifying the tunnel settings of the Primary VPN
Gateway, save the changes and then click View IKE/IPSec Template to view the updated
tunnel configuration.

Click the Update location link to set the location for the configured Non SD-WAN Destination.
The latitude and longitude details are used to determine the best Edge or Gateway to
connect to in the network.

Local authentication ID defines the format and identification of the local gateway. From the
Local Auth Id drop-down menu, choose from the following types and enter a value that you
determine:

m  FQDN - The Fully Qualified Domain Name or hostname. For example, google.com.

m  User FGDN - The User Fully Qualified Domain Name in the form of email address. For
example, user@google.com.

m  |IPv4 - The IP address used to communicate with the local gateway.

Note For Zscaler Non SD-WAN Destination, it is recommended to use FQDN or User FQDN
as the local authentication ID.

When the Zscaler Cloud Security Service is selected as the Service type, to determine and
monitor the health of Zscaler Server, you can configure additional settings such as Zscaler
Cloud and Layer 7 (L7) Health check.

a Select the L7 Health Check checkbox to enable L7 Health check for the Zscaler Cloud
Security Service provider, with default probe details (HTTP Probe interval = 5 seconds,
Number of Retries = 3, RTT Threshold = 3000 milliseconds). By default, L7 Health Check is
deactivated.

Note Configuration of health check probe details is not supported.

VMware by Broadcom 220



VMware SD-WAN Administration Guide

b From the Zscaler Cloud drop-down menu, select a Zscaler cloud service or enter the
Zscaler cloud service name in the textbox.

13 To login to Zscaler portal from here, enter the login URL in the Zscaler Login URL textbox
and then click Login to Zscaler. This will redirect you to the Zscaler Admin portal of the
selected Zscaler cloud. The Login to Zscaler button will be enabled if you have entered the
Zscaler login URL.

For more information, see Configure a Cloud Security Service.

14 Check the Enable Tunnel(s) checkbox once you are ready to initiate the tunnel from the
SD-WAN Gateway to the Zscaler VPN gateways.

15 Click Save Changes.

Note A Zscaler tunnel is established with IPsec Encryption Algorithm as NULL and
Authentication Algorithm as SHA-256 irrespective of whether Customer Export Restriction
is activated or deactivated.

The configured network service appears under the Non SD-WAN Destinations via Gateway area
in the Network Services window. You can associate the network service to a Profile. For more
information, see Associate a Non SD-WAN Destination to a Configuration Profile.

You can view the L7 health status along with the L7 health check RTT from Monitor > Network
Services > Non SD-WAN Destinations via Gateway > Service Status.

Non SD-WAN Destinations via Gateway

Name ™ Public IP Status 1 Tunnel Status Service Status Used By Last Contact Events

1 Craig-GW-Z5 199.168.148 132 [+] 1 Profile Thu Apr 08, 09:53:31 View

LT Health: UP
L7 Health RTT: Average: Omsec, Min: Omsec, Max: Smsec
2 Craig-GW2-Z5 104.129.194.39 o I FriMar 12, 09:13:27 View

104.129.194 39

Associate a Non SD-WAN Destination to a Configuration Profile

After configuring a Non SD-WAN Destination of type Zscaler in SD-WAN Orchestrator, you
have to associate the Non SD-WAN Destination to the desired Profile in order to establish the
tunnels between SD-WAN Gateways and Zscaler VPN Gateways. To associate a Non SD-WAN
Destination to a configuration profile, perform the following steps:

1 From the SD-WAN Orchestrator navigation panel, go to Configure > Profiles. The
Configuration Profiles page appears.

2 Select a profile you want to associate your Non SD-WAN Destination of type Zscaler and
click the icon under the Device column. The Device Settings page for the selected profile
appears.

3 Go to Cloud VPN area and enable Cloud VPN by turning the toggle button to On.

4 Under Branch to Non SD-WAN Destinations via Gateway, select the Enable checkbox.
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5 From the drop-down menu, select your Non SD-WAN Destination of type Zscaler to establish
VPN connection between the branch and the Zscaler Non SD-WAN Destination.

6 Click Save Changes.

Configure Zscaler
This section describes Zscaler configuration.

Complete the following these steps on the Zscaler website. From there, you will create a Zscaler
account, add VPN credentials, and add a location.

1 From the Zscaler website, create a Zscaler web security account.

[ € Zscaler Cloud Portal - My % |

¥ =

&« C' [ https:;//admin.zscalerbeta.net/#administration/my-profile

Qz Administration

~ £ Settings
My Profile

User Display Name

Password
Change Password

Language

) CONFIGURATION

| English (US] -

Auto Refresh Dashboard?

Timezone

| GMT-08:00 -

2 Set up your VPN Credentials:

a At the top of the Zscaler screen, hover over the Administration option to display the
drop down menu. (See image below).

b Under Resources, click VPN Credentials.
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C

s % ZIscaler Cloud Portal - My | X '\

<« c & https://admin.zscalerbeta.net/#administration/my-profile

ﬁ‘.ﬁ: Administration

~ & Settings @ Settings

My Profile € NT MA

User Display Name

Password

Change Password

& Authentication

& AUTHENTIC
& CLOUD CONFIGURATION

Language
English (US

Auto Refresh Dashboard?

F TRAFFIC

Timezone
VPN Credentials k‘

Save Cancel

¥ v

© Import VPN Credentia I Sample Import CSV file Authentication Type: -I:l
SesrEsHiEEit fulientcation Type __

d From the Add VPN Credential dialog box:

1 Choose FQDN as the Authentication Type.

2 Type the User ID and Pre-Shared Key (PSK). You obtained this information from your

Non SD-WAN Destination's dialog box in the SD-WAN Orchestrator.

3 If necessary, type in any comments in the Comments section.
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Add VPN Credential X

A
VPN Credential
Authentication Type

User ID

velocloud.com - |

velocloud01 @

New Pre-Shared Key Confirm New Pre-Shared Key

Comments

< The PSK and User ID FQDN was obtained from the VeloCloud portal when the Non-VeloCloud Site was >
created|

e

4

Save Cancel

4  Click Save.

3 Assign a location:

a At the top of the Zscaler screen, hover over the Administration option to display the

drop-down menu.
b Under Resources, click Locations.
c Click Add Location at the top left corner.

d Inthe Add Location dialog box (see image below):

1 Complete the text boxes in the Location area (Name, Country, State/Province, Time

Zone).

2 Choose None from the Public IP Addresses drop-down menu.

3 Inthe VPN Credentials drop-down menu, select the credential you just created. (See

image below).
4 Click Done.

5 Click Save.
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Add Location

Location

Name Country
VeloCloud Admin | ‘ United States - ‘
State/Province Time Zone
San Jose, CA | ‘ America/Los Angeles - ‘
Addressing
Public IP Addresses
None -

VPN Credentials

velocloud01@velocloud.com

Selected Items (1)

velocloud01@velocloud.com

T velocloud01@velocloud.com

m Clear Selection

Save Cancel I

Configure Business Priority Rules

Define the business policy in your SD-WAN Orchestrator to determine web security screening.
The business policy matches parameters such as IP addresses, ports, VLAN IDs, interfaces,
domain names, protocols, operating system, object groups, applications, and DSCP tags. When a
data packet matches the match conditions, the associated action or actions are taken. If a packet
matches no parameters, then a default action is taken on the packet.

To create a business policy:
1 From the navigation panel in the SD-WAN Orchestrator, go to Configure > Edges.
2 Inthe Edges screen, click the Biz. Pol icon for your Edge.

3 Click the New Rule button. The Configure Rule dialog box appears.
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Configure Rule 7o
Rule Marme |E=iZ policy Zscalar
Match
o Any
® ntermet
2 Edgs
O Mon SOFWAR Destination via Gat=way
(O Mon SCHWAR Destingtion vis Edge
P Address |
CIDR prefix % | |
Daomain Marme & |
Protocol
Ports |
Application | Define...|
Action
[ iizn | omal | ow |
O Rate Limit
etnorkservee (D e Seonel I8
O Bacxhaul Hubs
® plon SO-WARN Destingtion vis Gatewsy [Zsmlar Sitel v |
O mon SCHWAN Destingtion via Edge / Cloud Security Service
Link Steering Tranaport Group a
Inner Packet DSCR
Tag Leawve a5 is W
Cuter Packst DSCP
Tag [0 - cs0/oF |
| Ok | | Cancal

a In the Rule Name textbox, enter a name for the rule.

b Under the Match area, configure the match conditions for the rule.

Note VMware recommends configuring a business policy rules to Backhaul web traffic,
using Port 80 and 443. You can send all Internet traffic to Backhaul Zscaler.

¢ Inthe Action area, configure the actions for the rule.
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d Click OK.

For more information about how to create a business policy rule, see Create Business Policy
Rules.

Configure a Non SD-WAN Destination of Type Generic IKEv1 Router via Gateway

Describes how to configure a Non SD-WAN Destination of type Generic IKEv1 Router (Route
Based VPN) through SD-WAN Gateway in SD-WAN Orchestrator.

Note To configure a Generic IKEv1 Router (Route Based VPN) via Edge, see Configure a
Non-VMware SD-WAN Site of Type Generic IKEv1 Router via Edge.

Procedure

1

From the navigation panel in the SD-WAN Orchestrator, go to Configure > Network Services.
The Services screen appears.

In the Non SD-WAN Destinations via Gateway area, click the New button.

The New Non SD-WAN Destinations via Gateway dialog box appears.

In the Name text box, enter the name for the Non SD-WAN Destination.

From the Type drop-down menu, select Generic IKEv1 Router (Route Based VPN).

Enter the IP address for the Primary VPN Gateway (and the Secondary VPN Gateway if
necessary), and click Next.

A route-based Non SD-WAN Destination of type IKEv1 is created and a dialog box for your
Non SD-WAN Destination appears.
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NSD_IKEv1

* Name [NSD_TKEv1
Type
Generic IKEv] Router (Route Based VPN)
Enable Tunnel(s) @
Tunnel mode Active/Hot-Standby

Primary VPN Gateway

#* Public IP 54.183.9.198

Secondary VPN Gateway | Remove

Public IP 54.183.9.199

Redundant VeloCloud Cloud VPN €

| Advanced || View IKE/IPSec Template |

Location €@ Lat,Lng: 37.402889,-122.116859

Update Location

Local AuthId € | Default v

Site Subnets @
Subnet Description Advertise

| ~ (4

Deactivate Site Subnets € O

(SaveGrangest] [ cios

6 To configure tunnel settings for the Non SD-WAN Destination’s Primary VPN Gateway, click

the Advanced button.

7 Inthe Primary VPN Gateway area, you can configure the following tunnel settings:

Field

Tunnel Mode

PSK
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Description

Active-Hot-Standby is supported on the SD-WAN
Gateway. Active/Hot-Standby automatically displays
indicating that if the Active tunnel goes down, the
Standby (Hot-Standby) tunnel takes over and becomes
the Active tunnel.

The Pre-Shared Key (PSK), which is the security key

for authentication across the tunnel. The Orchestrator
generates a PSK by default. If you want to use your own
PSK or password then you can enter it in the textbox.

Note Starting from the 4.5 release, the use of the
special character "<" in the password is no longer
supported. In cases where users have already used "<" in
their passwords in previous releases, they must remove
it to save any changes on the page.
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10

1

12

13

Field Description

Encryption Select either AES 128 or AES 256 as the AES algorithms
key size to encrypt data. The default value is AES 128.

DH Group Select the Diffie-Hellman (DH) Group algorithm to be
used when exchanging a pre-shared key. The DH Group
sets the strength of the algorithm in bits. The supported
DH Groups are 2, 5, and 14. It is recommended to use DH
Group 14.

PFS Select the Perfect Forward Secrecy (PFS) level for
additional security. The supported PFS levels are 2 and
5. The default value is 2.

If you want to create a Secondary VPN Gateway for this site, then click the Add button next
to Secondary VPN Gateway. In the pop-up window, enter the IP address of the Secondary
VPN Gateway and click Save Changes.

The Secondary VPN Gateway will be created immediately for this site and will provision a
VMware VPN tunnel to this Gateway.

Select the Redundant VeloCloud Cloud VPN checkbox to add redundant tunnels for each
VPN Gateway.

Any changes made to Encryption, DH Group, or PFS of Primary VPN Gateway will also be
applied to the redundant VPN tunnels, if configured. After modifying the tunnel settings of
the Primary VPN Gateway, save the changes and then click View IKE/IPsec Template to view
the updated tunnel configuration.

Click the Update location link to set the location for the configured Non SD-WAN Destination.
The latitude and longitude details are used to determine the best Edge or Gateway to
connect to in the network.

Local authentication ID defines the format and identification of the local gateway. From the
Local Auth Id drop-down menu, choose from the following types and enter a value that you
determine:

= FQDN - The Fully Qualified Domain Name or hostname. For example, google.com.

m  User FQDN - The User Fully Qualified Domain Name in the form of email address. For
example, user@google.com.

m  IPv4 - The IP address used to communicate with the local gateway.
Note For Generic route based VPN, if the user does not specify a value, Default is used

as the local authentication ID. The default local authentication ID value will be the SD-WAN
Gateway Interface Public IP.

Under Site Subnets, you can add subnets for the Non SD-WAN Destination by clicking the +
button. If you do not need subnets for the site, select the Deactivate Site Subnets checkbox.

Check the Enable Tunnel(s) checkbox once you are ready to initiate the tunnel from the
SD-WAN Gateway to the Generic IKEv1 VPN Gateways.
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14 Click Save Changes.

15 Assign the newly created Non SD-WAN Site Network Service to a Profile by navigating to
Configure >Profiles in the SD-WAN Orchestrator. See Configure a Tunnel Between a Branch
and a Non SD-WAN Destinations via Gateway.

16 Return to the Non SD-WAN Destinations via Gateway area in the SD-WAN Orchestrator by
going to Configure > Network Services.

17 In the Non SD-WAN Destinations via Gateway area, scroll to the name of your Non SD-WAN
Site, and then click the Edit link in the BGP column.

18 Configure the BGP values for the following mandatory fields: Local ASN, Tunnel Type,
Neighbor IP, and Local IP (from the Advanced Options section). For more information, see
Configure BGP over IPsec from Gateways.

Note The VTIIP (private IP) assigned by the SD-WAN Orchestrator can be used for peer
ship in Single-Hop BGP.
19 Click OK to save your changes.

20 In the Non SD-WAN Destinations via Gateway area, click the Edit link in the BFD column
for a Non SD-WAN Destination, to configure the BFD settings. For more information, see
Configure BFD for Gateways.

What to do next
You can check the overall status of the Non SD-WAN Sites in the monitoring tab. See:
m  Monitor Network Services

m  Monitor Non SD-WAN Destinations through Gateway

Configure a Non SD-WAN Destination of Type Generic Firewall (Policy Based
VPN)

Describes how to configure a Non SD-WAN Destination of type Generic Firewall (Policy Based
VPN) in SD-WAN Orchestrator.

Procedure

1 From the navigation panel in the SD-WAN Orchestrator, go to Configure > Network Services.
The Services screen appears.

2 Inthe Non SD-WAN Destinations via Gateway area, click the New button.
The New Non SD-WAN Destinations via Gateway dialog box appears.

3 In the Name text box, enter the name for the Non SD-WAN Destination.

4 From the Type drop-down menu, select Generic Firewall (Policy Based VPN).
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5 Enter the IP address for the Primary VPN Gateway, and click Next.

A Non SD-WAN Destination of type Generic Firewall (Policy Based VPN) is created and a
dialog box for your Non SD-WAN Destination appears.

NSD_VPN

[msp_ven
Generic Firewall (Policy Based WPN)

zr Rl

Tunnel mode Active/Hot-Standby

Primary VRN Gateway
10.10.10.5

* Public 1P

Redundant veloCloud Cloud VPN @

| advanced | | view IKE/1PSec Template |

?) %
Location @ LatLng: 37.402889, -122.116859
Update Location...
Local Auth Id &
acme.com
Site Subnets @
Subnet Description Advertize
10.0.2.0/24 [ - @®
Desctivate Site Subnetz € O
Custom Source Subnets @
Subnet Description Advertise
[ - ®
[ Savechangss | [ cloze

6 To configure tunnel settings for the Non SD-WAN Destination’s Primary VPN Gateway, click

the Advanced button.

7 Inthe Primary VPN Gateway area, you can configure the following tunnel settings:

Field

PSK

Encryption
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Description

The Pre-Shared Key (PSK), which is the security key

for authentication across the tunnel. The Orchestrator
generates a PSK by default. If you want to use your own
PSK or password then you can enter it in the textbox.

Note Starting from the 4.5 release, the use of the
special character "<" in the password is no longer
supported. In cases where users have already used "<" in
their passwords in previous releases, they must remove
it to save any changes on the page.

Select either AES 128 or AES 256 as the AES algorithms
key size to encrypt data. The default value is AES 128.
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1
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Field Description

DH Group Select the Diffie-Hellman (DH) Group algorithm to be
used when exchanging a pre-shared key. The DH Group
sets the strength of the algorithm in bits. The supported
DH Groups are 2, 5, and 14. It is recommended to use DH
Group 14.

PFS Select the Perfect Forward Secrecy (PFS) level for
additional security. The supported PFS levels are 2 and
5. The default value is deactivated.

Note The Secondary VPN Gateway are not supported for the Generic Firewall (Policy Based
VPN) network service type.

Select the Redundant VeloCloud Cloud VPN checkbox to add redundant tunnels for each
VPN Gateway.

Any changes made to Encryption, DH Group, or PFS of Primary VPN Gateway will also be
applied to the redundant VPN tunnels, if configured. After modifying the tunnel settings of
the Primary VPN Gateway, save the changes and then click View IKE/IPSec Template to
view the updated tunnel configuration.

Note Currently, the supported IKE version is IKEv1.

Click the Update location link to set the location for the configured Non SD-WAN Destination.
The latitude and longitude details are used to determine the best Edge or Gateway to
connect to in the network.

Local authentication ID defines the format and identification of the local gateway. From the
Local Auth Id drop-down menu, choose from the following types and enter a value that you
determine:

s FQDN - The Fully Qualified Domain Name or hostname. For example, google.com.

m  User FQDN - The User Fully Qualified Domain Name in the form of email address. For
example, user@google.com.

m  IPv4 - The IP address used to communicate with the local gateway.
Note For Generic Firewall (Policy based VPN), if the user does not specify a value, Default

is used as the local authentication ID. The default local authentication ID value will be the
SD-WAN Gateway Interface Local IP.

Under Site Subnets, you can add subnets for the Non SD-WAN Destination by clicking the +
button. If you do not need subnets for the site, select the Deactivate Site Subnets checkbox.

Use Custom Source Subnets to override the source subnets routed to this VPN device.
Normally, source subnets are derived from the edge LAN subnets routed to this device.

Check the Enable Tunnel(s) checkbox once you are ready to initiate the tunnel from the
SD-WAN Gateway to the Generic Firewall (Policy Based VPN) VPN gateways.
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14 Click Save Changes.

Configure a Non SD-WAN Destinations via Edge
VMware allows the Enterprise users to define and configure a Non SD-WAN Destination instance

and establish a secure IPSec tunnel directly from a SD-WAN Edge to a Non SD-WAN Destination.

Note VMware supports only Generic IKEv2 Router (Route Based VPN) and Generic IKEv1 Router
(Route Based VPN) Non SD-WAN Destination from Edge. This will enable the Edge to establish
an IPSec tunnel to AWS datacenter or Azure datacenter. Currently, VMware only verifies IPSec
tunnel support to AWS and Azure datacenters.

To configure a Non SD-WAN Destinations via Edge:

Procedure

1 From the navigation panel in the SD-WAN Orchestrator, go to Configure > Network Services.
The Services screen appears.

2 Inthe Non SD-WAN Destinations via Edge area, click the New button.

The Non SD-WAN Destinations via Edge dialog box appears.

Non SD-WAN Destinations via Edge 2%

[ Select v

3 In the Service Name text box, enter a name for the Non SD-WAN Destination.

4 From the Service Type drop-down menu, select either Generic IKEv2 Router (Route Based
VPN) or Generic IKEv1 Router (Route Based VPN) as the IPSec tunnel type.

5 Click Next.
A Non SD-WAN Destination is created.
Note To support the datacenter type of Non SD-WAN Destination, besides the IPSec
connection, you will need to configure Non SD-WAN Destination local subnets into the
VMware system.

What to do next

m  Configure tunnel settings for your Non SD-WAN Destination. For more information, see:
m  Configure a Non-VMware SD-WAN Site of Type Generic IKEv1 Router via Edge
m  Configure a Non-VMware SD-WAN Site of Type Generic IKEv2 Router via Edge

m  Associate your Non SD-WAN Destination to a profile or Edge. For more information, see
Configure a Tunnel Between a Branch and a Non SD-WAN Destinations via Edge.
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Configure Tunnel parameters (WAN link selection and Per tunnel credentials) at the Edge
level. For more information, see Configure Cloud VPN and Tunnel Parameters at the Edge
level.

Configure Business Policy. Configuring business policy is an optional procedure for Non SD-
WAN Destinations via Edge. If there are no Non SD-WAN Destinations configured then you
can redirect the Internet traffic via business policy. For more information, see Create Business
Policy Rules.

Configure a Non-VMware SD-WAN Site of Type Generic IKEv1 Router via Edge

Describes how to configure a Non SD-WAN Destination of type Generic IKEv1 Router (Route
Based VPN) through SD-WAN Edge in SD-WAN Orchestrator.

Procedure

1

From the navigation panel in the SD-WAN Orchestrator, go to Configure > Network Services.
The Services screen appears.

In the Non SD-WAN Destinations via Edge area, click the New button.

The Non SD-WAN Destinations via Edge dialog box appears.

In the Service Name text box, enter a name for the Non SD-WAN Destination.

From the Service Type drop-down menu, select Generic IKEv1 Router (Route Based VPN) as
the IPSec tunnel type.

Click Next.

A route-based Non SD-WAN Destination of type IKEv1 is created and a dialog box for your
Non SD-WAN Destination appears.
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Non SD-WAN Destinations via Edge

* Name
Type
Tunnel mode
Primary VPN Gateway

Public [P

[Gen_tkev1

Generic IKEv1 Routen(Router
Based VPN)

Active/Active ~

[10.0.0.25
AES 128~

Site Subnets @

Descripticn Advertise

[LSve Ghanges. | | Giose

6 Under Primary VPN Gateway, in the Public IP text box, enter the IP address of the Primary

VPN Gateway.

7 To configure tunnel settings for the Non SD-WAN Destination’s Primary VPN Gateway, click
the Advanced button.

8 In the Primary VPN Gateway area, you can configure the following tunnel settings:

Field

Encryption

DH Group

PFS
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Description

Select either AES 128 or AES 256 as the AES algorithms
key size to encrypt data. If you do not want to encrypt
data, select Null. The default value is AES 128.

Select the Diffie-Hellman (DH) Group algorithm to be
used when exchanging a pre-shared key. The DH Group
sets the strength of the algorithm in bits. The supported
DH Groups are 2, 5, 14, 15, and 16. It is recommended to
use DH Group 14.

Select the Perfect Forward Secrecy (PFS) level for
additional security. The supported PFS levels are 2, 5,
14,15, and 16. The default value is Deactivated.
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Field

Hash

IKE SA Lifetime(min)

IPsec SA Lifetime(min)

DPD Timeout Timer(sec)

Description

The authentication algorithm for the VPN header. Select
one of the following supported Secure Hash Algorithm
(SHA) function from the list:

m SHA1

m  SHA 256

= SHA 384

m  SHA 512

The default value is SHA 256.

Time when Internet Key Exchange (IKE) rekeying is
initiated for Edges. The minimum IKE lifetime is 10
minutes and maximum is 1440 minutes. The default value
is 1440 minutes.

Time when Internet Security Protocol (IPsec) rekeying

is initiated for Edges. The minimum IPsec lifetime is 3
minutes and maximum is 480 minutes. The default value
is 480 minutes.

Enter the DPD timeout value. The DPD timeout value will
be added to the internal DPD timer, as described below.
Wait for a response from the DPD message before

considering the peer to be dead (Dead Peer Detection).

Prior to the 5.1.0 release, the default value is 20 seconds.
For the 5.1.0 release and later, see the list below for the
default value.

m  Library Name: Quicksec

m  Probe Interval: Exponential (0.5 sec, 1sec, 2 sec, 4
sec, 8 sec, 16 sec)

m  Default Minimum DPD Interval: 47.5sec (Quicksec
waits for 16 seconds after the last retry. Therefore,
0.5+1+2+4+8+16+16 = 47.5).

m  Default Minimum DPD interval + DPD Timeout(sec):
67.5 sec

Note Prior to the 5.1.0 release, you can deactivate

DPD by configuring the DPD timeout timer to O seconds.
However, for the 5.1.0 release and later, you cannot
deactivate DPD by configuring the DPD timeout timer

to O seconds. The DPD timeout value in seconds will get
added onto the default minimum value of 47.5 seconds).

Note When AWS initiates the rekey tunnel with a VMware SD-WAN Gateway (in Non
SD-WAN Destinations), a failure can occur and a tunnel will not be established, which can
cause traffic interruption. Adhere to the following:

m |Psec SA Lifetime(min) timer configurations for the SD-WAN Gateway must be less than
60 minutes (50 minutes recommended) to match the AWS default IPsec configuration.

m  DH and PFS DH groups must be matched.
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9 If you want to create a Secondary VPN Gateway for this site, then select the Secondary
VPN Gateway checkbox and then enter the IP address of the Secondary VPN Gateway in the
Public IP text box.

The Secondary VPN Gateway will be created immediately for this site and will provision a
VMware VPN tunnel to this Gateway.

10 Select the Keep Tunnel Active checkbox to keep the Secondary VPN tunnel active for this
site.

11 Select the Tunnel settings are same as Primary VPN Gateway checkbox to apply the same
tunnel settings as that of the Primary VPN Gateway.

Any tunnel setting changes made to the Primary VPN Gateway will also be applied to the
Secondary VPN tunnels, if configured.

12 Under Site Subnets, you can add subnets for the Non SD-WAN Destination by clicking the +

button.

Note To support the datacenter type of Non SD-WAN Destination, besides the IPSec
connection, you will need to configure Non SD-WAN Destination local subnets into the
VMware system.

13 Click Save Changes.

What to do next
m  Configure a Tunnel Between a Branch and a Non SD-WAN Destinations via Edge

m  Configure Cloud VPN and Tunnel Parameters at the Edge Level

Configure a Non-VMware SD-WAN Site of Type Generic IKEv2 Router via Edge

Describes how to configure a Non SD-WAN Destination of type Generic IKEv2 Router (Route
Based VPN) through SD-WAN Edge in SD-WAN Orchestrator.

Procedure

1 From the navigation panel in the SD-WAN Orchestrator, go to Configure > Network Services.
The Services screen appears.

2 Inthe Non SD-WAN Destinations via Edge area, click the New button.
The Non SD-WAN Destinations via Edge dialog box appears.

3 In the Service Name text box, enter a name for the Non SD-WAN Destination.

4 From the Service Type drop-down menu, select Generic IKEv2 Router (Route Based VPN) as
the IPSec tunnel type.

5 Click Next.

A route-based Non SD-WAN Destination of type IKEV2 is created and a dialog box for your
Non SD-WAN Destination appears.
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Non SD-WAN Destinations via Edge ?) %
* Name [Gen_tkev2 SEEbSL;bI'EISO — —

— Generic IKEv2 Router(Router e - e

Le= Based VPN) |

Tunnel mode

Primary VPN Gateway
Public [P

0 [SHA 256 v

Active/Hot-Standby v

[10.0.05

Deactivated v

e(min) @[ 1440

e(min) [480
DPD Timeout Timer(sec) €20
Secondary \ ateway
Keep Tunnel Active
Public IP [10.0.25

6 Under Primary VPN Gateway, in the Public IP text box, enter the IP address of the Primary

VPN Gateway.

7 To configure tunnel settings for the Non SD-WAN Destination’s Primary VPN Gateway, click

the Advanced button.

8 In the Primary VPN Gateway area, you can configure the following tunnel settings:

Field

Encryption

DH Group

PFS
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Description

Select either AES 128 or AES 256 as the AES algorithms
key size to encrypt data. If you do not want to encrypt
data, select Null. The default value is AES 128.

Select the Diffie-Hellman (DH) Group algorithm to be
used when exchanging a pre-shared key. The DH Group
sets the strength of the algorithm in bits. The supported
DH Groups are 2, 5, 14, 15, and 16. It is recommended to
use DH Group 14.

Select the Perfect Forward Secrecy (PFS) level for
additional security. The supported PFS levels are 2, 5,
14,15, and 16. The default value is Deactivated.
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Field

Hash

IKE SA Lifetime(min)

IPsec SA Lifetime(min)

DPD Timeout Timer(sec)

Description

The authentication algorithm for the VPN header. Select
one of the following supported Secure Hash Algorithm
(SHA) function from the list:

m SHA1

m  SHA 256

= SHA 384

m  SHA 512

The default value is SHA 256.

Time when Internet Key Exchange (IKE) rekeying is
initiated for Edges. The minimum IKE lifetime is 10
minutes and maximum is 1440 minutes. The default value
is 1440 minutes.

Time when Internet Security Protocol (IPsec) rekeying

is initiated for Edges. The minimum IPsec lifetime is 3
minutes and maximum is 480 minutes. The default value
is 480 minutes.

Enter the DPD timeout value. The DPD timeout value will
be added to the internal DPD timer, as described below.
Wait for a response from the DPD message before

considering the peer to be dead (Dead Peer Detection).

Prior to the 5.1.0 release, the default value is 20 seconds.
For the 5.1.0 release and later, see the list below for the
default value.

m  Library Name: Quicksec

m  Probe Interval: Exponential (0.5 sec, 1sec, 2 sec, 4
sec, 8 sec, 16 sec)

m  Default Minimum DPD Interval: 47.5sec (Quicksec
waits for 16 seconds after the last retry. Therefore,
0.5+1+2+4+8+16+16 = 47.5).

m  Default Minimum DPD interval + DPD Timeout(sec):
67.5 sec

Note Prior to the 5.1.0 release, you can deactivate

DPD by configuring the DPD timeout timer to O seconds.
However, for the 5.1.0 release and later, you cannot
deactivate DPD by configuring the DPD timeout timer

to O seconds. The DPD timeout value in seconds will get
added onto the default minimum value of 47.5 seconds).

Note When AWS initiates the rekey tunnel with a VMware SD-WAN Gateway (in Non
SD-WAN Destinations), a failure can occur and a tunnel will not be established, which can
cause traffic interruption. Adhere to the following:

m |Psec SA Lifetime(min) timer configurations for the SD-WAN Gateway must be less than
60 minutes (50 minutes recommended) to match the AWS default IPsec configuration.

m  DH and PFS DH groups must be matched.
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9 If you want to create a Secondary VPN Gateway for this site, then select the Secondary
VPN Gateway checkbox and then enter the IP address of the Secondary VPN Gateway in the
Public IP text box.

The Secondary VPN Gateway will be created immediately for this site and will provision a
VMware VPN tunnel to this Gateway.

10 Select the Keep Tunnel Active checkbox to keep the Secondary VPN tunnel active for this
site.

11 Select the Tunnel settings are same as Primary VPN Gateway checkbox to apply the same
tunnel settings as that of the Primary VPN Gateway.

Any tunnel setting changes made to the Primary VPN Gateway will also be applied to the
Secondary VPN tunnels, if configured.

12 Under Site Subnets, you can add subnets for the Non SD-WAN Destination by clicking the +

button.

Note To support the datacenter type of Non SD-WAN Destination, besides the IPSec
connection, you will need to configure Non SD-WAN Destination local subnets into the
VMware system.

13 Click Save Changes.

What to do next
m  Configure a Tunnel Between a Branch and a Non SD-WAN Destinations via Edge

m  Configure Cloud VPN and Tunnel Parameters at the Edge Level

Configure a Microsoft Azure Non SD-WAN Destination via Edge

Describes how to configure a Non SD-WAN Destination of type Microsoft Azure Virtual Hub via
Edge in SD-WAN Orchestrator.

To configure a Non SD-WAN Destination of type Microsoft Azure Virtual Hub via Edge in SD-
WAN Orchestrator:

Prerequisites

m  Ensure you have configured a Cloud subscription. For steps, see Configure a Cloud
Subscription Network Service.

m  Ensure you have created Virtual WAN and Hubs in Azure. For steps, see Configure Azure
Virtual WAN for Branch-to-Azure VPN Connectivity.

Procedure
1 From the navigation panel in the SD-WAN Orchestrator, go to Configure > Network Services.

The Services screen appears.
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2 Inthe Non SD-WAN Destinations via Edge area, click the New button.

The New Non SD-WAN Destinations via Edge dialog box appears.

Non SD-WAN Destinations via Edge ? 0%
* Service Name ‘Azure autd
% Service Type ‘ Microsoft Azure Virtual Wan A

Virtual Hub Configuration

% Subscription | VeloCloud-ManagementPlane-[ v |

* Virtual Wan \ azure_automation_test_ vwan v \

Resource Group  azure_vwan_automation

* Virtual Hub ‘ azure_test vhub west us 2 v ‘
Azure Regions West US 2
Enable Tunnels ~ [J

Next

3 In the Service Name text box, enter the name for the Non SD-WAN Destination.
4 From the Service Type drop-down menu, select Microsoft Azure Virtual Hub.
5 From the Subscription drop-down menu, select a cloud subscription.
The application fetches all the available Virtual WANs dynamically from Azure.
6 From the Virtual WAN drop-down menu, select a virtual WAN.
The application auto-populates the resource group to which the virtual WAN is associated.
7 From the Virtual Hub drop-down menu, select a Virtual Hub.
The application auto-populates the Azure region corresponding to the Hub
8 Click Next.

The Microsoft Azure Non SD-WAN Destination is created and a dialog box for your Non
SD-WAN Destination appears.
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Non SD-WAN Destinations via Edge

-
* Name |Azure auth
Type Microsoft Azure Virtual Wan

Primary VPN Gateway
Public IP

Secondary VPN Gateway
Keep Tunnel Active

Public IP
Tunnel settings are same as Primary VPN Gateway

Site Subnets &
Subnet

Subscription
Virtual Wan
Resource Group
Virtual Hub
Azure Regions

? 0%
Description Advertise

I‘/"'\‘I I‘/i\

@®
VeloCloud-ManagementPlane-Dev ~ “
azure_automation_test_vwan
azure_vwan_automation
azure_test_vhub_west_us_2
WestUS 2 -

|_saveChanges | | Close

9 To configure tunnel settings for the Non SD-WAN Destination’s Primary VPN Gateway, click

the Advanced button.

Non SD-WAN Destinations via Edge

* Name |Azure auto
Type Microsoft Azure Virtual Wan

Primary VPN Gateway
Public IP

Encryption
DH Group

Deactivated ~
Hash [SHA 256 v

IKE SA Lifetime(min) 0| 1440
IPsec SA Lifetime(min) |480

DPD Timeout Timer(sec) 0| 20

Secondary VPN Gateway
Keep Tunnel Active

Public IP

Tunnel settings are same as Primary VPN Gateway
Encryption | AES 128 v
DH Group | 2 ~

PFS | Deactivated +
Hash | SHA 256 v

IKE SA Lifetime(min) €¥| 1440
IPsec SA Lifetime(min) [480
DPD Timeout Timer(sec) @ 20

VMware by Broadcom

Site Subnets &

Subnet

Subscription
Virtual Wan
Resource Group
Virtual Hub
Azure Regions

?2 0%
Description Advertise
VeloCloud-ManagementPlane-Dev  “
azure_automation_test_vwan
azure_vwan_automation
azure_test_vhub_west_us_2
WestUS 2 -

| SaveChanges | | Close
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10 In the Primary VPN Gateway area, you can configure the following tunnel settings:

Field

Encryption

DH Group

PFS

Hash

IKE SA Lifetime(min)

IPsec SA Lifetime(min)

DPD Timeout Timer(sec)

VMware by Broadcom

Description

Select either AES 128 or AES 256 as the AES algorithms
key size to encrypt data. If you do not want to encrypt
data, select NONE. The default value is AES 128.

The Diffie-Hellman (DH) Group algorithm to be used
when exchanging a pre-shared key. The DH Group sets
the strength of the algorithm in bits. The supported DH
Group is 2.

Select the Perfect Forward Secrecy (PFS) level for
additional security. The supported PFS levels are 2, 5,
14,15, and 16. The default value is Deactivated.

The authentication algorithm for the VPN header. Select
one of the following supported Secure Hash Algorithm
(SHA) function from the list:

m SHA1
m  SHA 256
The default value is SHA 256.

Time when Internet Key Exchange (IKE) rekeying is
initiated for Edges. The minimum IKE lifetime is 10
minutes and maximum IKE lifetime is 1440 minutes. The
default value is 1440 minutes.

Time when Internet Security Protocol (IPsec) rekeying

is initiated for Edges. The minimum IPsec lifetime is 3
minutes and maximum IPsec lifetime is 480 minutes. The
default value is 480 minutes.

Enter the DPD timeout value. The DPD timeout value will
be added to the internal DPD timer, as described below.
Wait for a response from the DPD message before

considering the peer to be dead (Dead Peer Detection).

Prior to the 5.1.0 release, the default value is 20 seconds.
For the 5.1.0 release and later, see the list below for the
default value.

m  Library Name: Quicksec

m  Probe Interval: Exponential (0.5 sec, 1sec, 2 sec, 4
sec, 8 sec, 16 sec)

m  Default Minimum DPD Interval: 47.5sec (Quicksec
waits for 16 seconds after the last retry. Therefore,
0.5+1+2+4+8+16+16 = 47.5).

m  Default Minimum DPD interval + DPD Timeout(sec):
67.5 sec

Note Prior to the 5.1.0 release, you can deactivate